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Approximate solution for a class of hypersingular integral equations
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Abstract

A simple approximate method for solving a general hypersingular integral equation of the first kind with its kernel consisting
of a hypersingular part and a regular part isdeveloped here. The method is illustrated by considering some simple examples.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

A general hypersingular integral equation of the first kind, over a finite interval, can be represented by∫
X

1

−1
φ(t)

[
k(t, x)

(t − x)2
+ L(t, x)

]
dt = f (x), −1 ≤ x ≤ 1, (1.1)

with φ(±1) = 0, whereK (t, x) andL(t, x) are regular square-integrable functions oft andx , andK (x, x) �= 0. In
(1.1), the hypersingular integral denoted by

∫
X

1
−1

φ1(t)
(t−x)2

dt, (−1 ≤ x ≤ 1) whereφ1(t) = φ(t)K (t, .) is defined as

∫
X

1

−1

φ1(t)

(t − x)2
dt = lim

ε→0+

[∫ x−ε

−1

φ1(t)

(t − x)2
dt +

∫ 1

x+ε
φ1(t)

(t − x)2
dt − φ1(x + ε)+ φ1(x − ε)

ε

]
, −1 ≤ x ≤ 1,

(1.2)

and is understood in the sense of the Hadamard finite part. The solution of thesimple hypersingular integral equation∫
X

1

−1

φ(t)

(t − x)2
dt = f (x), −1 ≤ x ≤ 1, (1.3)

with φ(±1) = 0, is well known (cf. [1,2]) and is given by

φ(t) = 1

π2

∫ 1

−1
f (x) ln

∣∣∣∣∣ (x − t)

1 − xt + {(1 − x2)(1 − t2)} 1
2

∣∣∣∣∣ dx, −1 ≤ t ≤ 1. (1.4)
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A somewhat less general form of a first-kind hypersingular integral equation given by∫
X

1

−1
φ(t)

[
1

(t − x)2
+ L(t, x)

]
dt = f (x), −1 ≤ x ≤ 1, (1.5)

with φ(±1) = 0, arises in a variety of mixed boundary value problems in mathematical physics such as water wave
scattering and radiation problems involving thin submerged plates (cf. [3–9]), and fracture mechanics [10]. Eq. (1.5)
is usually solved approximately by an expansion–collocation method, the expansion being in terms of a finite series
involving Chebyshev polynomialsUi (t) of the second kind. In particular,φ(t) in (1.5)is approximated as

φ(t) ≈ (1 − t2)
1
2

n∑
i=0

aiUi (t) (1.6)

whereai (i = 0,1, . . . , n) are unknown constants. Substitution of(1.6)in (1.5)produces (cf. [3])

n∑
i=0

ai Ai (x) = f (x), −1 ≤ x ≤ 1 (1.7)

where

Ai (x) = −π(i + 1)Ui (x)+
∫ 1

−1
(1 − t2)

1
2 L(t, x)Ui (t)dt . (1.8)

To find the unknown constantsai (i = 0,1, . . . , n), we put x = x j ( j = 0,1, . . . , n) where thex j ’s are suitable
collocation points such that−1 ≤ x j ≤ 1. This produces the linear systems

n∑
i=0

ai Ai j = f j , j = 0,1, . . . , n (1.9)

with Aij = Ai (x j ) and f j = f (x j ). These can be solved by standard methods. The collocation points are usually
chosen to be the zeros ofUn+1(x) or Tn+1(x) (Chebyshev polynomials of the first kind). The method described above
becomes somewhat unsuitable for solving the general hypersingular integral equation(1.1)due to the presence of the
factorK (t, x) with (t − x)−2. Here we develop a modified method for approximately solving Eq.(1.1). This method
stems from recent work of Chakrabarti and Vanden Berghe [11] wherein anapproximate method has been developed
to solve a general type of first-kind singular integral equation with a Cauchy-type kernel, given by

−
∫ 1

−1
φ(t)

[
K (t, x)

(t − x)
+ L(t, x)

]
dt = f (x), −1< x < 1, (1.10)

φ(t) satisfying appropriate conditions at the end points, and the integral involving1
t−x is in the sense of the Cauchy

principal value(K (x, x) �= 0). The approximate method developed below appears to be quite appropriate for solving
the most general type of first-kind hypersingular integral equation(1.1)assuming of course thatK (t, x) andL(t, x)
can be approximated as in [11]. Some simple examples are given to illustrate the method.

2. Method of solution

The unknown functionφ(x) satisfyingφ(±1) = 0 can be represented in the form

φ(x) = (1 − x2)
1
2ψ(x), −1 ≤ x ≤ 1 (2.1)

whereψ(x) is a well-behaved unknown function ofxε[−1,1]. Approximatingψ(x) by means of a polynomial of
degreen, given by

ψ(x) ≈
n∑

j=0

c j x j (2.2)
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wherec j ’s ( j = 0,1, . . . , n) are unknown constants, the original integral equation(1.1)produces

n∑
j=0

c j


∫

X
(1 − t2)

1
2 K (t, x)t j

(t − x)2
dt +

∫ 1

−1
(1 − t2)

1
2 L(t, x)t j dt


 = f (x), −1 ≤ x ≤ 1. (2.3)

The functionsK (t, x) andL(t, x) can be approximated as (for fixedx ; cf. [11])

K (t, x) ≈
m∑

p=0

K p(x)t
p, L(t, x) ≈

s∑
q=0

Lq(x)t
q (2.4)

with knownexpressions forK p(x) andLq(x). Then(2.3)gives

n∑
j=0

c jα j (x) = f (x), −1 ≤ x ≤ 1 (2.5)

where

α j (x) =
m∑

p=0

K p(x)u p+ j (x)+
s∑

q=0

γq+ j Lq (x) (2.6)

with

u p+ j (x) =
∫
X

1

−1

(1 − t2)
1/2

t p+ j

(t − x)2
dt, −1 ≤ x ≤ 1, (2.7)

γq+ j =
∫ 1

−1
(1 − t2)

1
2 tq+ j dt, (2.8)

which can be easily evaluated. The unknown constantsc j ( j = 0,1, . . . , n) are now obtained by puttingx = xl(l =
0,1, . . . , n) in (2.5), where−1 ≤ xl ≤ 1 and are to be chosen suitably. Thus we obtain a system of(n + 1) linear
equations, given by

n∑
j=0

c jα j l = fl , l = 0,1, . . . , n (2.9)

where

α j l = α j (xl), fl = f (xl), (2.10)

for the determination of the(n+1) unknownsc j ( j = 0,1, . . . , n). This completes the description of the approximate
method for solving(1.1). Below we give some simple examples to illustrate the method.

3. Illustrative examples

Example 1. If we considerK (t, x) ≡ 1, L(t, x) ≡ 0, then Eq.(1.1) reduces to Eq.(1.3)whose solution is given by
(1.4). However, we use the method developed above to obtain the solution for the particular forcing functionf (x) = 1.
For this case,K p(x) andLq (x) in (2.4)are given by

K0(x) = 1, K p(x) = 0 (p > 0) and Lq (x) = 0 (q ≥ 0). (3.1.1)

Hence we find that relation(2.5)produces

n∑
j=0

c j u j (x) = 1, −1 ≤ x ≤ 1 (3.1.2)



B.N. Mandal, G.H. Bera / Applied Mathematics Letters 19 (2006) 1286–1290 1289

where

u0(x) = −π, u1(x) = −2πx, u2(x) = π

(
1

2
− 3x2

)
,

u3(x) = π(x − 4x3), u4(x) = π

(
1

8
+ 3

2
x2 − 5x4

)
, . . . . (3.1.3)

Substituting(3.1.3)in (3.1.2)and comparing the coefficients on both sides, we obtain

c0 = − 1

π
, c1 = c2 = · · · = 0 (3.1.4)

so that

φ(x) = − 1

π
(1 − x2)

1
2

which is in fact the exact solution of(1.3)for f (x) = 1 obtained by using the relation(1.4).

Examples 2. Next we considerthe equation∫
X

1

−1

[
1

(t − x)2
+ (t + x)

]
φ(t)dt = f (x), −1 ≤ x ≤ 1 (3.2.1)

with φ(±1) = 0. This corresponds toK (t, x) ≡ 1 andL(t, x) ≡ t + x . This,however, is also of the form(1.5), and in
view of this, we use the method developed inSection 3and the method described inSection 1to obtain approximate
solutions of(3.2.1)for the purpose of comparison. Now, here,K p(x) andLq(x) are given by

K0 = 1, K p(x) = 0 (p ≥ 1) and L0(x) = x, L1(x) = 1, Lq(x) = 0 (q ≥ 2). (3.2.2)

Thus(2.6)gives

α j (x) = u j (x)+ γ j x + γ j+1, j = 0,1, . . . (3.2.3)

whereu j (x) ( j = 0,1, . . .) are the same as these given in(3.1.3)and

γ2 j+1 = 0, γ2 j = π
1
2 Γ ( j + 1

2)

2( j + 1)! , j = 0,1, . . . (3.2.4)

so thatα0(x), α1(x), . . . etc are obtained in closed forms.
For simplicity, if we choose the forcing functionf (x) to beof the form f (x) = b0 + b1x whereb0 andb1 are

known constants, then we can determine the unknown constantsc0, c1, . . . directly by comparing the coefficients of
various powers ofx on the two sides of(2.5), asboth sides are now polynomials. This produces

c0 = − 2

31π
(16b0 + b1), c1 = − 16

31π

(
b0

2
+ b1

)
, c j = 0 ( j ≥ 2) (3.2.5)

and the solution of(3.2.1)in this case is obtained as

φ(x) = (c0 + c1x)(1 − x2)
1
2 . (3.2.6)

However, if we use the expansion ofφ(x) in terms of Chebyshev polynomials given by(1.6), then in this case the
functionsAi (i = 0,1, . . .) are obtained as

A0(x) = −π + π

2
x, A1(x) = π

4
− 4πx, A2(x) = 3π − 16πx2, A3(x) = 16πx2 − 32πx3, . . . (3.2.7)

and comparing the coefficients of both sides of the relation(1.7)we obtain

a0 = − 2

31π
(16b0 + b1), a1 = − 8

31π

(
b0

2
+ b1

)
, ai = 0 (i ≥ 2). (3.2.8)

Noting thatU0(x) = 1 andU1 = 2x , we findfrom (1.6)thatφ(x) is exactly the same as that given in(3.2.6). It may be
noted that the collocation method used to obtain the unknown constantsci (i = 0,1, . . .) in (2.2)andai (i = 0,1, . . .)
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in (1.6) for this problem can be used if for simplicity we choosef (x) = 1 + 2x so thatb0 = 1 andb1 = 2 above.
Choosingn = 3 in the expansion(2.2), the unknown constantsc0, c1, c2, c3 are determined from the linear system

3∑
j=0

c jα j l = fl , l = 0,1,2,3. (3.2.9)

If we choose the collocation points asx0 = −1, x1 = −1
3, x2 = 1

3, x3 = 1, thenthe linear equation(3.2.9)produces

c0 = −0.3696501, c1 = −0.4107224, c2 ≈ 0, c3 ≈ 0 (3.2.10)

which are almost the same as those given in(3.2.5). Similarly, choosingn = 3 in (1.6), we see that the unknown
constantsa0, a1, a2, a3 are to be found by solving the linear system

3∑
i=0

ai Ai j = f j , j = 0,1,2,3. (3.2.11)

Choosing the same set of collocation points,−1,−1
3,

1
3,1, we find that the linear(3.2.11)when solved produces

a0 = −0.3696500, a1 = −0.2053610, a2 ≈ 0, a3 ≈ 0 (3.2.12)

which are again almost the same as those given in(3.2.8). It may benoted that on increasingn, the sameresults as
above are obtained for both the methods.
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