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The aim of this note is to study the properties of some nonstationary autorepressive-moving 

average (ARMA) processes that are considered important in real world situations. In particular, 

the covarinnce structure and linear predictors are obtained. 

Hilhert space * linear prediction l time-dependent coetficienta 

1. Introduction 

Many time series exhibit behaviour which cannot be explained using models for 

stationary processes. For instance, the economies of many developing countries 

show signs of steady growth. This indicates that there is a typical economic upward 

trend through time. The nonstationarity may be due to trends mostly found in the 

mean or the instability in the variance or both. 

The usual approach to nonstationary problems in time series analysis is to assume 

some suitable dilference of the stochastic process under study to be stationary. 

However, a suitable transformation may not always exist as its application depends 

on the constitution of the series. Hence, another way of studying the second-order 

nonstationary processes is the use of ARMA models with time varying coeflicients. 

Whittle [6], Abdrabbo and Priestley [l] have considered ARMA models with 

time-dependent coetlicients and additive stationary white noise. In their monograph 

Granger and Newbold [3] have outlined briefly the forecasting of nonstationary 

ARMA processes. Recently Niemi [S] examined the effect of nonstationary noise 

on ARMA processes with constant AR and MA parameters and found the effect 

insignificant on the estimation of parameters. 

in this note we consider a nonstationary ARMA process with time-dependent 

coefficients defined by 

@,(B)X, = @,( B)e,, (1.1) 

where 

(~,(R)=l+~,,n+...+(bp,RP, O,(B) = 1+ e,,B+ * * * + e,,w 
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are the autoregressive (AR) and moving average (MA) operators respectively satisfy- 

ing AR and MA regularity conditions, namely, the zeros of the polynomials Q,(B) 

and O,(B) lie in the region ]:I> A, where A > 1; B is a lag operator (B’X, =X,_,) 

and {e,} is a white noise process with mean zero and finite variance af < IV <cc, 

Vt E z = {. . . , -2, -1, 0, 1, 2,. . .}, the set of all integers. 

The following sections are devoted to the study of some properties of such 

nonstationary ARMA processes: 

2. A unique solution of a nonstationary ARMA model 

Let the triplet (0, p, P) denote the probability space and let Y’(f2, p, P) denote 

the space of all real valued random variables on (0, p, p) with finite first and second 

order moments. Then P”(a) is a Hilbert space if the inner product and the norm 

are defined by 

respectively. 

Assume that XT is a solution to the stochastic ditference equation (1.1). Let 

M,( X*) (resp. M,(e)) denote the subspace of Y’(. ) spanned by the random variables 

XT (resp. e,), SE Z, s s 1. Similarly let M(X*) (resp. M(e)) denote the subspace 

of Y( a) spanned by all random variables Xf (resp. e,), s E Z. From the assumption 

made on the zeros of (D,(z) and 0,(z) it follows that 

/II, = IV,(e); 

see also [5]. 

(2.1) 

A stochastic dilrerence equation of the form (1.1) represents an ARMA (p, y) 

process ilf it admits a solution (Xf: IE Z} such that X~E M,(e). 

Hemark2.1. It may be shown that (1.1) admits at most one solution in M,(e). Let 

the solution to equation (1.1) be 

where 

(2.2) 

(2.3) 

The g(l, s) are the Green functions associated with (I,,(:) (see Miller [A]). 
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That is, g(r, s) is a function of t in the solution of the homogeneous difference 

equation Q,(B)& = 0 on Z with initial conditions 

g(t.s)= 
{ 

1, s=t, 

0, s=t+l,..., t+p-1. 
(2.4) 

Consider the following theorems: 

Theorem 2.1. ff (i) the zeros of@,(z) and O,(z) lie in the region /=I> A, where A > 1, 

and 

(ii) af < M COO, Vt E Z, then the MA process dejned by (2.2) is a solution to (1.1). 

Proof. Let U, = O,( B)e,, then conditions (i) and (ii) imply that E( u,)’ is uniformly 

bounded on Z. Following Miller [4, p. 901, there exists a solution XT for @,( B)X, = 

u, given by 

XT= 1 g(t,s)u,. (2.5) 
,=-W 

Substituting for I~, in (2.5) and rearranging we get (2.2). 

Theorem 2.2. I/’ XT, t E Z is a valid stochastic process (i.e. X: E M,(e)) then its 

covariance flrnction y,., is given by 

min(r,r) 

y,.,=Cov(X~.X~)= 2 G(r,S)G(T,.s)cr~. (2.6) , _ -<x3 

Proof. Straightforward, hence omitted. 

Theorem 2.3. Let Xr be the unique solution to ( I. 1) sutisfying the conditions of 

Theorem 2. I. Then, for any fixed t, 

lim y,., --, 0. (2.7) 1- IL’ 

Proof. From conditions (i) and (ii) of Theorem 2.1, it follows that 

mintr.7) 

ly,.,I c M ,I, ‘34 s)G(~, ~1 . 

Thus 

which tends to 0 by condition (i) of Theorem 2.1 as 

]G(T,s)~-O(p-‘) for s< t, where p> 1. 
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3. Linear prediction 

Let XT be a unique solution to (1.1) under conditions of Theorem 2.1. Then an 

optimal linear predictor z:(h) of XT+,, h > 0, in terms of Xz, s s t, is given by 

j&h) = PM,(,x-,XT+h, (3.1) 

where Pn.r,,,Y+, is the orthogonal projection of M(X*) onto M,(X*). 

Theorem 3.1. Let XT 

Theorem 2.1, then 

(i) for an.v h > 0, 

, 

be the unique solution lo ( 1.1) under conditions (i) and (ii) of 

XT(h) = 1 G(t+ h, s)e,; 
v =-,r 

(ii) the prediction error is 

h-I 

x’* ,,,,-i:(h)= x G(t+h,t+h-j)e,+,_, 

and its variance is 

, -0 

h I 

EIX:, ,, -i_:(h)l’= 1 lG(t+h, t+h--jl’cr;,,, ,; 
, -0 

Notice thor P,,,,,.\.-,( *) = Phl,(r, ( . ) since M,( X*) = M,(e) under rhe hypothesis oj 

Xr E M,(e) und e, E M,( X*). 

Proof. Straightforward, hence omitted. 
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