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Abstract

In this paper we generalize a version of the classical Calderón–Zygmund theorem on pr
value integrals in generalized Lebesgue spacesLp(·) proved in [J. Reine Angew. Math. 563 (200
197–220], to kernels, which do not satisfy standard estimates onR

d+1. This result will be used in
part II of this paper to prove the classical theorem on halfspace estimates of Agmon, Dougl
Nirenberg [Comm. Pure Appl. Math. 12 (1959) 623–727] for generalized Lebesgue spacesLp(·).
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Motivated by the study of electrorheological fluids the authors have been interes
in transferring techniques known for generalized Newtonian fluids to the case of ele
trorheological fluids (see, e.g., Málek et al. [16], Frehse et al. [13], R˚užička [19], and
Diening [9] on a survey on existence and regularity results for generalized Newtonian fl
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ids and electrorheological fluids). More precisely, the motion of generalized Newtoni
fluids is governed by (cf. [17] for a detailed discussion of generalized Newtonian flui

∂tv − divS+ [∇v]v + ∇π = f, divv = 0, (1)

where the extra stress tensorS is given byS= µ(1 + |D|2)(p−2)/2D andp ∈ (1,∞) is
a given material constant. Thus the naturalenergy space for the system of generali
Newtonian fluids isW1,p(Ω). The motion of electrorheological fluids is governed by
system similar to (1), however the extra stress tensor is now given by (cf. [19])

S= α21
((

1+ |D|2)(p−1)/2 − 1
)
E ⊗ E + (

α31 + α33|E|2)(1+ |D|2)(p−2)/2D

+ α51
(
1+ |D|2)(p−2)/2

(DE ⊗ E + E ⊗ DE),

whereαij are constants andp = p(|E|2) is a given material function satisfying

1 < p− � p
(|E|2) � p+ < ∞.

Therefore the natural energy space for the system of electrorheological fluids is the
alized Sobolev spaceW1,p(·)(Ω). One of the main issues in the study of the above syst
is to prove the existence of solutions, where the values ofp andp−, respectively, are a
small as possible. The applied techniques essentially use optimal estimates for solu
linear elliptic equations and systems, e.g., the Laplace equation, the Stokes system
divergence equation. These estimates are classical results in the usual Lebesgue
However, in generalized Lebesgue spaces only little is known. The divergence eq
has already been treated in R˚užička and Diening [5]. In that paper the classical theore
by Calderón and Zygmund [3] on principal value integrals and the continuity of cl
cal Calderón–Zygmund operators has also been extended to generalized Lebesgu
Lp(·)(Rd). With the help of these results one can easily show interior regularity for el
equations and systems in generalized Lebesgue spacesLp(·)(Ω). In order to treat the regu
larity near the boundary in these spaces, one needs corresponding results for the halfspa
It is the purpose of parts I and II of this paper to establish these results. In the prese
we generalize a version of the classical Calderón–Zygmund theorem on principle va
tegrals in generalized Lebesgue spacesLp(·) proved in [5], to kernels, which do not satis
standard estimates onRd+1. Based on this result we prove the analogue of Lemma
in [1]. This result will be used in part II of the paper [6] to establish the analogue o
halfspace estimates by Agmon et al. [1].

2. A Calderón–Zygmund type result onR
d+1

Let us introduce some notation. Points inR
d+1 will be denoted byP := (x, t), Q :=

(y, s) andR := (z, u), with x, y, z ∈ R
d . We set|x| := (

∑d
i=1 x2

i )1/2 and|P | := (|x|2 +
t2)1/2. For all P ∈ R

d+1 holds 1
2(|x| + |t|) � |P | � |x| + |t|. By R

d+1
� := {P ∈ R

d+1 |
t � 0} andR

d+1
� := {P ∈ R

d+1 | t � 0} we denote halfspaces and byR
d+1
> (respectively

R
d+1
< ) the corresponding counterparts withstrict inequalities. For a functionf :Rd+1 → R

we denote the partial derivatives with respect to theith variable,i = 1, . . . , d , by∂if , while
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the partial derivative with respect to the(d + 1)-variable is denoted by∂tf . The gradient
∇f stands for∇f := (∂1f, . . . , ∂df, ∂tf ).

We will now introduce the spacesLp(·)(Ω) andW1,p(·)(Ω). Let Ω be a measurabl
subset ofRd+1. For a measurable functionp : R

d+1 → [1,∞) (called the exponent
we defineLp(·)(Ω) to consist of measurable functionsf :Ω → R such that the mod
ular ρp(f ) := ∫

Ω
|f (Q)|p(Q) dQ is finite. If p+ := supp < ∞ (called a bounded ex

ponent), then the expression‖f ‖p(·) := inf{λ > 0 | ρp(λ−1f ) < 1} defines a norm on
Lp(·)(Ω). This makesLp(·)(Ω) a Banach space. Ifp− := infp > 1, thenLp(·)(Ω) is
uniformly convex and reflexive, and the dual space is isomorphic toLp′(·)(Ω), where
1/p(·) + 1/p′(·) = 1. Further, letW1,p(·)(Ω) denote the space of measurable functi
f :Ω → R such thatf and the distributional derivative∇f are inLp(·)(Ω). The norm
‖f ‖1,p(·) := ‖f ‖p(·) + ‖∇f ‖p(·) makesW1,p(·)(Ω) a Banach space. ByW1,p(·)

0 (Ω) we
denote the closure ofC∞

0 (Ω) in W1,p(·)(Ω). We refer to Hudzik [14], Ková̌cik and Rákos-
ník [15], Samko [20], Edmunds et al. [10], R˚užička [19], Edmunds and Rákosník [11], F
et al. [12], Diening [7–9] for a detailed discussion of the spacesLp(·) andWk,p(·).

By B we denote an arbitrary ball inRd+1. We writeB(P) for a ball centered atP and
Br for a ball with radiusr. Forf ∈ L1

loc(R
d+1) we set

MBf := −
∫
B

∣∣f (Q)
∣∣dQ,

where−
∫

B is the mean value integral overB. By Mf we denote the Hardy–Littlewoo
maximal function off , i.e.,

Mf (P) := sup
B(P )

MB(P)f,

where the supremum is taken over all balls centered atP . By P(Rd+1) we denote the
set of bounded exponentsp such thatM is bounded onLp(·)(Rd+1). In particular, ifp ∈
P(Rd+1) thenC∞

0 (Rd+1) is dense inWk,p(·)(Rd+1), k ∈ N0 (cf. [7]).
It has been shown by Diening [7] that ifp satisfies 1< p− � p+ < ∞, the uniform,

local continuity condition∣∣p(P) − p(Q)
∣∣ � A1

∣∣ln |P − Q|∣∣−1
, P,Q ∈ R

d+1, (2)

whereA1 is a given constant, andp in addition is constant outside some large ballBR0(0),
thenp ∈ P(Rd+1). Later is was shown by Nekvinda [18] that the condition thatp is con-
stant outside some large ballBR0(0) can be weakened to the integral condition: there ex
a constantγ > 0 andp∞ ∈ [p−,p+] such that

∫
Rd+1 γ 1/|p(P )−p∞| dP < ∞. In particular,

if p satisfies the decay condition

∣∣p(P) − p∞
∣∣ � A2

ln(e + |P |) , P ∈ R
d+1, (3)

wherep∞ ∈ [p−,p+] andA2 > 0 are given constants, one easily checks that the inte
condition above is fulfilled (cf. [4] for a different proof of the same result). Thus we h
p ∈P(Rd+1) if the conditions (2) and (3) are satisfied for allP,Q ∈ Rd+1.
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We also need the following maximal type operators: Let 0< α < ∞ and f ∈
Lα

loc(R
d+1). Then for all ballsB we define

Mα,Bf :=
(

−
∫
B

∣∣f (Q)
∣∣α dQ

)1/α

, Mαf (P ) := sup
B(P )

Mα,B(P )f,

M#
α,Bf :=

(
−
∫
B

∣∣f (Q) − fB

∣∣α dQ

)1/α

, M#
αf (x) := sup

B(P )

M#
α,B(P )f,

wherefB := −
∫

B
f (Q)dQ. The operatorM#

1 is called sharp operator. Note thatM1f =
Mf and that for allα1 � α2 there holdsMα1f � Mα2f andM#

α1
f � M#

α2
f due to Jensen’

inequality. In Diening and R˚užička [5] it is shown that for allf ∈ Lp(·)(Rd+1)

c‖f ‖p(·) �
∥∥M#

1f
∥∥

p(·) � C‖f ‖p(·),

wheneverp,p′ ∈ P(Rd+1) and 1< p− � p+ < ∞. This equivalence is crucial fo
proving the continuity of Calderón–Zygmundoperators in generalized Lebesgue spa
Lp(·)(Rd+1).

The aim of this section is to generalize Corollary 4.12 in [5], which is the versio
the classical Calderón Zygmund theorem on principal value integrals inLp(·)(Rd+1), to
kernels, which do not satisfy standard estimates onR

d+1. For that we need to generaliz
the notion of a standard kernel as follows:

Definition 2.1. Let Ω ⊆ R
d+1 be a set. A kernelK on Ω is a locally integrable real

valued function defined onΩ\{0}. We say thatK satisfies standard estimates of deg
−m on Ω0 ⊆ Ω if there existδ > 0 andA4 > 0, such that for allP,Q ∈ Ω0\{0} with
|P − Q| < 1

2|Q| and allR ∈ Ω0\{0} holds∣∣K(R)
∣∣ � A4|R|−m, (4a)∣∣K(P) − K(Q)

∣∣ � A4|P − Q|δ|Q|−m−δ. (4b)

Note that (4a) and (4b) imply thatK is δ-Hölder continuous onΩ0\{0} and bounded on
every sphereΩ0 ∩ {P | |P | = r0}, 0< r0 < ∞. The setsΩ andΩ0 in the above definition
will usually be one of the setsRd+1

> , R
d+1
< , R

d+1
� or R

d+1.

We say that a operatorT is associated to a kernelK on R
d+1 if

Tf (P ) =
∫

Rd+1

k(P − Q)f (Q)dQ

holds for a.e.P outside the support off ∈ C∞
0 (Rd+1). T is said to be a singular integr

operator ifT is associated to a kernel onR
d+1, which satisfies standard estimates of deg

−(d + 1) on R
d+1. If in additionT extends to a bounded, linear operator onL2(Rd+1),

then we callT a Calderón–Zygmund operator.
Since we are interested in kernels, like

K(P) = sgn(t)|P |−d−1, (5)
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which satisfy standard estimates onR
d+1
> andR

d+1
< , but not onR

d+1, we need a modifi
cation of a definition of Alvarez and Pérez [2], which reads as follows:

Definition 2.2.For a kernelK onR
d+1 we define for allr > 0 and allQ ∈ R

d+1\{0}
FrK(Q) := −

∫
Br(0)

−
∫

Br (0)

∣∣K(P − Q) − K(R − Q)
∣∣dR dP.

Forα � 1 we say that the kernelK satisfies condition(Dα) if and only if there are constan
A5,N > 0 such that

sup
r>0

∫
|Q|>Nr

∣∣f (Q + P0)
∣∣FrK(Q)dQ � A5Mαf (P0) (Dα)

holds for allf ∈ C∞
0 (Rd+1) andP0 ∈ R

d+1.

Note that forα = 1 this is exactly condition(D) of Alvarez and Pérez [2].

Lemma 2.3.LetK be a homogeneous kernel of degree−(d + 1) onR
d+1, which satisfies

standard estimates onRd+1
> and onR

d+1
< of degree−(d + 1). ThenK satisfies condition

(Dα) for all α > 1.

Proof. From the definition ofFrK and the homogeneity ofK we easily compute that fo
all r > 0 holds

FrK(rP ) = r−(d+1)F1K(P),

and thus we have for allf ∈ C∞
0 (Rd+1)∫

|Q|>Nr

∣∣f (Q + P0)
∣∣FrK(Q)dQ =

∫
|Q|>N

∣∣fr(Q + P0)
∣∣F1K(Q)dQ, (6)

wherefr(Q + P0) := f (rQ + P0) ∈ C∞
0 (Rd+1). In order to verify condition(Dα), it

suffices to show that for allg ∈ C∞
0 (Rd+1) holds∫

|Q|>N

∣∣g(Q + P0)
∣∣F1K(Q)dQ � CMαg(P0). (7)

Indeed, we chooseg = fr in (7), use (6), take the supremum overr > 0 and use tha
Mαfr(P0) = Mαf (P0). For|P |, |R| � 1 andQ = (y, s) we see thatR−Q,P −Q ∈ R

d+1
<

if s > 1 and thatR − Q,P − Q ∈ R
d+1
> if s < −1. Thus we can rewrite the left-hand si

of (7) as∫
|Q|>N
s>1

∣∣g(Q + P0)
∣∣F1K(Q)dQ +

∫
|Q|>N
s<−1

∣∣g(Q + P0)
∣∣F1K(Q)dQ

+
∫

|Q|>N

∣∣g(Q + P0)
∣∣F1K(Q)dQ =: I1 + I2 + I3.
|s|�1
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For the termsI1 andI2 we use (4b) since forN > 5 and|P |, |R| � 1 we have|P − Q| >

2|(P − Q) − (R − Q)|. Moreover, we have|P − Q| > |Q|/2 and thus we can estimate

I1 + I2 � 2A4

∫
|Q|>N

∣∣g(Q + P0)
∣∣ −

∫
B1(0)

−
∫

B1(0)

|P − R|δ
|P − Q|d+1+δ

dR dP dQ

� 2d+2+2δA4

∫
|Q|>N

|g(Q + P0)|
|Q|d+1+δ

dQ

� c(A4, δ)

∞∑
j=0

∫
2jN<|Q|�2j+1N

|g(Q + P0)|
(2jN)d+1+δ

dQ

� c(A4, δ, d)

∞∑
j=0

1

(2jN)δ
−
∫

B2j+1N
(0)

∣∣g(Q + P0)
∣∣dQ

� c(A4, δ, d,N)Mg(P0) � c(A4, d, δ,N)Mαg(P0). (8)

For the termI3 we use (4a) and|P − Q|, |R − Q| > |Q|/2 to derive

I3 � A42d+2
∫

|Q|>N
|s|�1

|g(Q + P0)|
|Q|d+1

dQ

� c(A4, d)

∞∑
j=0

1

(2jN)d+1

∫
B2j+1N

(0)

∣∣g(Q + P0)
∣∣χNj (Q)dQ

� c(A4, d)

∞∑
j=0

1

(2jN)d+1

( ∫
B2j+1N

(0)

∣∣g(Q + P0)
∣∣α dQ

)1/α

vol(Nj )
1−1/α

� c(A4, d)

∞∑
j=0

1

(2jN)d+1Mαg(P0)vol(Nj )
1−1/αvol

(
B2j+1N(0)

)1/α

= c(A4, d)Mαg(P0)

∞∑
j=0

1

(2jN)1−1/α
� c(A4, d,N,α)Mαg(P0), (9)

where we usedα > 1 and whereχNj is the characteristic function of the setNj := {Q =
(y, s) | 2jN < |Q| � 2j+1N, |s| � 1}. Estimates (8) and (9) imply (7) and thus the lem
is proved. �

For a kernelK onR
d+1 we define the truncated kernelsKε for ε > 0 through

Kε(P ) :=
{

K(P) for |P | > ε,

0 for |P | � ε.
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Furthermore, we define forε > 0

Tεf (P ) :=
∫

Rd+1

Kε(P − Q)f (Q)dQ;

in particular,Tε is associated to the kernelKε .

Proposition 2.4.Let K be a kernel onRd+1, which satisfies standard estimates onR
d+1
>

and onR
d+1
< of degree−(d + 1). Moreover, assume that for the surface integral ofK over

the unit sphere inRd+1 holds∫
∂B1(0)

K(Q)dω = 0. (10)

Then for every1 < q < ∞ the operatorsTε are uniformly bounded onLq(Rd+1) with
respect toε > 0. Moreover,

Tf (P ) := lim
ε→0+ Tεf (P ) = lim

ε→0+

∫
Rd+1

Kε(P − Q)f (Q)dQ (11)

exists almost everywhere andlimε→0+ Tεf = Tf in Lq(Rd+1) norm. In particular,T is
continuous onLq(Rd+1).

Proof. From (4a) follows thatK is bounded byA4 on the unit sphere. Thus all assum
tions of the classical theorem of Calderón and Zygmund [3] are fulfilled and the ass
follows. �
Proposition 2.5.Let K be a kernel onRd+1, which satisfies the same assumption a
Proposition2.4. Then the operatorsTε,T are of weak type(1,1) uniformly with respec
to ε.

Proof. We want to use Corollary I.7.1 in [21, p. 33]. Thus we have to verify condition
there, which in our context reads: there exists a constantC > 0 such that∫

|Q|�2r

∣∣K(Q − P) − K(Q)
∣∣dQ � C, (12)

whenever|P | < r. For suchP = (x, t) andQ = (y, s) we see thatQ,Q − P ∈ R
d+1
< if

s < −r and thatQ,Q − P ∈ R
d+1
> if s > r. Thus we can rewrite the left-hand side of (1

as ∫
|Q|�2r

s>r

∣∣K(Q − P) − K(Q)
∣∣dQ +

∫
|Q|�2r
s<−r

∣∣K(Q − P) − K(Q)
∣∣dQ

+
∫

|Q|�2r

∣∣K(Q − P) − K(Q)
∣∣dQ =: I1 + I2 + I3.
|s|�r
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Using (4b) and|P | < r one easily computes (cf. (8))

I1 + I2 � c(A4, d, δ)rδ

∫
|Q|�2r

dQ

|Q|d+1+δ
� c(A4, d, δ), (13)

where we have also used that 2|Q − P | > |Q|. Using again this fact and (4a) we g
similarly as in Lemma 2.3 (cf. (9))

I3 � c(A4, d)

∫
|Q|>2r
|s|�r

dQ

|Q|d+1 � c(A4, d)

∞∑
j=1

1

(2j r)d+1

∫
2j r�|Q|<2j+1r

|s|�r

dQ

� c(A4, d)

∞∑
j=1

1

2j
� c(A4, d). (14)

From (13) and (14) we immediately get (12) and thus Corollary I.7.1 in [21] implies
Tε are of weak type(1,1) uniformly with respect toε. That the same holds true forT now
follows easily (cf. Remark 4.4 in [5]). �
Corollary 2.6. LetK be a homogeneous kernel of degree−(d+1) onR

d+1, which satisfies
the same assumptions as in Proposition2.4. LetT be the operator defined by(11). Then,
for all s1, s2 with 0 < s1 < 1< s2, there exists a constantA6 = A6(s1, s2) > 0 such that for
all f ∈ C∞

0 (Rd ) andP ∈ R
d+1 holds(

M#
1

(|Tf |s1
))1/s1(P ) � A6Ms2f (P ). (15)

Proof. Proposition 2.5 implies thatT is of weak type(1,1). Thus we can proceed exact
as in the proof of Theorem 2.1 of [2]. However, in the last step we use our cond
(Ds2), which holds due to Lemma 2.3, instead of condition(D) in [2] to obtain the desired
assertion. �
Theorem 2.7. Let K be a homogeneous kernel of degree−(d + 1) on R

d+1, which
satisfies the same assumptions as in Proposition2.4. Let T be the operator defined b
(11). Let p be a bounded exponent withp− > 1 and 0 < s1 < 1 < s2 < p− such that
p, (p/s1)

′,p/s2 ∈ P(Rd+1). ThenT is a bounded operator onLp(·)(Rd+1), i.e., there
exists a constantA7 > 0, such that

‖Tf ‖Lp(·)(Rd+1) � A7‖f ‖Lp(·)(Rd+1).

Proof. Sincep ∈ P(Rd+1) and 0< s1 < 1, there holdsp/s1 ∈ P(Rd+1) by Remark 2.3
in [5]. Thus it follows from Theorem 3.6 in [5] that for allg ∈ Lp(·)(Rd+1) holds

‖g‖Lp(·)(Rd+1) � C
∥∥M#

1g
∥∥

Lp(·)(Rd+1)
. (16)

Let f ∈ C∞
0 (Rd+1). ThenTf ∈ Lp−

(Rd+1) ∩ Lp+
(Rd+1) due to Proposition 2.4, whic

impliesTf ∈ Lp(·)(Rd+1) and(Tf )s1 ∈ Lp(·)/s1(Rd+1). This justifies the following calcu
lations:
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)

g

‖Tf ‖p(·) = ∥∥|Tf |s1
∥∥1/s1

p(·)/s1

(16)
� C

∥∥M#
1

(|Tf |s1
)∥∥1/s1

p(·)/s1
= C

∥∥(
M#

1

(|Tf |s1
))1/s1

∥∥
p(·)

(15)
� C‖Ms2f ‖p(·) = C

∥∥M
(|f |s2

)∥∥1/s2
p(·)/s2

� C
∥∥|f |s2

∥∥1/s2
p(·)/s2

= C‖f ‖p(·), (17)

where we used in the last linep/s2 ∈ P(Rd+1). SinceC∞
0 (Rd+1) is dense inLp(·)(Rd+1),

this proves the theorem.�
In order to transfer the statements of Proposition 2.4 to the spacesLp(·)(Rd+1) we need

a modification of a classical result for the maximal truncated operatorT∗ (cf. Proposi-
tion I.7.2 in [21]), which is defined by

T∗f (P ) := sup
ε>0

∣∣Tεf (P )
∣∣.

Proposition 2.8.Let K be a kernel onRd+1, which satisfies the same assumptions a
Proposition2.4. LetT be the operator defined by(11) and let0 < s1 � 1 < s2. Then there
exists a constantA8 = A8(s1, s2) > 0, such that

T∗f (P ) � A8
(
Ms1(Tf )(P ) + Ms2f (P )

)
for all f ∈ C∞

0 (Rd+1) and allP ∈ R
d+1.

Proof. Let us fixP0 ∈ R
d+1, ε > 0 andf ∈ C∞

0 (Rd+1). We decomposef asf = f1 +f2,
wheref1 := fχBε(P0) andf2 := f χ

Rd+1\Bε(P0)
. By definition ofKε we haveTf2(P0) =

Tεf (P0). We will prove that for allP ∈ Bκε(P0), 0< κ < 1/2, and 1< s2 holds∣∣Tf2(P0) − Tf2(P )
∣∣ � CMs2f (P0). (18)

Indeed, the left-hand side of (18) is bounded by∫
|Q−P0|>ε

∣∣K(P0 − Q) − K(P − Q)
∣∣∣∣f (Q)

∣∣dQ

=
∫

|Q|>ε

∣∣K(Q) − K(P − P0 + Q)
∣∣∣∣f (P0 − Q)

∣∣dQ. (19)

The domain of integration in the last integral is split again into three parts, namelyE1 :=
{Q = (y, s) | |Q| > ε, s > κε}, E2 := {Q = (y, s) | |Q| > ε, s < −κε} andE3 := {Q =
(y, s) | |Q| > ε, |s| � κε}. Note thatE1 ⊂ R

d+1
> andE2 ⊂ R

d+1
< and thus we can use (4b

on these sets. Let us denote again the integrals on the right-hand side of (19) overEi by Ii ,
i = 1,2,3. Since|P − P0| < κε < 1

2|Q| we obtain similarly as in (8) (carefully trackin
the dependencies onε, cf. (13)) that

I1 + I2 � c(A4, δ, d, κ)Mf (P0) � c(A4, δ, d, κ)Ms2f (P0).
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ed
For the termI3 we proceed as in (9), carefully using the definition ofE3, to derive

I3 � c(A4, d, κ)Ms2f (P0).

The last two inequalities prove (18). Thus we have for allP ∈ Bκε(P0)∣∣Tεf (P0)
∣∣ �

∣∣Tf (P )
∣∣ + ∣∣Tf1(P )

∣∣ + CMs2f (P0). (20)

Due to Proposition 2.4 we can now proceed exactly as in the proof of Proposition I.7.2 i
[21] to show that there exists a pointP ∈ Bκε(P0) such that∣∣Tf (P )

∣∣ + ∣∣Tf1(P )
∣∣ � c

(
Ms1(Tf )(P ) + Mf(P)

)
. (21)

From (20), (21) andMf � Ms2f we obtain the assertion of the proposition.�
Corollary 2.9. LetK be a homogeneous kernel of degree−(d+1) onR

d+1, which satisfies
the same assumptions as in Proposition2.4. Let p be a bounded exponent withp− > 1
and0 < s1 < 1 < s2 < p− such thatp, (p/s1)

′,p/s2 ∈ P(Rd+1). ThenT∗ is bounded on
Lp(·)(Rd+1), i.e., there exists a constantA9 > 0, such that

‖T∗f ‖Lp(·)(Rd+1) � A9‖f ‖Lp(·)(Rd+1).

Proof. Let f ∈ C∞
0 (Rd+1) with ‖f ‖p(·) � 1. By Theorem 2.7 we have‖Tf ‖p(·) � A7.

Since p ∈ P(Rd+1), this implies ‖M(Tf )‖p(·) � C. In (17) we have shown tha
‖Ms2f ‖p(·) � C‖f ‖p(·) � C. Now Proposition 2.8 withs1 = 1 implies‖T∗f ‖p(·) � C.
SinceT∗(λf ) = |λ|T∗(f ) andC∞

0 (Rd+1) is dense inLp(·)(Rd+1), this proves the corol
lary. �
Theorem 2.10.LetK be a homogeneous kernel of degree−(d + 1) onR

d+1, which satis-
fies the same assumptions as in Proposition2.4. Letp be a bounded exponent withp− > 1
and let0 < s1 < 1 < s2 < p− be such thatp, (p/s1)

′,p/s2 ∈P(Rd+1). Then the operator
Tε are uniformly bounded onLp(·)(Rd+1) with respect toε > 0. Moreover,

Tf (P ) = lim
ε→0+ Tεf (P ) = lim

ε→0+

∫
Rd+1

Kε(P − Q)f (Q)dQ

exists almost everywhere andlimε→0+ Tεf = Tf in Lp(·)(Rd+1) norm. In particular,T ,Tε

are uniformly continuous inLp(·)(Rd+1) with respect toε.

Proof. Due to Corollary 2.9 the operatorT∗ is bounded onLp(·)(Rd+1). Since|Tεf (P )| �
T ∗f (P ) for all f ∈ Lp(·)(Rd+1) and allP ∈ R

d+1 by definition ofT∗, there follows that
the operatorsTε are uniformly bounded onLp(·)(Rd+1) with respect toε > 0. Now fix
f ∈ Lp(·)(Rd+1). Then for allδ > 0 there existsg ∈ C∞

0 (Rd+1) such that‖f − g‖p(·) < δ

(cf. Corollary 2.5 in [5]). By Proposition 2.4 there holds limε→0+ Tεg = Tg almost every-
where. Since|Tεg| � T ∗g ∈ Lp(·)(Rd+1) by Corollary 2.9, there follows by the dominat
convergence theorem thatTg ∈ Lp(·)(Rd+1) and limε→0+ ρp(Tεg − Tg) = 0, which is
equivalent to limε→0+ ‖Tεg − Tg‖p(·) = 0. Thus
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e

ich is

,

r

lim
ε→0+ ‖Tεf − Tf ‖p(·)

� lim
ε→0+

(‖Tεg − Tg‖p(·) + ∥∥Tε(f − g)
∥∥

p(·) + ∥∥T (f − g)
∥∥

p(·)
)

�
∥∥T∗(f − g)

∥∥
p(·) + ∥∥T (f − g)

∥∥
p(·)

� C‖f − g‖p(·) � Cδ, (22)

where we used Corollary 2.9 and Theorem 2.7. Sinceδ > 0 was arbitrary, this proves th
theorem. �

As a consequence of Theorem 2.10 we can prove the following proposition, wh
the analogue of Lemma 3.2 in [1].

Proposition 2.11.Let K be a homogeneous kernel of degree−(d + 1) on R
d+1
> , which

satisfies standard estimates of degree−(d + 1) and is nonnegative onRd+1
> . Let p be a

bounded exponent withp− > 1 on R
d+1
> which is extended toRd+1 by an even reflection

i.e.,p(x, t) := p(x,−t), t < 0. Let 0 < s1 < 1 < s2 < p− be such thatp, (p/s1)
′,p/s2 ∈

P(Rd+1). LetG be a measurable function defined onR
d+1
> which satisfies for allP ∈ R

d+1
>∣∣G(P)

∣∣ < K(P). (23)

Consider the function

u(x, t) :=
∫
Rd

∞∫
0

G(x − y, t + s)v(y, s) dy ds, (24)

wherev ∈ Lp(·)(Rd+1
> ). Thenu(P ) exists for a.e.P = (x, t) ∈ R

d+1
> and there exists a

constantA10 > 0 such that

‖u‖
Lp(·)(Rd+1

> )
� A10‖v‖

Lp(·)(Rd+1
> )

. (25)

Proof. We extendK andG to R
d+1 by an odd reflection, i.e.,K(x, t) := −K(x,−t) and

G(x, t) := −G(x,−t), t < 0. Let us extendv ∈ Lp(·)(Rd+1
> ) to R

d+1 by v(t, x) = 0, t < 0.
Moreover, we denotẽv(y, s) := v(y,−s) ∈ Lp(·)(Rd+1) and set for all(x, t) ∈ R

d+1
>

u1(x, t) :=
∫ ∫
Rd+1

K(x − y, t − s)
∣∣ṽ(y, s)

∣∣dy ds. (26)

SinceK andp satisfy the assumptions of Theorem 2.10 we get

‖u1‖Lp(·)(Rd+1
> )

� ‖u1‖Lp(·)(Rd+1) � C‖ṽ‖Lp(·)(Rd+1) = C‖v‖
Lp(·)(Rd+1

> )
. (27)

Thus for almost all(x, t) ∈ R
d+1
> the functionu1(x, t) is finite. Moreover, we have fo

almost all(x, t) ∈ R
d+1
>
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in (24)

.

).

tische

25.
93.

dy
, 1997,

rlicz–
∫
Rd

∞∫
0

∣∣G(x − y, t + s)v(y, s)
∣∣dy ds

�
∫
Rd

∞∫
0

K(x − y, t + s)
∣∣v(y, s)

∣∣dy ds

=
∫ ∫
Rd+1

K(x − y, t + s)
∣∣v(y, s)

∣∣dy ds

=
∫ ∫
Rd+1

K(x − y, t − s)
∣∣ṽ(y, s)

∣∣dy ds = u1(x, t) < ∞. (28)

Since the integrand in (26) is nonnegative, the last estimate proves that the integral
is well defined for almost all(x, t) ∈ R

d+1
> . From the definition ofu (cf. (24)) and (28) we

see that for allP ∈ R
d+1
> holds|u(P )| � u1(P ), which together with (27) implies

‖u‖
Lp(·)(Rd+1

> )
� ‖u1‖Lp(·)(Rd+1

> )
� C‖V ‖

Lp(·)(Rd+1
> )

,

which proves the proposition.�
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[17] J. Málek, K.R. Rajagopal, M. R˚užička, Existence and regularity of solutions and the stability of the rest
for fluids with shear dependent viscosity, Math. Models Methods Appl. Sci. 5 (1995) 789–812.

[18] A. Nekvinda, Hardy–Littlewood maximal operator onLp(x)(Rn), Math. Inequalities Appl. (2002), in pres
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