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#### Abstract

We investigate partition identities related to off-diagonal hook differences. Our results generalize previous extensions of the Rogers-Ramanujan identities. The identity of the related polynomials with constructs in statistical mechanics is discussed.


## 1. Introduction

I. Schur's polynomial proof of the Rogers-Ramanujan identities [15] has been the starting point for several diverse studies. The polynomials Schur introduced were generalized to provide partition identities related to successive ranks of partitions [1], [2], [5], [10], [11], [12], [13]. Subsequently these same polynomials were found to be the key element in providing Rogers-Ramanujan type identities for Regime II of the hard hexagon model [4], [9; ch. 14].

In [6], three of us considered an extensive generalization of the hard hexagon model, and we found that polynomial approximations to certain sums of eigenvalues played an essential role. Again these polynomials were clearly of the same general structure as those introduced by Schur.

In this paper we consider in full generality the families of polynomials that arose in [6]. The statistic of partitions that plays the main role is that of 'off-diagonal hook difference', a topic introduced in [13]. In Section 2 we provide the necessary combinatorial preliminaries. In Section 3 we prove a general partition theorem which generalized the results in [1], [2], [5], [10], [11]. Section 4 applies our main theorem to situations in which the products simplify. In Section 5 we identify the polynomials with those that arose in the generalization of the hard hexagon model [6], [14].

The proof we give of our main theorem is via recurrence relations patterned after the work in [5]. This approach lacks the elegance of the more purely combinatorial work in [10] and [13]. However such an approach perfectly parallels the work on the generalized hard hexagon model [6], [14]; indeed one can, by comparing the two projects, see clearly how the polynomials from the hard hexagon work are in fact being formed according to the hook-difference rules on partitions that we describe in Section 2.

## 2. Preliminaries on Hook Differences

We shall now extend the concept of successive ranks introduced in [1] and [7] to every node of the Ferrers graph of a partition [3; ch. 1].

Definition 1. Let $\Pi$ be a partition whose Ferrers graph has a node in the $i$-th row and $j$-th column; we call this node the $(i, j)$ th node. We define the hook difference at the $(i, j)$ th node to be the number of nodes in the $i$ th row of $\Pi$ minus the number of nodes in the $j$ th column of $\Pi$.

[^0]For example, if $\Pi$ is $5+4+3+1$, then the Ferrers graph is

and the hook differences at each node are

| 1 | 2 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 1 | 2 |  |
| -1 | 0 | 0 |  |  |
| -3 |  |  |  |  |

Definition 2. We say that the $(i, j)$ th node lies on diagonal $c$ if $i-j=c$.
We remark that the successive ranks given by Atkin [7] are just the hook differences on the diagonal 0 .

Referring again to $5+4+3+1$, we have indicated below the various diagonals.


The original 'successive rank' theorem ([2], [10]) may be revised as follows:
Theorem. Let $Q_{K, i}(n)$ denote the number of partitions of $n$ such that on the diagonal 0 we have all hook differences $\geqslant-i+2$ and also $\leqslant K-i-2$. Let $A_{K, i}(n)$ denote the number of partitions of $n$ into parts $\not \equiv 0, \pm i(\bmod K)$. Then for $1 \leqslant i<K / 2$ and all $n$

$$
Q_{K, i}(n)=A_{K, i}(n)
$$

We remark that

$$
\begin{aligned}
\sum_{n=0}^{\infty} Q_{K, i}(n) q^{n} & =\sum_{n=0}^{\infty} A_{K, i}(n) q^{n} \\
& =\prod_{\substack{m=1 \\
m \neq 0, \pm i(\bmod K)}}^{\infty}\left(1-q^{m}\right)^{-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\sum_{i=-\infty}^{\infty}(-1)^{i} q^{K\left(\frac{1}{2}\right)+i}}{\prod_{m=1}^{\infty}\left(1-q^{m}\right)} \quad(\text { by [3; p. 22, eq. (2.2.11)]) } \\
& =\frac{\sum_{i=-\infty}^{\infty} q^{2 K i^{2}+(2 i-K) \lambda}-q^{i} \sum_{i=-\infty}^{\infty} q^{2 K i^{2}+(2 i+K) \lambda}}{\prod_{m=1}^{\infty}\left(1-q^{m}\right)}
\end{aligned}
$$

Thus the generating function for $Q_{K, i}(n)$ may be written as a difference of two theta series with positive terms divided by $\Pi\left(1-q^{m}\right)$. In the next section we shall show that this same phenomenon occurs when we fix two arbitrary diagonals (not necessarily distinct) together with a lower bound on hook differences on the first diagonal and an upper bound on the second. This, of course, will reduce to the above when both diagonals are the diagonal 0 .

## 3. The Main Theorems

Definition 3. Let $\alpha, \beta$ be positive integers. Define $p_{k, i}(N, M ; \alpha, \beta ; n)$ to be the number of partitions of $n$ into at most $M$ parts each $\leqslant N$ such that the hook differences on diagonal $1-\beta$ are $\geqslant-i+\beta+1$ and on diagonal $\alpha-1$ are $\leqslant K-i-\alpha-1$.

The related generating function is, of course, a polynomial:

$$
\begin{align*}
D_{K, i}(N, M ; \alpha, \beta ; q) & \equiv D_{K, i}(N, M ; \alpha, \beta) \\
& \equiv \sum_{n \geqslant 0} p_{K, i}(N, M ; \alpha, \beta ; n) q^{n} \tag{3.1}
\end{align*}
$$

In order to facilitate the proof of our main theorem, we shall first record some observations in short lemmas.

Lemma 1. Suppose $\Pi$ is a partition. Let $\Pi^{i}$ denote the partition obtained from $\Pi$ by deleting the largest part of $\Pi$, and let $\Pi^{*}$ be the partition obtained from $\Pi$ by deleting all 1 's and subtracting 1 from each of the remaining parts. Let $P$ be a node of the Ferrers graph of $\Pi$, and suppose $P$ lies on diagonal $\Delta$ and has hook difference d. If $P$ is not in the first row of $\Pi$, then in $\Pi^{i} P$ lies on diagonal $\Delta-1$ and has hook difference $d+1$. If $P$ is not in the first column of $\Pi$, then in $\Pi^{*}, P$ lies on diagonal $\Delta+1$ and has hook difference $d-1$.

Proof. Let us assume $P$ is in the $i$ th row and $j$ th column of $\Pi$. Thus $\Delta=i-j$. If there are $r_{i}$ nodes in row $i$ and $c_{j}$ nodes in column $j$, then $d=r_{i}-c_{j}$.
In $\Pi^{i}, P$ is in the $(i-1)$ st row and $j$ th column. Hence the hook difference is now $r_{i}-\left(c_{j}-1\right)=d+1$, and the diagonal is now $(i-1)-j=\Delta-1$.

In $\Pi^{*}, P$ is in the $i$ th row and the $(j-1)$ st column. Hence the hook difference is now $\left(r_{i}-1\right)-c_{j}=d-1$ and the diagonal is $i-(j-1)=\Delta+1$.

## Definition 4.

$$
\begin{align*}
\delta_{K, i}(N, M ; \alpha, \beta)= & \sum_{\mu=-\infty}^{\infty} q^{\mu(K \mu+i)(\alpha+\beta)-K \beta \mu}\left[\begin{array}{c}
N+M \\
N-K \mu
\end{array}\right] \\
& -\sum_{\mu=-\infty}^{\infty} q^{\mu(K \mu-i)(\alpha+\beta)-K \beta \mu+\beta i}\left[\begin{array}{c}
N+M \\
N-K \mu+i
\end{array}\right], \tag{3.2}
\end{align*}
$$

where $\left[{ }_{B}^{A}\right]$ is the Gaussian polynomial or $q$-binomial coefficient defined by

$$
\left[\begin{array}{l}
A  \tag{3.3}\\
B
\end{array}\right]= \begin{cases}\frac{\left(1-q^{A}\right)\left(1-q^{A-1}\right) \ldots\left(1-q^{A-B+1}\right)}{\left(1-q^{B}\right)\left(1-q^{B-1}\right) \ldots(1-q)}, & B \text { a nonnegative integer } \\
0 & \text { otherwise }\end{cases}
$$

Lemma 2. For $0<i \leqslant K / 2, K$ and $i$ integral,

$$
\begin{equation*}
\delta_{K, i}(0,0 ; \alpha, \beta)=1 \tag{3.4}
\end{equation*}
$$

Proof. When $M=N=0$ and $0<i \leqslant K / 2$, the only nonvanishing term in (3.2) arises for $\mu=0$ in the first sum, and this term is 1 .

Lemma 3.

$$
\begin{align*}
& \delta_{K, i}(N, M ; \alpha, \beta)=\delta_{K, i}(N-1, M ; \alpha, \beta)+q^{N} \delta_{K, i}(N, M-1 ; \alpha-1, \beta+1)  \tag{3.5}\\
& \delta_{K, i}(N, M ; \alpha, \beta)=\delta_{K, i}(N, M-1 ; \alpha, \beta)+q^{M} \delta_{K, i}(N-1, M ; \alpha+1, \beta-1) \tag{3.6}
\end{align*}
$$

Proof. These recurrences are merely straightforward term-by-term applications of the following well-known recurrences for the Gaussian polynomials [3; p.35, eq.(3.3.4)]

$$
\left[\begin{array}{l}
A  \tag{3.7}\\
B
\end{array}\right]=\left[\begin{array}{l}
A-1 \\
B-1
\end{array}\right]+q^{B}\left[\begin{array}{c}
A-1 \\
B
\end{array}\right],
$$

and [3; p. 35, eq. (3.3.3)]

$$
\left[\begin{array}{l}
A  \tag{3.8}\\
B
\end{array}\right]=\left[\begin{array}{c}
A-1 \\
B
\end{array}\right]+q^{A-B}\left[\begin{array}{l}
A-1 \\
B-1
\end{array}\right] .
$$

Lemma 4.

$$
\begin{gather*}
\delta_{K, i}(M+K-i, M ; 0, \beta)=0  \tag{3.9}\\
\delta_{K, i}(M-i, M ; \alpha, 0)=0 \tag{3.10}
\end{gather*}
$$

Proof. First

$$
\begin{aligned}
\delta_{K, i}(M+K-i, M ; 0, \beta)= & \sum_{\mu=-\infty}^{\infty} q^{\mu\left(K_{\mu}+i\right) \beta-K \mu \beta}\left[\begin{array}{c}
2 M+K-i \\
M+K-i-K \mu
\end{array}\right] \\
& -\sum_{\mu=-\infty}^{\infty} q^{\mu(K \mu-i) \beta-K_{\mu} \beta+\beta i}\left[\begin{array}{c}
2 M+K-i \\
M+K-K \mu
\end{array}\right] \\
= & 0,
\end{aligned}
$$

since the second summation becomes identical with the first if we replace $\mu$ by $1-\mu$ and note that $\left[\begin{array}{l}A \\ B\end{array}\right]=\left[{ }_{A}^{A}{ }_{B}\right]$. Second

$$
\begin{aligned}
\delta_{K, i}(M-i, M ; \alpha, 0)= & \sum_{\mu=-\infty}^{\infty} q^{\mu(K \mu+i) \alpha}\left[\begin{array}{c}
2 M-i \\
M-i-K \mu
\end{array}\right] \\
& -\sum_{\mu=-\infty}^{\infty} q^{\mu\left(K_{\mu}-i\right) \alpha}\left[\begin{array}{c}
2 M-i \\
M-K \mu
\end{array}\right] \\
= & 0,
\end{aligned}
$$

since the second summation becomes identical with the first if we replace $\mu$ by $-\mu$ and note again that $\left[\begin{array}{l}A \\ B\end{array}\right]=\left[{ }_{A}^{A}{ }_{B}\right]$.

We are now prepared to prove our main result:
Theorem 1. Let $1 \leqslant i \leqslant K / 2, \alpha>0, \beta>0, \alpha+\beta<K$ with $M, N, K, i, \alpha, \beta$ integers. For $-i+\beta \leqslant N-M \leqslant K-i-\alpha$,

$$
\begin{equation*}
D_{K, i}(N, M ; \alpha, \beta)=\delta_{K, i}(N, M ; \alpha, \beta) . \tag{3.11}
\end{equation*}
$$

Proof. Let us consider the following set of recurrences and initial conditions:

$$
\begin{gather*}
\varepsilon_{K, i}(0,0 ; \alpha, \beta)=1  \tag{3.12}\\
\varepsilon_{K, i}(N, M ; \alpha, \beta)=\begin{array}{c}
\varepsilon_{K, i}(N-1, M ; \alpha, \beta)+q^{N} \varepsilon_{K, i}(N, M-1 ; \alpha-1, \beta+1), \\
\alpha>0,-i+\beta<N-M \leqslant K-i-\alpha \\
\varepsilon_{K, i}(N, M ; \alpha, \beta)= \\
\varepsilon_{K, i}(N, M-1 ; \alpha, \beta)+q^{M} \varepsilon_{K, i}(N-1, M ; \alpha+1, \beta-1), \\
\beta>0,-i+\beta \leqslant N-M<K-i-\alpha, \\
\varepsilon_{K, i}(M+K-i, M ; 0, \beta)=0, \\
\varepsilon_{K, i}(M-i, M ; \alpha, 0)=0,
\end{array}
\end{gather*}
$$

where throughout $K, i, \alpha, \beta, N, M$ are nonnegative integers with $\alpha+\beta<N, 1 \leqslant i \leqslant K / 2$.
Note that (3.12)-(3.16) uniquely define (if not overdefine) $\varepsilon_{K, i}(N, M ; \alpha, \beta$ ) for $-i+\beta \leqslant$ $N-M \leqslant K-i-\alpha$. To see this we observe that by Lemmas 2-4 the $\delta_{K, i}(N, M ; \alpha, \beta)$ do satisfy this set of recurrences. Hence we wish to show that these are the only solutions of (3.12)-(3.16). We proceed by induction on $H=M+N$.

For $H=0$, we see that $\varepsilon_{K, i}=\delta_{K, i}$ by (3.12). Now assume that we have uniqueness up to but not including a particular $H$ :

If both $\alpha$ and $\beta$ are greater than 0 then we may use our induction hypothesis together with (3.13) and (3.14) to show that we have uniqueness at $H=N+M$; we emphasize the fact that the union of the conditions on (3.13) and (3.14) is $-i+\beta \leqslant N-M \leqslant K-i-\alpha$ so that at least one of (3.13) and (3.14) is applicable in this instance.

If $\alpha=0$, then we must apply (3.14) which is possible unless $N-M=K-i$ i.e. $N=$ $M+K-i$. If $\alpha=0$ and $N=M+K-i$, then we apply (3.15) and get uniqueness.

If $\beta=0$, then we must apply (3.13) which is possible unless $N-M=-i$, i.e. $N=M-i$. If $\beta=0$ and $N=M-i$, then we apply (3.16) and get uniqueness.

In passing we mention that the interval of validity for both (3.13) and (3.14) is chosen so that each term in the recurrence, say $\varepsilon_{K, i}\left(N^{\prime}, M^{\prime} ; \alpha^{\prime}, \beta^{\prime}\right)$ satisfies $\alpha^{\prime}+\beta^{\prime}<K$, $-i+\beta^{\prime} \leqslant N^{\prime}-M^{\prime} \leqslant K-i-\alpha^{\prime}$.
Thus our induction is complete, and we see that the only solution of (3.12)-(3.16) with $-i+\beta \leqslant N-M \leqslant K-i-\alpha$ is $\varepsilon_{K, i}(N, M ; \alpha, \beta)=\delta_{K, i}(N, M ; \alpha, \beta)$.
Therefore to conclude our proof we need only show that the $D_{K, 1}(N, M ; \alpha, \beta)$ fulfill (3.12)-(3.16).

Since $p_{K, i}(N, M ; \alpha, \beta ; n)$ is only defined for positive $\alpha$ and $\beta$, we first extend its definition to the cases $\alpha=0$ and $\beta=0$.

Definition 5. Let $p_{K, i}(N, M ; 0, \beta ; n)$ denote the number of partitions of $n$ subject to the conditions of Definition 3 (with $\alpha=0$ ) with the added condition that the number of parts of the partition lies in the closed interval $[N-K+i+1, M]$.

Definition 6. Let $p_{K, i}(N, M ; \alpha, 0 ; n)$ denote the number of partitions of $n$ subject of Definition 3 (with $\beta=0$ ) with the added condition that the largest part of the partition lies in the closed interval $[M-i+1, N]$.

In light of these two definitions we now have $D_{K, i}(N, M ; \alpha, \beta)$ defined for $\alpha \geqslant 0$ and $\beta \geqslant 0$. Let us now examine (3.12)-(3.16) for the $D_{K, i}(N, M ; \alpha, \beta)$.

With regard to (3.12), we note that the empty partition of 0 is the only partition admissable for $N=M=0$. Hence

$$
\begin{equation*}
D_{K, i}(0,0 ; \alpha, \beta)=1 . \tag{3.17}
\end{equation*}
$$

Next comes (3.13) with $\alpha>1$ and $\beta>0$. The expression $p_{K, i}(N, M ; \alpha, \beta ; n)-$ $p_{K, i}(N-1, M ; \alpha, \beta ; n)$ counts those partitions enumerated by $p_{K, i}(N, M ; \alpha, \beta ; n)$ that have largest part exactly equal to $N$. Delete this part from each of these partitions. By Lemma 1, the diagonal numbers all drop by 1 and the hook differences all increase by 1 . Hence we are now considering a partition of $n-N$ into at most $M-1$ parts subject to the diagonal and hook difference requirements of Definition 1 wherein $\alpha$ is replaced by $\alpha-1$ and $\beta+1$. Therefore the set of partitions under consideration has as generating function $q^{N} D_{K, i}(N$, $M-1 ; \alpha-1, \beta+1)$ and (3.13) is verified in this instance.
If we repeat the preceding argument with $\beta=0$ and $\alpha>1$, then we must take into account the fact that the partitions we start with have largest part in $[M-i+1, N]$. This constraint becomes vacuous after the removal of the largest part.

Finally for (3.13) we look at what happens when $\alpha=1$. Let $v$ denote the number of parts of one of the partitions enumerated by $p_{K, i}(N, M ; \alpha, \beta ; n)-p_{K, i}(N-1, M ; \alpha, \beta ; n)$. Clearly $v \leqslant M$ and since $\alpha=1$, we see by Definition 3 that $N-v \leqslant K-i-2$. Hence $N-K+i+1 \leqslant v-1 \leqslant M-1$, and this condition is precisely what is needed to apply Definition 5 for $p_{K . i}(N, M-1 ; 0, \beta+1 ; N-M)$.

In any event, (3.13) holds for $D_{K, i}(N, M ; \alpha, \beta)$.
Equation (3.14) follows in a similar manner. Now we note that $p_{K, i}(N, M ; \alpha, \beta ; n)-$ $p_{K, i}(N, M-1 ; \alpha, \beta ; n)$ enumerates appropriate partitions with exactly $M$ parts. Delete all 1's and subtract 1 from the remaining parts. Lemma 1 takes care of everything except the case $\beta=1$. When $\beta=1$ it follows from Definition 3 that for the partitions under consideration $N-1 \geqslant l-1 \geqslant M-i+1$ where $l$ is the largest part. This, of course, allows us to invoke Definition 6; hence (3.14) is valid in all instances.
Finally (3.15) and (3.16) are trivial by Definitions 5 and 6, respectively; namely there are no numbers in $[M+1, M]$ or $[M-i+1, M-i]$ and so there are no partitions enumerated by $D_{K, i}(M+K-i, M ; 0, \beta)$ or $D_{K, i}(M-1, M ; \alpha, 0)$.

Therefore $D_{K, i}(N, M ; \alpha, \beta)$ fulfills (3.12)-(3.16) for $-i+\beta \leqslant N-M \leqslant K-i-\alpha$, and so $D_{K, i}(N, M ; \alpha, \beta)=\delta_{K, i}(N, M ; \alpha, \beta)$ as desired.

Definition 7. Let $p_{K, i}(\alpha, \beta ; n)$ denote the number of partitions of $n$ such that hook differences on the diagonal $1-\beta$ are $\geqslant-i+\beta+1$ and on the diagonal $\alpha-1$ are $\leqslant K-i-\alpha-1$.

Theorem 2. For $1 \leqslant i \leqslant K / 2, \alpha>0, \beta>0, \alpha+\beta<K$ all integers

$$
\begin{align*}
& \sum_{n=0}^{\infty} p_{K, i}(\alpha, \beta ; n) q^{n}  \tag{3.18}\\
&= \frac{1}{(q)_{\infty}} \sum_{\mu=-\infty}^{\infty} q^{\mu(K \mu-i)(\alpha+\beta)+K \beta \mu}\left(1-q^{\beta i+2 i(\alpha+\beta) \mu}\right) \\
&= \frac{1}{(q)_{\infty}}\left(\prod_{n=0}^{\infty}\left(1-q^{2 K(\alpha+\beta)(n+1)}\right)\left(1+q^{K \beta+(\alpha+\beta)(2 K n+K-i)}\right)\left(1+q^{-K \beta+(\alpha+\beta)(2 K n+K+i)}\right)\right. \\
&\left.-q^{\beta i} \prod_{n=0}^{\infty}\left(1-q^{2 K(\alpha+\beta)(n+1)}\right)\left(1+q^{K \beta+(\alpha+\beta)(2 K n+K+i)}\right)\left(1+q^{-K \beta+(\alpha+\beta)(2 K n+K-i)}\right)\right)
\end{align*}
$$

where $\left(q_{\infty}\right)=\prod_{n=1}^{\infty}\left(1-q^{n}\right)$.

Proof. The first portion of (3.18) follows immediately from Theorem 1 if we let $N$ and $M$ both tend to infinity in such a way that all times $-i+\beta \leqslant N-M \leqslant K-i-\alpha$ and we invoke

$$
\lim _{N, M \rightarrow \infty}\left[\begin{array}{c}
N+M \\
N-A
\end{array}\right]=\frac{1}{(q)_{\infty}},
$$

by (3.3).
The last portion of (3.18) follows immediately by application of Jacobi's triplet product identity [3; p.21, eq.(2.2.10)].

Theorem 3. For $1 \leqslant i, \alpha \leqslant K / 2,2 i \neq K$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} p_{K, i}(\alpha, \alpha ; n) q^{n}=\prod_{\substack{n=1 \\ n \neq 0, \pm x i(\bmod \alpha K)}}^{\infty}\left(1-q^{n}\right)^{-1} \tag{3.19}
\end{equation*}
$$

Proof. By the first portion of (3.18) with $\alpha=\beta$

$$
\left.\begin{array}{rl}
\sum_{n=0}^{\infty} p_{K, i}(\alpha, \alpha ; n) q^{n} & =\frac{1}{(q)_{\infty}} \sum_{\mu=-\infty}^{\infty} q^{2 \alpha \mu(K \mu-i)+K \alpha \mu}\left(1-q^{\alpha i+4 i \alpha \mu}\right) \\
& =\frac{1}{(q)_{\infty}} \sum_{\mu=-\infty}^{\infty}(-1)^{\mu} q^{\alpha K(\mu+1)-i \alpha \mu} \\
& =\frac{1}{(q)_{\infty}} \prod_{n=0}^{\infty}\left(1-q^{K \alpha(n+1)}\right)\left(1-q^{i \alpha+K \alpha n}\right)\left(1-q^{-i \alpha+K \alpha(n+1)}\right) \\
& =\prod_{\substack{n=1 \\
n \neq 0, \pm \alpha \alpha(\bmod K \alpha)}}^{\infty}\left(1-q^{n}\right)^{-1} .
\end{array} \quad \text { (by [3; p. 21, eq. (2.2.10)]) }\right)
$$

## 4. Reductions

It is well-known that in certain circumstances the difference of two theta series is representable as an infinite product, The first instance we have ssen of this is the theorem quoted in Section 2. Another nice application of this idea concerns the quintuple product identity [16; p. 205, eq. (7.4.7)]:

$$
\begin{gather*}
\sum_{n=-\infty}^{\infty}(-1)^{n} q^{n(3 n-1) / 2} z^{3 n}\left(1+z q^{n}\right) \\
=\prod_{n=1}^{\infty}\left(1-q^{n}\right)\left(1+z q^{n-1}\right)\left(1+z^{-1} q^{n}\right)\left(1-z^{2} q^{2 n-1}\right)\left(1-z^{-2} q^{2 n-1}\right) \tag{4.1}
\end{gather*}
$$

We may apply (4.1) in Theorem 2 to obtain:
Theorem 4. Let $K, \alpha, \beta$ be positive integers with $\alpha+\beta<3 K$. Let $\mathscr{A}_{K}(\alpha, \beta, n)$ denote the number of partitions of $n$ into parts not congruent with $0, \pm K \beta(\bmod 2 K(\alpha+\beta))$ nor to $\pm 2 K \beta(\bmod 4 K(\alpha+\beta))$. Then

$$
p_{3 K, K}(\alpha, \beta, n)=\mathscr{A}_{K}(\alpha, \beta, n) .
$$

Remark. If $\alpha=\beta=1$ this result reduces to a special case of the theorem given in Section 2.

Proof. By Theorem 2,

$$
\begin{aligned}
& \sum_{n=0}^{\infty} p_{3 K . K}(\alpha, \beta, n) q^{n} \\
& =\frac{\sum_{\mu=-\infty}^{\infty} q^{\mu\left(3 K_{\mu}-K\right)(\alpha+\beta)+3 K \beta \mu}\left(1-q^{K \beta+2 K(\alpha+\beta) \mu}\right)}{\prod_{m=1}^{\infty}\left(1-q^{m}\right)} \\
& =\frac{\prod_{n=1}^{\infty}\left(1-q^{R n}\right)\left(1-q^{K \beta+R(n-1)}\right)\left(1-q^{R n-K \beta}\right)\left(1-q^{2 K \alpha+2 R(n-1)}\right)\left(1-q^{-2 K \alpha+2 R n}\right)}{\prod_{m=1}^{\infty}\left(1-q^{m}\right)} \\
& \text { (where } R=2 K(\alpha+\beta) \text { ) } \\
& =\prod_{\substack{m=1 \\
m \neq 0,1 \text { Kimod } R) \\
m \neq \pm 2 K(\bmod 2 R)}}^{\infty}\left(1-q^{m}\right)^{-1} \\
& =\sum_{n=0}^{\infty} \mathscr{A}_{K}(\alpha, \beta, n) q^{n} .
\end{aligned}
$$

Comparing coefficients in the extremes of this identity we obtain the desired result.
W. N. Bailey has given a second identity [8; p. 220, eq. (4.1)] that resembles the quintuple product identity:

$$
\begin{align*}
& \prod_{n=1}^{\infty}\left(1-q^{4 n}\right)\left(1+q^{4 n-3} z^{2}\right)\left(1+q^{4 n-1} z^{-2}\right) \\
- & z \prod_{n=1}^{\infty}\left(1-q^{4 n}\right)\left(1+q^{4 n-1} z^{2}\right)\left(1+q^{4 n-3} z^{-2}\right) \\
& =\prod_{n=1}^{\infty}\left(1-z q^{n-1}\right)\left(1-z^{-1} q^{n}\right)\left(1-q^{n}\right) \tag{4.3}
\end{align*}
$$

Invoking (4.3) instead of (4.1) we immediately have
Theorem 5. Let $K, \alpha, \beta$ be positive integers with $\alpha+\beta<2 K$. Let $\mathscr{B}_{K}(\alpha, \beta, n)$ denote the number of partitions of $n$ into parts not contruent to $0, \pm K \beta \bmod (K(\alpha+\beta))$. Then

$$
\begin{equation*}
p_{2 K . K}(\alpha, \beta, n)=\mathscr{B}_{K}(\alpha, \beta, n) \tag{4.4}
\end{equation*}
$$

Proof. Replace $q$ by $q^{K(\alpha+\beta)}$ and $z$ by $q^{K \beta}$ in (4.2) and then apply Theorem 2.

## 5. The Generalized Hard Hexagon Model

The point of this section is to show that the $D_{K, i}(N, M ; \alpha, \beta)$ have in fact arisen before in full generality in a quite different setting. As we noted in the introduction, our study has its genesis in Schur's work on the Rogers-Ramanujan identities [15], and Schur's ideas have been extensively generalized in recent work in statistical mechanics [4], [6], [14]. Not surprisingly then we find that our combinatorial interpretation and extension of Schur's polynomials is an altered form of the polynomials arising in the generalizations of the hard hexagon model.

Two distinct families were treated in [6]: $X_{m}(a, b, c)\left[6 ;\right.$ p. 211] and $Y_{m}(a, b, c)$ [6; p. 217]. In our notation,

$$
\begin{gather*}
X_{m}(a, b, c)= \\
q^{(a-b)(a-c) / 4} D_{2 n+1, a}\left(\frac{m-a+b}{2}, \frac{m+a-b}{2} ; 2 n-\frac{(b+c-1)}{2}, \frac{b+c-1}{2}\right), \tag{5.1}
\end{gather*}
$$

and

$$
\begin{gather*}
Y_{m}(a, b, c)= \\
q^{a / 2+\beta_{m}(a, b, c)} D_{2 n+1, a}\left(\frac{m-a+b}{2}, \frac{m+a-b}{2} ; \frac{1-b+c}{2}+\chi(c) ; \frac{b-c+3}{2}-\chi(c)\right), \tag{5.2}
\end{gather*}
$$

where

$$
\begin{gather*}
\beta_{m}(a, b, c)=\frac{1}{4}(b-c+1)(m+b-a)-\frac{a}{2}+\frac{\chi(c)}{2}(m c-m b+a-b),  \tag{5.3}\\
\chi(c)= \begin{cases}1, & \text { if } c \leqslant n \\
0, & \text { if } c>n\end{cases} \tag{5.4}
\end{gather*}
$$

with $c=b \pm 1$ and $m-a+b$ an even integer.
The families (5.1) and (5.2) are clearly not the $D_{K, i}(N, M ; \alpha, \beta)$ in full generality; the polynomials in (5.1) have $\alpha+\beta=K-1$, and those in (5.2) have $\alpha+\beta=2$. However in a subsequent paper [14] of still greater generality, the entire sets of $D_{K, i}(N, M ; \alpha, \beta)$ polynomials arises. Namely, the polynomial $D_{m}^{(k)}(a, b, c)$ defined in (1.6.4) of [14] is shown to be [14; Th.2.3.1]:

$$
\begin{equation*}
D_{r, a}\left(\frac{m-a+b}{2}, \frac{m+a-b}{2} ; \frac{b+c-1}{2}-k ; r-\mu+k-\frac{b+c-1}{2}\right) \tag{5.5}
\end{equation*}
$$

where $c=b \pm 1$.
The identifications given by (5.1), (5.2) and (5.5) are immediate once the index of summation in the sums for the $D_{K, i}$ is replaced by its negative and each $\left[\begin{array}{l}A \\ B\end{array}\right]$ is replaced by $\left[{ }_{A}{ }_{-B}^{A}\right.$ ].

Finally we note that a comparison of the polynomial recurrences in [6], [14] with the recurrences we have used shows clearly how to pass from our partition-theoretic interpretation to the truncated eigenvalue sums and back.
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