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In this paper, we obtain a canonical representation for those polynomials 
(with integer coefficients) which vanish (modm), a canonical representation 
for each polynomial function (mod m) and an expression for the number of 
polynomial functions (mod m). This number turns out to be (weakly) multi- 
plicative in m. 

1. INTRODUCTION 

In a previous paper [I], I have found the manic binomial of least 
degree which vanishes identically (mod m). The original motivation for 
that paper and the present one was to find the number of polynomial 
functions (mod m). In this paper, I am now able to present a canonical 
representation for those polynomials which vanish (mod m), a canonical 
representation for each polynomial function (mod m) and an expression 
for the exact number of polynomial functions (mod m), which turns out 
to be (weakly) multiplicative in m. 

2. CONVENTIONS 

Henceforth, we shall be concerned with several kinds of equality, so 
we shall pause briefly to consider them, in order to avoid future confusion. 
The symbol (=) will be used to denote ordinary equality. The symbol (=) 
will be used to denote congruence (mod m), i.e., equality in Z, , the ring 
of residue classes (mod m). The modulus of a congruence will always 
be m unless otherwise specified. 

We shall use capital letters F, G, S, etc. to represent elements of Z[iYl, 
the polynomial ring in X over Z, the ring of integers. An equality F = G 
or F(X) = G(X) means that F and G are equal as elements of Z[XJ, i.e., 
they have corresponding coefficients equal. Any polynomial in Z[A’j gives 
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rise to a polynomial in Z,[X] and we shall use the same letter for this. 
Then a congruence F = G or F(X) E G(X) shall mean that F and G are 
equal as elements of Z,[Xj, i.e., that F and G have corresponding coeffi- 
cients congruent (mod m). 

We shall use small letters f, g, s, etc. to represent functions from Z, 
to Z. Each such function gives rise to a function from Z, to Z, , which 
we designate by the same letter. An equality f(x) = g(x) will denote 
equality between the integers f(x) and g(x), whilef(x) = g(x) will denote 
congruence between them. Then f = g will mean that f and g are equal 
as functions from Z, to Z, , i.e., thatf(x) = g(x) for all x in Z, . 

Given a polynomial F(X) in Z[X] or in Z,[XJ, we can define a function 
f: Z, + Z, by setting f(a) = F(a) for all a in Z, . Such a function is 
called a polynomial function (mod m) and we say that f is determined 
by, or corresponds to, F and that F represents jI Henceforth, we shall 
always use corresponding large and small letters in this way. Clearly 
F = G implies f = g but not conversely. 

3. PRELIMINARIES 

First we state a form of the division algorithm which is valid in Z,[X]. 
(We agree that the degree of the zero polynomial shall be - co.) [2, p. 301 

LEMMA 1. Let F and G be in Z,[X] and let G be manic. Then 

FrG*Q+R and deg R < deg G, 

where Q and R are uniquely determined elements of Z,,,[XJ 

(1) 

DEFINITION 2. For a given positive integer m, let n = n(m) be the 
least integer such that m 1 n !. 

DEFINITION 3. S,,(X) = 1, S,(X) = X + 1, S,(X) = (X + 2)(X + l),..., 
Sk(X) = (X + k> Sk-l(X),..., and sk is the function determined by Sk . 

LEMMA 4. bse E 0 z#bs,(-k - 1) = 0 zym/(k!, m) ) b, where (k!, m) 
is the GCD of k! and m. 

Proof. bs, = 0 certainly implies bsk(-k - 1) = 0. We observe that 
slc(-k - 1) = (-k)(-k + 1) **. (--I) = (-Qk k!. Hence bs,(-k - 1) = 
0 => m 1 bk! + m/(k!, m) 1 6. Finally, note that sk(u) is a product of k 
consecutive integers, hence is divisible by k! for any a. So if m/(k!, m) I b, 
then mk!/(k!, m) divides bs,(a) and hence bs, = 0 as a function: Z, - Z, . 

COROLLARY 5. Sk = 0 zyk 3n. 
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4. THE POLYNOMIAL REPFCESENTATIONS OF THE ZERO FUNCTION 

THEOREM 6. Let F be a polynomial in Z,[XJ Then f = 0 iff 

n-1 

F = F,S, + c a%(m/(k!, m)) S, , 
k=O 

(2) 

where n = n(m) as given in Definition 1; F, is an arbitrary polynomial in 
Z,[X], which is uniquely determined by F, and ak is an arbitrary integer, 
uniquely determined (mod(k!, m)) by F. 

Proof. If F is as described in the theorem, then f = 0 follows easily 
from Lemma 4 and Corollary 5. 

Conversely, we inductively establish the following assertion for all i, 
O<i<n. 

i-l 

F = FiS, + c a,(m/(k!, m)) S, , 
k=O 

(3) 

where Fi is a uniquely determined polynomial in Z,[X], and is such that 
fisi E 0; and al, is uniquely determined (mod(k!, m)). When i = n, then 
s, = 0, so that fn and F,, are arbitrary, so the case i = IZ is our theorem. 

The case i = 0 is trivial since So = 1 and the sum is empty. We have 
F, = F. 

Suppose that (3) has been established for some i < n. Apply Lemma 1 
to Fi and X + i + 1 to obtain Fi E Fi+I(X + i + 1) + Ri+t , where 
Ri+I is a constant. By the Lemma, F,+l and Ri+l are unique (mod m). 
Substituting this into (3) and recalling that (X + i + 1) Si = S,,, , we 
have 

i-l 

F = F,+P%+, i- R&'a + c ak(m/(k!,m)) Sk. 
k=O 

(4) 

Evaluating this at X = -i - 1, we get 

0 = f( -i - 1) = fi+I(-i - 1) * 0 + Ri+Isi(-i - 1) + 0, 

since the terms in the sum are qero by Lemma 4. 
Hence 0 = R(+,s<(-i - 1) and we have m/(i!, m) 1 Ri+l, by Lemma 4. 

Setting Ri+I = aim/(i!, m) determines a, uniquely (mod(i!, m)). Hence 
we can rewrite (4) in the form 

F = Fw&~ + i ak(ml(k!, m)) Sk , 
k=O 

which is (3) for the case i + 1. Again applying Lemma 4, we see that 
0 "f'h+1Si+1 3 completing the induction and the proof. 
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5. COROLLARIES TO THEOREM 6 

COROLLARY 7. IfF is manic andf G 0, then deg F > n. 

Proof. If F, = 0 in (2), then the leading coefficient of F is a,m/(k!, m) 
for some k, so that F is not manic. Hence Fn f 0 and deg F = 
deg F,& > deg S, = n. Furthermore, S, is a manic polynomial of 
degree n such that s, = 0, so that n is the best possible result. 

COROLLARY 8. There are n:ri (k!, m) = N,(m) polynomials in Z,[X] 
such that deg F < n and f = 0. 

ProofI The hypotheses imply that F is of the form (2) where F,, = 0. 
Any such F is uniquely determined by the choice of the constants ak 
(mod(k!, m)). Clearly there are (k!, m) ways to choose a, (mod(k!, m)), 
so there are l-j”,:‘, (k!, m) such polynomials. 

COROLLARY 9. There are ncri m/(k!, m) = m”/N,(m) = N,(m) distinct 
polynomial functions (mod m). 

Proof. Let the ring of polynomial functions be R. The mapping: 
Z,[Xj + R given by F +fis a homomorphism with kernel R0 = (F If= O}. 
Hence R = Z,[Xj/Ro . Let S = (S,) be the principal ideal generated by 
S, . Then SC R, , so we have R = (Z,[XJ/S)/(R,,/S). Since S, is manic, 
it follows from Lemma 1 that Z,[X]/S can be viewed as the ring of all 
polynomials F in Z,[X] such that deg F < n, where multiplication is 
taken (mod S,). Under this representation, R,,/S is identified with the set 
of all polynomials F in Z,[Xj such that deg F < n and f = 0. Let #(T) 
be the number of elements in the set T. Then we have N,(m) = #(R) = 
#(Z,[X]/S)/#(R,,/S) = ma/No(m) = ni:i m/(k!, m) = I-J;:: [k!, ml/k!. 
This result can also be obtained from Theorem 10. 

6. THE CANONICAL REPRESENTATION OF A POLYNOMIAL FUNCTION 

THEOREM 10. Let f be a polynomial function (mod m). Then f has a 
unique polynomial representation F = cE=: bkXk with 0 < bk < m/(k!, m). 

Proof. Let G be any polynomial representing J: From Lemma 1, 
we may write G E Q * S, + G,, , where deg G, < deg S,, = IZ. Then 
f=g=q.OfgOrgO, so that G, also represents jI Write G, = 
CzZi ckxk. Apply the division algorithm to the integers c,-~ and 
m/((n - l)!, m), obtaining c,-~ = q,-lm/((n - l)!, m) + b,-, , where 
0 G k-l < m/((n - l)!, m). Set GI = Go - q,-lm/((n - l)!, m) S,-, . 
The (n - l)st coefficient of GI is b,-, and g, = g,, - 0 =f. 
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Clearly, one can continue inductively, each time obtaining a Gi such 
that gi = f and G( has its i leading coefficients satisfying the conditions 
of the theorem. The step i = n is the theorem, upon setting F = G, . 
The uniqueness of F follows easily from Theorem 6 by standard techniques. 

7. MISCELLANEOUS FURTHER RESULTS 

PROPOSITION 11. n(m) < m with equality 13 m is a prime, m = 1 or 
m = 4. 

Proof. Straightforward. 

PROPOSITION 12. n(m) < X(m) + N(m), where h(m) and N(m) are as 
defined in [l, p. 1031. 

Proof. In [l], I showed that if F(X) = Xh(m)+N(nz) - XNtm), then f 5 0. 
The proposition then follows from Corollary 7. 

PROPOSITION 13. N,,(m) = 1 @‘m is prime or m = 1. 

Proof. This follows from the definition of N,,(m) given in Corollary 8 
and from Definition 2. 

PROPOSITION 14. N,(m) < m” < mm, with both equalities holding 
simultaneously isf m is prime or m = 1. 

Proof. This follows from Corollary 9, Proposition 13 and Proposi- 
tion 11. 

Proposition 14 gives another proof of the result proven in [l], that 
every function f: Z, + Z, is a polynomial function if and only if m is 
aprimeorm = 1. 

PROPOSITION 15. n(a) + n(b) > n(ab) > max(n(a), n(b)) and (a, b) = 1 
is s@icient for equality on the right. 

Proof. We have s,(,) = 0 (mod a) by Corollary 5. Hence s,u(n(b)) = 
(n(a) + n(b))!/n(b)! E 0 (mod a) and so (n(a) + n(b))! E 0 (mod ab), i.e., 
n(a) + n(b) 3 n@b). 

We have ab 1 n(ab) ! * a 1 n(ab)! =z- n(ab) > n(a). Similarly, n(ab) > n(b), 
hence n(ab) > max(n(a), n(b)). 

Now assume (a, b) = 1. a 1 n(a) ! and b ] n(b)! * a I (max(n(a), n(b))) ! 
and b 1 (max(n(a), n(b)))!. Since (a, b) = 1, this gives ab I (max(n(a), n(b)))!, 
hence n(ab) < max(n(a), n(b)). 

641/6/S-2 
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PROWSITION 16. N,(m) = I-J::: m/(k!, m) is (weakly) mdtiplicative 
in m. 

Proof. First we observe that k 2 II G- m 1 k! * (k!, m) = m, so 
Mm) = ll~=‘=, m/P!, 4, i.e., the dependence on n(m) is only illusory. 
Next, if m = rs with (r, s) = 1, then (k!, rs) = (k!, r)(k!, s) for all k 
which gives N,(m) = N,(r) N,(s). 

When m is a prime p, we know that 

(*I X(X+1)*~*(X+p-l)~X~-X. 

The left-hand side is equal to XS,-1 = S, . The congruence (*) can be 
obtained from Theorem 6 as follows. Consider F(X) = P - X. Then 
f z 0 by Fermat’s Theorem. Hence F must be of the form (2) of Theo- 
rem 6. Since deg F = p and n(p) = p and F is manic, we must have 
F, = Fn = 1. Further, (k!, p) = 1 and so p/(k!, p) = 0 (modp) for 
p > k > 0. Hence the expression (2) for F must reduce to simply S, , i.e., 
we have shown that Xp - X = S, E X(X + 1) *** (X +p - 1). Using 
the relationship between our S, and the Stirling numbers of the first kind, 
one can obtain congruences for the Stirling numbers of the first kind. 

Below we give some values for n(m), NO(m), N,(m). 

m 44 No(m) W4 

1 
p prime 

4 
6 
8 
9 

10 
12 
14 
16 
18 
20 

0 

P 

4 
3 
4 
6 
5 
4 
7 
6 
6 
5 

1 
1 

4 
2 
4 

27 
8 

12 
32 

256 
432 

16 

1 

P’ 
64 

108 
1024 

19683 
12500 
1728 

3294172 
65536 
8728 

200000 

8. ADDED IN TYPESCRIPT (April 3, 1973) 

I have recently discovered some related previous work. The polynomials 
F such that f 3 0 are clearly an ideal in Z&Q Niven and Warren [3] 
showed that polynomials similar to my S, form a basis of this ideal when 
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m =pe. They then used the direct sum representation of Z, and Z,[Xj 
to describe a basis in general. Keller and Olson [4] considered the case 
m = pe and obtained a result like Theorem 10 and a recursion for 
N1( p”)( = I, in their notation) but did not obtain anything like Corollary 9. 
Following their observation, one can compute: n(p”) = 2p, No(pz) =p” 
and N,(p2) = p3p. Redei and Szele [5] obtained Corollary 9 and Proposi- 
tion 16. 

Following a suggestion of H. Tverberg, one can prove Theorem 6 in 
a much different manner. Let F be in Z[X] and let deg F = d. If f = 0, 
then G(X) = F(X)/m is a polynomial in Q[X] such that G(u) is an integer 
whenever a is. Applying Newton’s formula, we have 

G(X) = i (~“G)(O) ( f ). 
k=O 

But (dkG)(0) is an integral combination of the values G(O), G(l),..., G(k) 
and hence is an integer which we denote as ck . Since 

mG(X) = F(X) = i mck ( t) 
k=O 

has integral coefficients, we see that mc,/k! are all integers, by proceeding 
from k = d to k = 0. Hence k!/(k!, m) divides ck and we can write 
ak = c,(k !, m)/k !. If we consider F as in Z,[X], then the coefficients 
mc,/k! = a,(m/(k!, m)) are uniquely determined (mod m), so that a, is 
uniquely determined (mod(k!, m)). Separating our expression for F(X) 
into the terms with k > 12 and with k < n, we obtain Theorem 6, except 
that we now have the polynomials 1, X, X(X - l),... instead of 1, X + 1, 
(X + 2)(X + I),... . However, the choice of polynomial sequence is 
fairly arbitrary and does not affect the actual content of the theorem or 
any of its consequences. 
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