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Abstract

In this paper, an experimental investigation and a constitutive modeling of the mechanical response of an interstitial-
free (IF) steel over a wide range of strain rates (from 0.001/s to 750/s) are presented. Tensile tests at relatively high
strain rates, exceeding 100/s, are performed at an initial room temperature, using the so-called one bar technique deve-
loped on the basis of the Hopkinson bar method. At a high strain rate, a distinct upper yield limit is observed, and the
subsequent flow stress increases remarkably. Furthermore, the ductility is reduced significantly in comparison to the
case of low strain rate tension. In order to express such a complicated material response of IF steel, we develop a
new constitutive model that takes into account effects of a change in the mobile dislocation density and thermal soft-
ening. The model can be easily applicable to large-scale engineering computations, because it is macroscopically formu-
lated. We try to reproduce the tensile response including a diffuse neck formation at high strain rates, using the
proposed constitutive model and finite element method. The results indicate that a change in the mobile dislocation
density, together with thermal softening, has substantial effects on apparent work hardening behavior at high strain
rates, although the change in the mobile dislocation density is transcribed at macroscopic scale in the model. Finally,
we discuss characteristics of true stress–true strain curves at various strain rates, and their correlation with the plastic
instability behavior.
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1. Introduction

Interstitial-free (IF) steel generally has low yield strength, high Lankford�s r-value, high strain rate sen-
sitivity and good formability. IF steel is widely used as a base material to develop high-strength steels with
addition of Mn, Si, P, etc.

It is known that the ductility of IF steel under uniaxial tensile tests decreases with increase of imposed
strain rate, exhibiting a very large upper yield limit at a high strain rate (Uenishi and Teodosiu, 2003; also
see Fig. 3 in the next section). Almost the same tendency was observed for pure irons, and the reduction of
the ductility at a high strain rate was referred to as high-velocity brittleness in Kawata et al. (1985). Such
complicated material behaviors under high strain rate tensile tests have not been fully investigated so far.

In this paper, first, an experimental investigation of the mechanical response of an IF steel sheet over a
wide range of strain rates from 0.001/s to 750/s is carried out. Tensile tests at relatively high strain rates,
exceeding 100/s, are performed at an initial room temperature, using the so-called one bar technique devel-
oped on the basis of the Hopkinson bar method (Kawata et al., 1979; Itabashi, 2003). Thermal softening
behavior of the material is also investigated. Secondly, in order to express the complicated material re-
sponse, we develop a new constitutive model that takes into account effects of a change in the mobile dis-
location density and thermal softening. The model can be easily applicable to large-scale engineering
computations, because it is macroscopically formulated. We try to reproduce the tensile response including
a diffuse neck formation at high strain rates, using the proposed constitutive model and finite element meth-
od. The results indicate that a change in the mobile dislocation density, together with thermal softening, has
substantial effects on apparent work hardening behavior at high strain rates, although the change in the
mobile dislocation density is transcribed at macroscopic scale in the model. It is shown that the proposed
model has a sufficient capability to reproduce the complicated material response over a wide range of strain
rates. Finally, we discuss characteristics of true stress–true strain curves at various strain rates, and their
correlation with the plastic instability behavior.
2. Experiments

The material used is a commercial IF steel sheet with 1.2 mm thick (mass %: 0.001 C, 0.08 Mn, 0.052 Ti,
0.032 Al, 0.004 Si, 0.012 P, 0.007 S), which was hot and cold-rolled and was subsequently subjected to
recrystallization and annealing. Fig. 1 shows the optical micrograph of an undeformed sample. The average
grain size in this figure is about 20 lm.

Mechanical tensile tests at different nominal strain rates from 0.001/s to 750/s were carried out at room
temperature. The tensile tests at nominal strain rates higher than 100/s were conducted using a one bar type
of Hopkinson method, referred to henceforth simply as one bar method (Kawata et al., 1979; Itabashi,
2003), whereas an Instron-type testing machine was employed for the tests at nominal strain rates lower
than about 1/s. A schematic illustration of the one bar method and the specimen shapes are shown in Fig. 2.

In the original Hopkinson bar method, the specimen is placed between two long, uniform, cylindrical
bars. One of the bars (the incident bar) is used to give a stress pulse, which is generated in some cases
by a striker tube, and the other (transmitter bar) is used to measure the stress in the specimen, which is
proportional to the amplitude of the transmitted wave. The duration of the stress pulse limits maximum
strain of the specimen at a given strain rate, and thus it is not always simple to carry out experiments
for ductile materials. An impact block, instead of the incident bar, features the one bar method. As shown
in Fig. 2(a), the testing system of the one bar method consists of an impact block, a hammer, an output bar
and a specimen. When the hammer gives an impact to the impact block, the specimen is deformed in ten-
sion. Simultaneously, the elastic wave starts to propagate in the output bar. A strain value eg(t) of the out-
put bar is measured at a distance a from the end of the output bar, where t is the natural time, In addition,



Fig. 1. Optical micrograph of IF steel sheet material.
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an electro-optical displacement transducer is used to measure the velocity V(t) of the impact block. Using
one-dimensional elastic wave theory, the nominal strain eN(t) and nominal stress rN(t) of the specimen are
calculated as follows (Kawata et al., 1979):
eNðtÞ ¼
1

Ls

Z t

0

V ðnÞ � ceg nþ a
c

� �h i
dn; ð1Þ

rNðtÞ ¼
AoEoegðt þ a=cÞ

As

; ð2Þ
where Ls and As are the gage length and cross-sectional area of the specimen, and Ao, Eo and c are the cross-
sectional area, Young�s modulus and longitudinal elastic wave velocity of the output bar, respectively. The
derivative of eN(t) with respect to the time t gives a nominal strain rate. The one bar method can fundamen-
tally extract a feature of the material response without apparent vibration effects that are usually seen for a
short load cell causing multiple passage of reflected longitudinal elastic waves. The one bar equipment em-
ployed here has been further improved by adding attachments for preventing initial lateral vibrations of the
output bar, which causes a pseudo-initial stress peak at a yield point (Yoshida, 2001; Uenishi et al., 2003).
As a consequence, an experimental result obtained with this improved equipment can be regarded as a plain
material response free from any apparent vibration effect. All the specimens were made so that the tensile
axis coincides with the rolling direction (RD).

Fig. 3 shows nominal stress–nominal strain curves at several strain rates. The nominal stress is given by
dividing the tensile load by the initial cross-sectional area of the parallel gage region (the nominal stress is
given by Eq. (2) for the one bar tests). The nominal strain is obtained by dividing the elongation by the
corresponding reference gage length (the nominal strain is given by Eq. (1) for the one bar tests). The ref-
erence gage length is chosen to be 10 mm (= Ls) for the one bar tests as shown in Fig. 2(b), while it is taken
to be 8 mm for the low strain rate tests (61/s) following the length of the extensometer used. In a strict sense, the
overall nominal stress–nominal strain curves for the high and low strain rates cannot be compared directly
because of the difference of the reference gage lengths. But, it is clearly seen that the ductility of the spec-
imen is much greater at the low strain rates than at the high strain rates. Fig. 4 shows photographs of
the specimens after testing. It is seen from Fig. 3 that the profiles of the nominal stress–nominal strain
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Fig. 2. Testing method and specimens: (a) schematic diagram of the one bar method, (b) specimen for high strain rate tensile tests with
the one bar method, (c) specimen for quasi-static tensile tests with an Instron-type machine.
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curves for the strain rates of 250/s and 750/s are very different from those for the strain rates of 0.001/s,
0.1/s and 1/s. The initial peak of stress (to say a distinct upper yield limit) develops in the cases of the strain
rates of 250/s and 750/s. This stress peak is a real material response, not a pseudo-peak caused by vibration
effects, as mentioned before. The drop of the tensile load, which prompts a diffuse neck development and
the subsequent fracture, occurs much earlier at the strain rates of 250/s and 750/s than at the lower strain
rates. These results are in agreement with those reported in Uenishi and Teodosiu (2003). It is seen from
Fig. 4 that the breakage occurred after the sufficient development of diffuse neck. Hence, a ductile fracture
is said to occur even at a high strain rate of 750/s, although the term ‘‘high-velocity brittleness’’ was defined
and used to represent the phenomenon of the reduction in elongation at high strain rates (Kawata et al.,
1985).
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Fig. 4. Specimens after tensile tests at nominal strain rates of 750/s (left) and of 0.001/s (right).
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Table 1
Experimentally measured Lankford�s r-values

Tensile direction relative to RD r-Value

0� 2.22
45� 1.85
90� 2.77
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In addition to the above experiments, we conducted other sets of tensile tests, using conventional
dumbbell-shaped specimens, in order to measure the temperature dependence of flow stress and Lankford�s
r-values (the ratio of width to thickness plastic strain). Fig. 5 shows the results for the temperature depen-
dence of flow stress (true stress) at various levels of uniaxial true strain (the tensile axis coincided with RD
for all the cases). These tensile tests were carried at a nominal strain rate of 0.002/s. Table 1 shows the
r-values at a 15% plastic strain for three tensile directions, i.e. 0�, 45� and 90� relative to RD. The r-values
will be used to evaluate the plastic anisotropy of the sheet.
3. Constitutive modeling

3.1. Preliminary: physically-based considerations

The slip rate _c on any active slip system in a crystal is given by Orowan�s equation,
_c ¼ bqm�t; ð3Þ

where b is the magnitude of the Burgers vector, qm is the density of the mobile dislocations, and �t is
the average velocity of the mobile dislocations in the direction of the slip vector for the considered slip
system.

For thermally activated dislocation motion, the average velocity �t of moving dislocations is modeled by
an Arrhenius type of equation
�t ¼ x0‘ exp �DG
kT

� �
; ð4Þ
where ‘ is the average effective barrier spacing, x0 is the attempt frequency of the dislocation segment, k is
the Boltzmann constant, T is the absolute temperature, and DG is the activation energy that a dislocation
must use through its thermal activation in order to overcome its short-range barrier. It follows from Eqs.
(3) and (4) that
_c ¼ _cR exp �DG
kT

� �
ð5Þ
with
_cR � bqmx0‘. ð6Þ

Several formulations for DG have been suggested, using a concept of additive decomposition of athermal
and thermal activation parts of stress (e.g. Kocks et al., 1975). Alternatively, several more phenomenolog-
ical models for _c have been proposed, such as models by Johnston (1962) and by Hahn (1962). In both the
approaches, _c can be written in a general form
_c ¼ _cR �Wðs; c; T Þ; ð7Þ
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where W is a function of the resolved shear stress s acting on the slip system, the amount of slip c and the
temperature T.

Usually, the factor _cR ¼ bqmx0‘ defined in Eq. (6) is assumed to be constant, because (i) x0 is constant,
(ii) ‘ is constant (= b) for the Peierls barrier in most b.c.c. metals, and (iii) it is generally considered that the
mobile dislocation density qm is approximately constant during steady plastic straining. Therefore, if we
suppose a variation in _cR, it must reflect directly the change in qm, i.e. we question the above assumption
(iii). It has been known that the yield-point phenomenon of iron and related b.c.c. metals is well reproduced
when _cR is assumed to increase with plastic strain c (Johnston and Gilman, 1959; Johnston, 1962; Hahn,
1962; Yoshida, 2000).

3.2. Macroscopic constitutive modeling

In this study, we intend to perform numerical computations using a macroscopically formulated consti-
tutive model, not crystal plasticity. Approaches to macroscopic modeling of the viscoplastic behavior of
metals at a high strain rate are roughly divided into two groups. One is approaches based on Eq. (5), in
which DG is assumed as a function of thermally activated component of the flow stress at a macroscopic
scale (e.g. Kocks et al., 1975; Zerilli and Armstrong, 1987; Nemat-Nasser and Guo, 2003). The other is
more phenomenological approaches apart from Eq. (5) (e.g. Johnson and Cook, 1983; Khan and Liang,
1999).

In both the approaches, a general form for viscoplastic models is written as
_U ¼ _eR �Wð�r; ep; T Þ ð8Þ

similar to Eq. (7), where _U is a strain rate in one-dimensional theories or an overstress function in three-
dimensional theories, _eR is a reference strain rate, �r is an equivalent stress, and ep is an equivalent plastic
strain. We have to give appropriate formulations for W and _eR.

Firstly, here we adopt the following phenomenological expression for W:
Wð�r; ep; T Þ ¼ exp
�r� gðepÞ � XðT Þ

D � XðT Þ

� �
; ð9Þ
where g(ep) is a strain hardening function, D is a viscosity parameter with dimension of stress, which, in
general, may vary with ep, and X(T) is a nondimensional thermal softening function. Use of Eq. (9) in
Eq. (8) gives
�r ¼ gðepÞ þ D ln
_U

_eR

� �� �
XðT Þ. ð10Þ
When we regard g(ep) and D respectively as g(ep) = C1 + C2e
pn and D = C3 Æ g(ep) with C1, C2, and C3 being

material constants, the model of Eq. (10) is identified with Johnson–Cook (JC-) (Johnson and Cook, 1983)
model that had much success in various engineering applications. In case of the original JC-model, the
derivative of g(ep) with respect to ep becomes infinite at ep! 0. This is a rather severe restriction for repro-
ducing experimental stress–strain curves. For this reason, in our model, g(ep) is taken to be the following
equation
gðepÞ ¼ ry0 1þ ep

e0

� �n

; ð11Þ
where ry0 is a reference stress, e0 and n are material parameters. In case of JC-model, the hardening rate
d�r=dep at a certain strain will increase when the strain rate increases, because the viscosity parameter D

increases depending on the increase in g(ep), as is schematically illustrated in Fig. 6(a). According to Liang
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and Khan (1999), the direct dependence of D on g(ep) yields appropriate predictions for the behavior of
copper and nickel. Our preliminary investigation suggested, however, that this dependence yields poor pre-
dictions for the behavior of IF steel, whereas an assumption that D is constant gives a good correlation with
experimental results. The schematic illustration with the assumption of constant D is given in Fig. 6(b).

The thermal softening function is taken to be
XðT Þ ¼ 1� T � T R

T M � T R

� �p

; ð12Þ
where TR is a reference temperature, TM is the melting temperature of the material, and p is a material con-
stant. Since the material response under room temperature is considered here, TR is chosen to be room
temperature.

Next, we will formulate the reference strain rate _eR. The _eR in Eq. (8) corresponds to _cR in the slip rate
model (Eq. (7)). In most applications, _eR has been assumed to be constant. Contrary to these approaches,
we consider here a time dependence of _eR. That is, it is assumed that the mobile dislocation density qm in-
creases with passing of time under a certain stress condition, because the initial mobile dislocation density
in IF steel is normally not sufficient to generate plastic flow at steady state. Nesterova et al. (2001) reported
based on a TEM observation that the matrix grains in an undeformed IF steel occurred practically dislo-
cation free. If we consider plastic straining only at quasi-static strain rates, the rise time of the dislocation
density can be negligible compared to observed time. As far as high strain rate deformation is concerned,
this assumption should be challenged. Thus, time dependence of the mobile dislocation density is consid-
ered here. The natural time, t, is not appropriate as a measure of internal time in the material, in principle,
because the change in temperature and the change in strain rate are equivalent from a viewpoint of the ther-
mal activation concept. As an internal time parameter, the following nondimensionalized �t is introduced:
�t ¼ t � �mðT Þ. ð13Þ

Here, the coefficient �mðT Þ is defined by
�mðT Þ ¼ �mR exp �A
1

T
� 1

T R

� �� �
; ð14Þ
where A is a material parameter having the dimension of temperature, �mR is a parameter having the dimen-
sion of (natural time)�1. Eq. (14) is derived, assuming that a change in the average frequency of thermal
motion of atoms is proportional to exp(�A/T). According to Eq. (13) with Eq. (14), the natural time at
any temperature T is normalized to the time scale at TR.
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An effective internal time parameter �teff for ‘‘plastic’’ straining is defined by
�teff ¼ h�tp ��tlagi ð15Þ

with
�tp ¼ tp � �mðT Þ; tp ¼
Z

dt for �r > rFRðT Þ; ð16a; bÞ

�tlag ¼ tR
lag � �mR. ð17Þ
Here, h i are the Macauley brackets, tp is the natural passing time for plastic straining, rFR(T) is a stress
value beyond which the Frank–Read mechanism becomes macroscopically active, and tR

lag is the initial
lag time of material response observed at TR, which corresponds to a finite time period for initial generation
of the mobile dislocations.

Using the effective internal time parameter, �teff , introduced above, the time dependence of _eR is formu-
lated as
_eR ¼ f1ð�teffÞ � f2ðepÞ; ð18Þ

where the function f1ð�teffÞ having dimension of (natural time)�1 portrays phenomenologically the influence
of increase in qm with �teff , while the dimensionless function f2(ep) models the increase in qm with increasing
plastic deformation. When f1ð�teffÞ is assumed to be constant, the framework of the model reduces to that of
the yield-point models (Johnston and Gilman, 1959; Johnston, 1962; Hahn, 1962; Yoshida, 2000). Mean-
while, Eq. (18) can describe the phenomenon that qm increases with �teff , if f1ð�teffÞ is properly formulated. In
this study, the latter case is considered, assuming that f2 = 1 throughout the deformation.

In the present study, the function f1ð�teffÞ is taken to be
f1ð�teffÞ ¼ _er0 þ ð_era � _er0Þ½1� expð��teffÞ�; ð19Þ

where _er0 and _era (_er0 < _era) with dimension of (natural time)�1 are the initial and asymptotic values of
f1ð�teffÞ, respectively. Eq. (19) models, in a macroscopic manner, the phenomenon that the initially low mo-
bile dislocation density increases with passing time under the stress condition shown in Eq. (16b). This is a
natural consideration for IF steels, as is explained before. In this paper, Eq. (19), as a first choice among
numerous possibilities, is applied to predictions of the material behavior under a rather narrow range of
temperature. Therefore, we assume that �mðT Þ � �mðT RÞ ¼ �mR for simplicity in the present application. Then,
the definition of �teff reduces to
�teff ¼ htp � tR
lagi�mR. ð20Þ
Under this simplification, we need not specify the value of the additional material constant A.

3.3. Three-dimensional description of the constitutive model

Since we consider a rolled sheet of IF steel, effects of plastic anisotropy due to crystallographic texture
are not negligible. The equivalent stress �r is represented by Hill�s quadratic function (Hill, 1948),
�r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3

2ðF þ Gþ HÞ

s
½F ðr̂22 � r̂33Þ2 þ Gðr̂33 � r̂11Þ2 þ Hðr̂11 � r̂22Þ2 þ 2Lr̂2

23 þ 2M r̂2
31 þ 2N r̂2

12�
1=2
;

ð21Þ
where F, G, H, L, M and N are anisotropic coefficients assumed to be constant for simplicity, and r̂ij are the
components of Cauchy stress tensor r in reference to the orthotropic axes x̂i. The rolling direction, RD, the
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transverse direction, TD, and the normal direction, ND, are chosen to coincide initially with the axes x̂1; x̂2

and x̂3, respectively. The orthonormal base (unit) vectors corresponding to x̂i are denoted by ni, then the
stress components on this triad are calculated by r̂ij ¼ ni � r � nj. When 3F = 3G = 3H = L = M = N, Eq.
(21) reduces to the von Mises equivalent stress.

The ry0 in Eq. (11) and D in Eq. (10) are determined by
ry0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ðGþ HÞ

2ðF þ Gþ HÞ

s
r0; ð22Þ

D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ðGþ HÞ

2ðF þ Gþ HÞ

s
D0; ð23Þ
where r0 and D0 are a reference stress and a viscosity parameter determined through uniaxial tension tests
in the x̂1-direction (RD). The coefficient with F, G and H in front of r0 and D0 in Eqs. (22) and (23) have
been introduced so that Eq. (10) reduces to
r̂11 ¼ r0 1þ ep

e0

� �n

þ D0 ln
_U

_eR

� �� �
XðT Þ ð24Þ
for the uniaxial tension in the x̂1-direction. In the isotropic case, ry0 = r0 and D = D0.
We choose the current configuration of deformed solid as the reference state. In the following description

of the three-dimensional model, a fixed rectangular Cartesian coordinate system is used. The spatial veloc-
ity gradient is represented by lij = oti/oxj, where ti is the velocity of the material particle and xj is its current
position. The lij is decomposed into the rate of deformation dij and the continuum spin wij as
lij ¼ dij þ wij; ð25Þ

dij ¼
1

2
ðlij þ ljiÞ; ð26Þ

wij ¼
1

2
ðlij � ljiÞ. ð27Þ
Throughout the present paper, we assume that elastic deformation is much smaller than plastic deforma-
tion. The rate of deformation dij is decomposed into elastic and plastic parts as
dij ¼ de
ij þ dp

ij; ð28Þ
where superscripts e and p stand for �elastic� and �plastic�. We assume a linear elastic response for the elastic
part de

ij:
r
r

ij ¼ Cijkld
e
kl ¼ Cijklðdkl � dp

klÞ; ð29Þ

r
r

ij � _rij � wikrkj þ rikwkj; ð30Þ
where the superposed dot denotes the material time derivative, Cijkl is a fourth order elastic moduli, which
is, in this paper, assumed to be determined by Young�s modulus E and Poisson�s ratio m, and the superposed
$ denotes the Jaumann rate with respect to the continuum spin wij.

The plastic rate of deformation is given by a viscoplastic flow rule,
dp
ij ¼ _UN p

ij; ð31Þ
where the tensor N p
ij defines the �direction� of dp

ij, and _U is given by Eq. (8) with Eqs. (9), (18), (19). In this
paper, an associated flow rule is adopted, i.e. Np

ij � o�r=orij. The equivalent plastic strain ep is defined by

ep ¼
R ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2=3Þdp

ijd
p
ij

q
dt.
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Assuming the adiabatic condition for high strain rate tensile tests (higher than 100/s), the heating of the
material due to the dissipated plastic work can be derived from
_T ¼ ah

qcp

rijd
p
ij; ð32Þ
where q is the mass density, cp is the specific heat, ah is the heat conversion ratio taken equal to unity in the
case of adiabatic heating for high strain rate tensile tests (faster than 100/s). For low strain rate tensile tests
(slower than 1/s), we assume the isothermal condition, i.e. _T is set to be zero.

During deformation, it is assumed that the orthonormal vectors ni attached to the anisotropic axes rotate
according to the continuum spin tensor w, i.e. _ni ¼ w � ni. This is a rather simple approximation compared
to the previous studies (Kuroda, 1997, 1999; Kuroda and Tvergaard, 2000, 2001a) in which the plastic spin
concept was introduced. In the present problem, the three orthotropic axes of the material initially coincide
respectively with the thickness, width and tension directions of the specimen, and the rotation of the axes
will not be so large. Therefore, it is believed that the above simple assumption is sufficient for the present
tensile problem.
4. Computations of tensile tests and comparison with experimental results

4.1. Computational procedure and problem formulation

In the computational procedure, the constitutive equation, Eq. (29) with Eq. (31), is rewritten by use of a
rate-tangent modulus method (Peirce et al., 1984), in order to perform stable numerical calculations. Then,
the constitutive equation is implemented into a finite element method. As mentioned in Section 2, the tensile
tests at high strain rates were performed using the improved one bar method (Yoshida, 2001; Uenishi et al.,
2003), which can extract features of the exact material response free from any apparent vibrational phe-
nomenon that would be caused by the multiple passage of reflected longitudinal elastic waves. Correspond-
ing to this, the finite element method employed is based on a quasi-static formulation without the inertial
effect (e.g. McMeeking and Rice, 1975).

The finite element model of the tensile specimen is shown in Fig. 7. Considering symmetric conditions of
the specimen, only one octant portion is modeled. Twenty node isoparametric three-dimensional elements
Fig. 7. Simplified finite element model of the tensile specimen.
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with eight Gaussian integration points (reduced integration) are used. The model geometry is rather sim-
plified in comparison to the whole geometry of the real specimens shown in Fig. 2. But, this model is suf-
ficient to predict the plastic deformation behavior of the specimen, because the part outside the parallel
gage region will undergo extremely small plastic deformation even after the parallel gage region is subjected
to a very severe plastic deformation.

The boundary conditions of the model are
t1 ¼ 0 and _q2 ¼ _q3 ¼ 0 on X 1 ¼ 0;

t2 ¼ 0 and _q1 ¼ _q3 ¼ 0 on X 2 ¼ 0;

t3 ¼ 0 and _q1 ¼ _q2 ¼ 0 on X 3 ¼ 0;

t3 ¼ _U C and t1 ¼ t2 ¼ 0 on X 3 ¼ LC;
where Xi denotes the position of a material particle in the initial configuration, and _qi denotes the traction
rate. All the remaining surfaces are traction free. The prescribed displacement rate _UC is determined from
the corresponding experimental condition. The point A corresponds to the position at which the extensom-
eter for the low strain rate tensile tests was attached, and LA is taken to be 4 mm, according to the length of
the extensometer shown in Fig. 2(c). The length LB is 5 mm, following the size of the specimen. The length
LC is taken to be 7.5 mm. RD is initially coincident with the tensile axis.

4.2. Computational results and comparison with experimental results

Fig. 8 shows the dependence of the flow stress on temperature and its approximation by use of Eq. (12).
The data plotted in Fig. 8 are reproduced from Fig. 5, but are normalized by the flow stress at TR (= 298 K)
for each strain level. With the melting temperature approximated as TM � 1800 K, the exponent p in Eq.
(12) is determined as 0.685 by a regression analysis.

Ratios of the anisotropic coefficients F/H, G/H and N/H are determined using the r-values shown in
Table 1, i.e.
F
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where r0, r45 and r90 are the r-values at 0�, 45� and 90� relative to RD. The remaining two anisotropic coef-
ficients L and M cannot be determined from the present experimental data. Here, we assume that
L = M = 3H. It is believed that the assumption does not much affect the results because the shear stress
components r̂23 and r̂31 remain small compared to the other stress components.

The strain hardening parameters, r0, e0 and n, and the viscosity parameter, D0, are determined using the
experimental data for the low strain rate tension tests. The values of the material parameters for _eR (i.e.
_er0; _era; tR

lag and �mR) are determined with reference to the results for the high strain rate tension tests. It
is difficult to estimate these parameter values by completely independent experiments, because the measure-
ment of continuous variation in the mobile dislocation density during high strain rate deformation is a for-
midable task. Nevertheless, the model of _eR in Eqs. (18)–(20) with only the four parameters is sufficiently
simple for representing the complicated viscoplastic behavior of IF steel. Table 2 summarizes the values of
all the constants for numerical computations.

Computed curves of nominal stress versus nominal strain are depicted in Fig. 9(a) and (b), together with
the corresponding experimental curves reproduced from Fig. 3. Fig. 9(a) shows the results for the nominal
strain rates of 250/s and 750/s. The nominal strain in the computations is calculated as UB/LB, where UB is
the displacement of the point B (see Fig. 7) in the x3-direction. The adiabatic condition has been assumed.
As is seen from Fig. 9(a), good correlation between the experimental results and the computational results
is obtained, except for the final stage of the deformation, i.e. the computations do not predict the sudden
drop of the nominal stress at the final stage. The initial stress peak has been reproduced in the
computations.

Fig. 9(b) shows the results for the nominal strain rates of 0.001/s, 0.1/s and 1/s. In these computations,
the nominal strain is calculated as UA/LA, where UA is the displacement of the point A (see Fig. 7) in the x3-
direction. It is seen that the model somewhat overestimates the ductility of the specimens. This may be
partly attributed to the assumption of the constant D (or D0) for the whole range of strain rate considered
here, which might have been too simple. As is known, a small variation in the viscosity much affects the
strain localization behavior (e.g. Kuroda and Tvergaard, 2001b). Although there is such a quantitative dis-
crepancy between the experimental and the computational results at low strain rates, the fundamental
material responses observed in the experiments are predicted by the proposed model.
Table 2
Values of the constants for the IF-steel

Constants Values Constants Values

E [GPa] 200 TM [K] 1800
m 0.3 p 0.685
r0 [MPa] 180 q [kg/m3] 7.87 · 103

e0 0.00675 cp [J/kg/K] 461
n 0.22 ah 1.0
D0 [MPa] 10.8 F 0.361
tR
lag [s] 1.0 · 10�5 G 0.450
_er0 [/s] 1.0 · 10�9 H 1.0
_era [/s] 0.1 L 3.0
�mR [/s] 50 M 3.0
rFR(TR) [MPa] 10a N 1.91
TR [K] 298

a The critical resolved shear stress to activate the Frank–Read mechanism is given by sFR ¼ lb=�d, where l is the shear elastic
modulus (�80 GPa), b is the magnitude of Burgers vector (= 0.25 nm), and �d is the average distant between pinning points for
dislocations, which was estimated by a SEM observation as 1–10 lm. Using these values, sFR is estimated as 2–20 MPa, and here rFR is
assumed to be 10 MPa. But, it has been confirmed that the value of rFR does not much affect the computational results.
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Figs. 10 and 11 show deformed meshes and contours of the equivalent plastic strain ep at three stages of
elongation for nominal strain rates of 750/s and of 0.1/s, respectively. Fig. 10(a) shows the deformed state
right after the occurrence of the initial peak of nominal stress. The overall deformation and the distribution
of the plastic strain are almost identical to those shown in Fig. 11(a) that depicts the result for 0.1/s at
almost the same amount of elongation. This means that the occurrence of the initial peak of nominal stress
has no significant effect on the progress of deformation. The experimentally observed deformation behavior
including the diffuse neck formation (Fig. 4) has been well reproduced by the computation. The computa-
tions have taken into account the material anisotropy through the r-values. The IF steel used here has
rather high r-values whose average is more than two (see Table 1). In the case of a material with high
r-values, the reduction of width is more dominant than the reduction of thickness. Within the diffuse neck
region, the neck in the width direction develops largely rather than thinning, as is seen in Fig. 10(d). It has
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been confirmed that a more significant thinning and a less reduction of the width are predicted when isot-
ropy is assumed, although their depiction is omitted here. In the present constitutive model, any effect of
material damage and breakage is not accounted for. At the deformation stage corresponding to
Fig. 10(c) and (d) (at a nominal strain of 0.320), the drop of the tensile load in the experiment is very steep,
as is seen in Fig. 9(a). The breakage might have already started in the real specimen at this stage.

In the computations shown in Fig. 9(a) and Fig. 10 for strain rates of 250/s and 750/s, the adiabatic heat-
ing has been assumed. Fig. 12 exhibits the effect of the thermal softening on the predicted results through a
comparison of the cases of the adiabatic and isothermal conditions. It is clearly seen that the thermal soft-
ening yields a lower tensile load and less ductility. But, it is clear that the fundamental characteristic of the
Fig. 10. Deformed finite element meshes and contours of equivalent plastic strain at nominal strains of (a) 0.028, (b) 0.148 and (c)
0.320 for a nominal strain rate of 750/s. (d) shows a different view of (c).
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mechanical response has been predicted without the heating and softening effects. This means that the typ-
ical stress–strain response of IF steel at a high strain rate has been captured mainly by the present time-
dependent model of _eR.
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5. True stress–strain relations

In our experimental investigation with the thin IF steel sheet, true stress–true strain relations could not be
extracted directly from the experimental results, because the significant neck development occurs in the ten-
sile tests, as already shown, unlike in the compression tests using Hopkinson-bar technique with a thick
cylindrical specimen. The proposed model with the material parameter values given in Table 2 could repro-
duce rather well the nominal stress–nominal strain relations and the deformation behavior including the
neck formation, especially at high strain rates. It is considered that the true stress–true strain curves can
reasonably be reproduced by performing simulations of a uniaxial uniform tension with the same set of
the material parameter values.

Fig. 13 shows computed true stress–true strain curves at various nominal strain rates, which were
obtained using a single finite element (assuming homogeneous deformation). Fig. 14 shows curves of
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hardening modulus (slope of true stress–true strain curve) versus true strain, which are calculated from the
curves shown in Fig. 13. (The moduli corresponding to the initial stress peak at high strain rates have not
been depicted.) Smaller hardening modulus is observed at the higher strain rates even in the case of isother-
mal condition. The small _eR at an initial stage of deformation, which physically corresponds to a small
initial amount of qm, causes the significant rise in stress at the early stage of high strain rate tension, even
if the initial stress peak is left out of consideration. This stress rise at the early stage induces a subsequent
smaller hardening modulus. It is clear that the smaller hardening modulus yields an earlier formation of
diffuse neck (e.g. Swift, 1952). Then, the less ductility is observed for a high strain rate tensile test.
6. Concluding remarks

The final breakage of the IF steel sheet specimen at a high strain rate occurs after the diffuse neck has
developed, as is seen in Fig. 4. Thus, the fracture of IF steel at a high strain rate is fairly said to be a ductile

fracture. However, the ductility of IF steel is significantly reduced at a high strain rate. The reduction of
ductility is caused by an earlier development of the diffuse neck. The occurrence of the diffuse neck is
governed by the amount of instantaneous hardening modulus, which is strain rate dependent. A smaller
hardening modulus yields an earlier development of diffuse neck. In the proposed constitutive model,
the smaller hardening modulus at a high strain rate, which is observed in the real material, is reproduced
thanks to the time-dependent relation for the reference strain rate _eR, Eq. (18) with Eq. (19). The small
amount of _eR at an initial stage of deformation causes a significant rise in the flow stress at an early stage,
and then _eR increases with passing time under a certain stress condition. The time-dependent _eR models
macroscopically the phenomenon that an initially low mobile dislocation density increases significantly
with continuous loading. This is a natural consideration for IF steel that has properties similar to pure
irons. It is shown in Figs. 9–11 that the present constitutive model has a sufficient capability to reproduce
the mechanical response of IF steel over a wide range of strain rates.

The present model, which is described in Section 3.2, has been formulated macroscopically. One may
consider a direct use of a physically-based thermal activation model (e.g. Kocks et al., 1975) for
Wð�r; ep; T Þ instead of Eq. (9). This is worth pursuing. In this case, a more physical model for _eR in which
realistic value and variation of qm are considered should be formulated.

In conclusion, a new macroscopic viscoplastic model has been proposed, taking into account the effect of
the change in the mobile dislocation density. The proposed model has a sufficient capability to reproduce
the strongly strain rate sensitive material response of IF steel.
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