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Abstract

Multivariate integration of high dimension s occurs in many applications. In many such

applications, for example in finance, integrands can be well approximated by sums of

functions of just a few variables. In this situation the superposition (or effective) dimension is

small, and we can model the problem with finite-order weights, where the weights describe the

relative importance of each distinct group of variables up to a given order (where the order is

the number of variables in a group), and ignore all groups of variables of higher order.

In this paper we consider multivariate integration for the anchored and unanchored (non-

periodic) Sobolev spaces equipped with finite-order weights. Our main interest is tractability

and strong tractability of QMC algorithms in the worst-case setting. That is, we want to find

how the minimal number of function values needed to reduce the initial error by a factor e
depends on s and e�1: If there is no dependence on s; and only polynomial dependence on e�1;

we have strong tractability, whereas with polynomial dependence on both s and e�1 we have

tractability.

We show that for the anchored Sobolev space we have strong tractability for arbitrary finite-

order weights, whereas for the unanchored Sobolev space we have tractability for all bounded

finite-order weights. In both cases, the dependence on e�1 is quadratic. We can improve the

dependence on e�1 at the expense of polynomial dependence on s: For finite-order weights, we

may achieve almost linear dependence on e�1 with a polynomial dependence on s whose degree

is proportional to the order of the weights.
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We show that these tractability bounds can be achieved by shifted lattice rules with

generators computed by the component-by-component (CBC) algorithm. The computed

lattice rules depend on the weights. Similar bounds can also be achieved by well-known low

discrepancy sequences such as Halton, Sobol and Niederreiter sequences which do not depend

on the weights. We prove that these classical low discrepancy sequences lead to error bounds

with almost linear dependence on n�1 and polynomial dependence on d: We present explicit

worst-case error bounds for shifted lattice rules and for the Niederreiter sequence. Better

tractability and error bounds are possible for finite-order weights, and even for general weights

if they satisfy certain conditions. We present conditions on general weights that guarantee

tractability and strong tractability of multivariate integration.

r 2003 Published by Elsevier Inc.
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1. Introduction

In mathematical modeling of many problems, it is observed that although the
number of input variables can be very large, functions mainly depend on groups of
just a few variables at a time. For instance, the functions arising in finance often
depend on groups of two or three variables, see [1,23,24], in the sense that a function
of x ¼ ðx1; x2;y; xsÞ with large or very large s can be well approximated by

f ðxÞ ¼
X

uDf1;y;sg; juj¼q�

fuðxuÞ ð1Þ

with a relatively small value q�: Here xu is the juj-dimensional vector of components
xj of the vector x for jAu; and fu is a function of juj variables. This means that f can

be represented as a sum of ð s
q�Þ functions, each of which is a function of at most q�

variables. It is often said that such a function f has superposition (or effective)
dimension q�: If q� is small, say 2 or 3; then f has small superposition dimension even
though its nominal dimension s can be arbitrarily large.

Assume for convenience that all fu in (1) have continuous mixed first partial
derivatives. Then f has continuous mixed first derivatives but the only non-zero

partial derivatives ð
Q

jAu
@
@xj
Þf are those for which jujpq�: In this case, we should

embed f into a space Hs of functions of superposition dimension q�: In this
paper we achieve this by choosing Hs as the anchored or unanchored Sobolev space
equipped with finite-order weights whose order corresponds to the superposition
dimension; see Section 2 for formal definitions. Here we only mention that for any
uDf1;y; sg; we assign a weight gs;u that moderates the importance of the term fu:

As in [2], we say that the weights fgs;ug are finite-order if there exists an integer q

such that

gs;u ¼ 0 for all s and for all u with juj4q; ð2Þ
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and say that the order is q� if q� is the smallest integer q with this property. We
believe that finite-order weights capture the essence of many high-dimensional
problems of computational importance, and that in many cases q� is small.

We study the problem of multivariate integration over the s-dimensional unit cube
for functions from the space Hs:

Isð f Þ :¼
Z
½0;1
s

f ðxÞ dx; 8fAHs:

The dimension s can be very large. For instance, dimensions of hundreds or
thousands are common in computational finance, see [12]. For large s; classical
methods based on the Cartesian product of a one-dimensional integration
rule such as trapezoidal rule, Simpson’s rule, Gaussian rule, etc., are not
efficient due to the curse of dimensionality. That is, to guarantee that the

error is at most e we must compute roughly e�s=r function values, where r is the
smoothness of integrands from Hs: In our case r ¼ 1 and we have exponential
dependence on s:

In this situation the Monte Carlo (MC) and quasi-Monte Carlo (QMC)
algorithms become the only known viable numerical methods for high-dimensional
integration. These algorithms take the average of function values over selected points
as the approximation of the integral:

Qn;sð f Þ :¼ Qn;sð f ;PnÞ :¼
1

n

Xn�1

k¼0

f ðxkÞ; ð3Þ

where Pn :¼ fx0; x1;y; xn�1g is a set of random points for MC, and a set of
deterministic points for QMC. The advantage of MC is that for square-integrable

functions their convergence order Oðn�1=2Þ is independent of the dimension s:
However, this rate of convergence is slow, and the implied factor in the big O

notation may depend exponentially on s; see [19].
Some QMC algorithms have proved to be very efficient for high-dimensional

integration, as reported in many papers, see for instance [12]. Furthermore, they

converge with the improved rate of convergence Oðn�1þdÞ for any positive d and with
the implied factor dependent on d and independent of s: This holds for weighted
Sobolev classes, and with even faster convergence possible for weighted Korobov
spaces of periodic smooth functions, see e.g., [2,18].

An important example of QMC algorithms is given by lattice rules, see [9,13]. For
example, a rank-1 lattice rule has the form

Qn;sð f Þ ¼ 1

n

Xn�1

k¼0

f
kz

n

� �� �
; ð4Þ

where z ¼ ðz1; z2;y; zsÞ is the generating vector with no factor in common with n;
and the notation fxg means the vector whose jth component is the fractional part of
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xj: A shifted rank-1 lattice rule has the form

Qn;sð f Þ ¼ 1

n

Xn�1

k¼0

f
kz

n
þ D

� �� �
; ð5Þ

where DA½0; 1Þs is the shift.
Other important QMC algorithms are the rules based on digital nets, such as the

Sobol [20] or Niederreiter point sets [9]. The convergence order of lattice rules or
digital nets for functions from a Korobov or Sobolev class is of the form

Oðn�aðlog2 nÞbÞ for some a41
2

and b of order s: The ðlog2 nÞb factor can be

overwhelming, and the implied factor can also depend exponentially on s; thus when
s is large the error bound is only useful for extremely large n:

It is important to know when and why QMC works or does not work for relatively
small n; i.e., in the non-asymptotic regime, especially for high dimensions. It is also
important to characterize function classes for which QMC is better than MC, and to
construct QMC point sets that are efficient for functions of such classes. Such
questions are studied in the field of information-based complexity, see [21] for a
survey.

Here we study the worst-case error for f in the unit ball of Hs: Tractability of

multivariate integration means that we need only polynomially many in s and e�1

function evaluations to reduce the initial error by a factor e; whereas strong
tractability means that the number of function values has a bound independent of s

and polynomially dependent on e�1: By the initial error we mean the worst-case error
when no function evaluations are allowed, which is just the norm of the integration
functional Is in Hs: The tractability of multivariate integration has been extensively
studied recently. For example, non-constructive results can be found in [16,17] and
constructive results in [7,14,22,25].

Tractability usually does not hold in the Hilbert case for spaces such as classical
Sobolev or Korobov spaces where all variables play the same role, see [11]. To obtain
tractability we must have weights that moderate the importance of successive
variables or of different groups of variables. This corresponds to weighted spaces,
and in particular, we have weighted Sobolev or Korobov spaces. The first results
were for product weights, where each variable xj was moderated by the weight gs; j ;

sometimes with no dependence on s; i.e., gs; j ¼ gj; and the groups of variables were

moderated by gs;u ¼
Q

jAu gs; j; see [16] and the survey paper [10]. Usually, we have

tractability or strong tractability for spaces with product weights iff

sup
s

Ps
j¼1 gs; j

log2ð1þ sÞoN or sup
s

Xs

j¼1

gs; joN;

respectively. For product weights the underlying function spaces Hs are tensor

product Hilbert spaces, i.e., Hs ¼ Hs;1#Hs;2#?#Hs;s with Hs; j being a Hilbert

space of univariate functions. We stress that product weights do not always capture
well the spaces of functions with small superposition dimension.
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To describe the most general situation it is desirable to allow general weights gs;u

that describe the relative importance of each distinct subset u of the variables, and
that may depend on the dimension s: General weights have been used previously for
Sobolev spaces in [7,8] and for Korobov spaces in [2]. Such an approach gives much
more freedom to study problems of different character. In particular, special choices
of the weights such as finite-order weights allow modeling of situations where only
some specific combinations of variables are important.

The anchored and unanchored Sobolev spaces considered here are defined for
general weights and are generalizations of spaces considered for product weights in
[3,5,8]. For the anchored spaces, we show strong tractability for arbitrary finite-order
weights, whereas for the unanchored Sobolev space, we show tractability for
bounded but otherwise arbitrary finite-order weights. The reason for these different
results can be explained by the difference between their initial errors. For the
anchored case, the initial error grows with the weights, see (11), and the ratio of the
worst-case error of an efficient QMC algorithm to the initial error is independent of
finite-order weights, and is bounded by an exponential function of the order q�: We
prove that exponential dependence on the order is present for any QMC algorithm.
However, as long as q� is relatively small, we can tolerate an exponential dependence
on q�: For the unanchored case, the initial error is always 1; independently of the
choice of weights, and the worst-case error of an efficient QMC algorithm is
polynomial in s only if the finite-order weights are bounded.

The results we mentioned above hold with tractability bounds depending on e�2:

We can improve the dependence on e�1 at the expense of polynomial dependence on

s: For finite-order weights, we may achieve almost linear dependence on e�1 with a
polynomial dependence on s having degree proportional to q�:

We show also that the tractability bounds can be achieved by shifted lattice rules
with generators computed by a component-by-component (CBC) algorithm, see
[14,15] for product weights and [2] for general weights. We stress that the CBC
algorithm depends on the weights.

For given finite-order weights, the cost of computing the generator by the CBC

algorithm is polynomial in s and e�1: We stress that the shifted lattice rules from the
CBC algorithm are not fully constructive since for the computed generator we
only know that a good shift D exists but do not know how to efficiently compute a
good D:

Similar tractability bounds can also be achieved by well-known low discrepancy
sequences, such as Halton, Sobol and Niederreiter sequences, which have the
additional attraction that they do not depend on the weights. We prove that these
classical low discrepancy sequences lead to tractability error bounds with almost

linear dependence on e�1 and polynomial dependence on s for arbitrary finite-order
weights. We present explicit worst-case error bounds for the Niederreiter sequence as
well as for shifted lattice rules from the CBC algorithm.

We also present conditions on general weights, which are sufficient to obtain
tractability or strong tractability of multivariate integration in the anchored and
unanchored Sobolev spaces.
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The results on finite-order weights help to explain why QMC algorithms are so
efficient for high-dimensional integration. We hope that finite-order weights will also
lead to interesting tractability or strong tractability results for other multivariate
problems.

This paper is organized as follows. In Section 2, we introduce the anchored and
unanchored Sobolev spaces with general weights. In Section 3, sufficient conditions
on tractability and strong tractability are established for general weights. In
addition, the shifted lattice rules constructed by the CBC algorithm are used to
establish improved tractability or strong tractability error bounds, with possibly the

optimal convergence order Oðn�1þdÞ for arbitrary d40: In Section 4 we study finite-
order weights. For such weights the shifted lattice rules constructed by the CBC
algorithm achieve tractability or strong tractability error bounds under weak
conditions, or even under no conditions on the weights. Lower bounds on the
normalized error are also studied. In Section 5, it is shown that QMC algorithms
based on some well-known low discrepancy point sets, such as the Niederreiter point

set, achieve the optimal convergence Oðn�1þdÞ either independently of the dimension,
or polynomially dependent on the dimension, for the case of finite-order weights.

2. Weighted Sobolev spaces with general weights

Let Hs be a Hilbert space of functions defined on ½0; 1
s with norm jj  jjHs
: We

assume that Is is a continuous linear functional in Hs: Since our Hilbert spaces Hs

must allow point evaluation of functions fAHs; we restrict ourselves to reproducing
kernel Hilbert spaces.

Define the worst-case error of the algorithm Qn;sð f ;PnÞ; with nX1; by its worst-

case performance over the unit ball of Hs:

eðPn;HsÞ :¼ supf jIsð f Þ � Qn;sð f ;PnÞj : fAHs; jj f jjHs
p1 g:

For n ¼ 0; we do not sample the function, and define the initial error as

eð0;HsÞ :¼ supfjIsð f Þj : fAHs; jj f jjHs
p1g ¼ jjIsjj:

For eAð0; 1Þ; let nðe;HsÞ be the smallest n for which there exists an algorithm
Qn;sð f ;PnÞ such that eðPn;HsÞpeeð0;HsÞ: Multivariate integration in spaces Hs is

said to be QMC-tractable if there are non-negative numbers C; p and q such that

nðe;HsÞpCe�psq 8eAð0; 1Þ and 8sX1: ð6Þ

The numbers p and q are called e- and s-exponents of QMC-tractability; we stress that
they are not defined uniquely. Multivariate integration is said to be QMC-strongly

tractable if q ¼ 0 in (6). The infimum of the numbers p satisfying (6) with q ¼ 0 is
called the e-exponent of QMC-strong tractability.

In this paper we restrict ourselves to QMC algorithms, defined in (3), the study of
tractability for more general algorithms being left for future research. To simplify the
description, we will be using tractability and strong tractability as shortened versions
of QMC-tractability and QMC-strong tractability.
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Specifically, we consider the reproducing kernel Hilbert spaces, denoted by HðKsÞ;
with the reproducing kernel

Ksðx; yÞ ¼
X

uDf1;y;sg
gs;u

Y
jAu

Zjðxj; yjÞ; ð7Þ

where

Zjðx; yÞ ¼ 1
2

B2ðfx � ygÞ þ ðx � 1
2
Þ y � 1

2


 �
þ mjðxÞ þ mjðyÞ þ mj; ð8Þ

and gs;u are arbitrary non-negative numbers. We can also allow some gs;u to be zero,

by taking the limiting case of positive gs;u: In (7), we use the convention that the

product for u ¼ | is taken as 1; and without loss of generality we assume that
gs;| ¼ 1:

In (8), B2ðxÞ :¼ x2 � x þ 1
6
is the Bernoulli polynomial of degree 2; mj is a function

with bounded derivative in ½0; 1
 such that
R 1

0
mjðxÞ dx ¼ 0; and the number mj is

given by

mj :¼
Z 1

0

ðm0jðxÞÞ
2

dx:

We are interested in the following two choices for the function mjðxÞ in (8):

* (A): mjðxÞ ¼ maxðx; ajÞ � 1
2
x2 � 1

2
a2

j � 1
3
; with arbitrary ajA½0; 1
:

* (B): mjðxÞ ¼ 0; j ¼ 1;y; s:

These two choices lead to two different kinds of Sobolev spaces:

* Choice (A) leads to an anchored Sobolev kernel, denoted by Ks;A; and is given by

(7) with

Zjðx; yÞ ¼
minðjx � aj j; jy � ajjÞ for ðx � ajÞðy � ajÞ40;

0 otherwise;

�
ð9Þ

This reproducing kernel Hilbert space is called the anchored Sobolev space, and is
denoted by HðKs;AÞ: Note that Zjðaj; yÞ ¼ Zjðx; ajÞ ¼ 0: The point a ¼ ða1;y; asÞ
is called the anchor. In this case, mj ¼ a2

j � aj þ 1
3: Clearly,

1
12
pmjp1

3
:

* Choice (B) leads to an unanchored Sobolev kernel, denoted by Ks;B; and is given by

(7) with

Zjðx; yÞ ¼ 1
2

B2ðfx � ygÞ þ ðx � 1
2
Þðy � 1

2
Þ

since mj ¼ 0: Note that
R 1

0 Zjðx; yÞ dy ¼ 0 for all yA½0; 1
:
This reproducing kernel Hilbert space is called the unanchored Sobolev space,

and is denoted by HðKs;BÞ:
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The anchored and unanchored Sobolev spaces defined above are generalizations
of the reproducing kernel Hilbert spaces considered in [3,5]. The difference is that we
now allow the weights gs;u to depend not only on the dimension s; but also on each

group of variables u: When the weights gs;u are product weights, i.e.,

gs;u ¼
Y
jAu

gs; j for some fgs; jg; ð10Þ

then kernel (7) can be written as

Ksðx; yÞ ¼
Ys

j¼1

ð1þ gs; j Zjðxj; yjÞÞ;

where here and elsewhere in the paper we use the obvious identityY
jAv

ðbj þ cjÞ ¼
X
uDv

Y
kAv\u

bk

Y
jAu

cj 8 bj ; cjAR:

The space HðKsÞ is in this case the tensor product of spaces of univariate functions.
Such function spaces have been studied in many papers.

For general weights fgs;ug; it can be checked, as in the case of product weights,

that the inner product in the space HðKs;AÞ is

ð f ; gÞ ¼
X

uDf1;y;sg
g�1

s;u

Z
½0;1
juj

@jujf ðxu; a�uÞ
@xu

@jujgðxu; a�uÞ
@xu

dxu;

where juj denotes the cardinality of u; xu denotes the juj-dimensional vector of
components xj with jAu; and x�u denotes the vector xf1;y;sg\u; moreover ðxu; a�uÞ
denotes an s-dimensional vector whose jth component is xj if jAu and aj if jeu: For

u ¼ |; we use the convention that
R
½0;1
| f ðx|; a�|Þ dx| ¼ f ðaÞ:

For the space HðKs;BÞ with general weights, it can be checked, as in the case of

product weights, that the inner product is

ð f ; gÞ ¼
X

uDf1;y;sg
g�1

s;u

Z
½0;1
juj

Z
½0;1
s�juj

@jujf ðxÞ
@xu

dx�u

 ! Z
½0;1
s�juj

@jujgðxÞ
@xu

dx�u

 !
dxu;

with the term corresponding to u ¼ | interpreted as
R
½0;1
s f ðxÞ dx

R
½0;1
s gðxÞ dx:

The difference between the inner products is that for terms indexed by u; the
components of x not in u are anchored at a for the space HðKs;AÞ while the same

components are integrated over ½0; 1
 for the space HðKs;BÞ:
Obviously, Is is well defined for HðKsÞ; where here and later Ks represents either

the anchored Sobolev kernel Ks;A or the unanchored Sobolev kernel Ks;B: Due to the

linearity of Is � Qn;s; we have the error bound

jIsð f Þ � Qn;sð f ÞjpeðPn;HðKsÞÞjj f jjHðKsÞ 8fAHðKsÞ:
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As is well known, the square worst-case error can be written in terms of the
reproducing kernel

e2ðPn;HðKsÞÞ ¼
Z
½0;1
2s

Ksðx; yÞ dx dy� 2

n

Xn�1

k¼0

Z
½0;1
s

Ksðxk; xÞ dx

þ 1

n2

Xn�1

k;l¼0

Ksðxk; xlÞ:

The square of the initial error e2ð0;HðKsÞÞ is given by

e2ð0;HðKsÞÞ ¼
Z
½0;1
2s

Ksðx; yÞ dx dy ¼
X

uDf1;y;sg
gs;u

Y
jAu

mj: ð11Þ

In particular, for the unanchored Sobolev space HðKs;BÞ the initial error is always

gs;| ¼ 1 independently of the weights.

3. Tractability for general weights

In this section we study the existence of efficient QMC algorithms that achieve
tractability or strong tractability error bounds for weighted Sobolev spaces with
general weights. We also show that a suitable adaptation of the component-by-
component (CBC) algorithm for non-product weights proposed in [2] achieves
tractability error bounds.

3.1. Existence of efficient QMC algorithms

We first prove the existence of efficient QMC algorithms by an averaging
argument. Let Ks be the anchored Sobolev kernel Ks;A or the unanchored Sobolev

kernel Ks;B: It is known that the square of the average worst-case error for the Hilbert

space HðKsÞ given by

ðeavgn;s Þ
2 :¼

Z
½0;1
ns

e2ðfxig;HðKsÞÞ dx0? dxn�1;

has the explicit expression

ðeavgn;s Þ
2 ¼ 1

n

Z
½0;1
s

Ksðx; xÞ dx�
Z
½0;1
2s

Ksðx; yÞ dx dy

 !
:

In our case with K ¼ Ks this expression becomes

ðeavgn;s Þ
2 ¼ 1

n

X
uDf1;y;sg

gs;u

Y
jAu

mj þ
1

6

� �
�

X
uDf1;y;sg

gs;u

Y
jAu

mj

0
@

1
A: ð12Þ

ARTICLE IN PRESS
I.H. Sloan et al. / Journal of Complexity 20 (2004) 46–7454



Using the mean value theorem, we easily deduce the following theorem. (Recall that
in the definition of tractability and strong tractability we compare the worst-case
error with the initial error, which is given by (11).)

Theorem 1. (A) Consider the anchored Sobolev space HðKs;AÞ with an arbitrary

anchor a and arbitrary weights fgs;ug: Then there exists a point set Pn for which

eðPn;HðKs;AÞÞp
1ffiffiffi
n

p
X

uDf1;y;sg
gs;u

Y
jAu

mj þ
1

6

� �
�

X
uDf1;y;sg

gs;u

Y
jAu

mj

0
@

1
A

1=2

:

Therefore, if

sup
s¼1;2;y

P
uDf1;y;sg gs;u

Q
jAuðmj þ 1=6ÞP

uDf1;y;sg gs;u

Q
jAu mj

 !
oN;

then the multivariate integration problem in spaces HðKs;AÞ is strongly tractable with e-
exponent at most 2:

(B) Consider the unanchored Sobolev space HðKs;BÞ with arbitrary weights fgs;ug:
Then there exists a point set Pn for which

eðPn;HðKs;BÞÞp
1ffiffiffi
n

p
X

yauDf1;y;sg
gs;u6

�juj

0
@

1
A

1=2

:

Therefore, if

sup
s¼1;2;y

X
yauDf1;y;sg

gs;u6
�juj

0
@

1
AoN;

then multivariate integration problem in spaces HðKs;BÞ is strongly tractable with e-
exponent at most 2:

Note that if the anchor is a ¼ ð1;y; 1Þ; then Theorem 1(A) reduces to a result in
[8]. If the weights fgs;ug are product, see (10), then Theorem 1 reduces to the results in

[3]; furthermore, if the product weights fgs; jg are independent of the dimension s;

i.e., gs; j ¼ gj; then Theorem 1 reduces to the results in [16] for the anchored space

with anchor a ¼ ð1;y; 1Þ; and reduces to results in [18] for the unanchored space.

3.2. Results for weighted Korobov spaces

Theorem 1 indicates the existence of a QMC algorithm whose convergence order is

n�1=2; which is known to be not optimal. To improve the convergence order we will
present a shifted lattice rule which allows us to obtain even an optimal order of
convergence. To do this, we need to recall some facts and results for weighted

Korobov spaces of periodic functions defined on ½0; 1
s: The weighted Korobov space
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is a Hilbert space with the reproducing kernel

Ks;b;aðx; yÞ ¼ 1þ
X

yauDf1;y;sg
bs;u

Y
jAu

X0
N

h¼�N

e2pihðxj�yjÞ

jhja

 !
: ð13Þ

Here a41 is a smoothness parameter, and b :¼ fbs;ug is a weight sequence with non-

negative weights bs;u: The prime on the sum indicates that the h ¼ 0 term is omitted.

The inner product of the weighted Korobov space is

ð f ; gÞ ¼
X
hAZs

raðb; hÞf̂ðhÞ ĝðhÞ;

where Zs stands for s-dimensional integer vectors, f̂ ðhÞ denotes the Fourier
coefficient,

f̂ðhÞ ¼
Z
½0;1
s

f ðxÞ expð�2p i h  xÞ dx

and

raðb; hÞ ¼
1 if h ¼ 0;
b�1

s;uh

Q
jAuh

jhj ja if ha0;

(

with uh :¼ fj : hja0g: The weighted Korobov space is denoted by HðKs;b;aÞ:
Multivariate integration for the space HðKs;b;aÞ can be solved by a component-by-

component (CBC) algorithm, see [15] for product weights and [2] for general weights.
This algorithm constructs a generator of the lattice rule as follows:

Component-by-component (CBC) algorithm

Suppose n is a prime number and suppose the weights fbs;ug are given. The generator

%z ¼ ð%z1; %z2;y; %zsÞ is found as follows:

1. Set the first component %z1 to 1:
2. For t ¼ 2; 3;y; s and known %z1;y; %zt�1; find %ztAf1;y; n � 1g such that the

square of the worst-case error,

e2ðPð1; %z2;y; %zt�1; %ztÞ;HðKt;b;aÞÞ

¼ 1

n

Xn�1

k¼0

X
|auDf1;y;tg

bs;u

Y
jAu

XN
h¼�N

e2pihk %zj=n

jhja

 !
ð14Þ

is minimized, where Pð1; %z2;y; %ztÞ is the rank-1 lattice point set with the generator

ð1; %z2;y; %ztÞ:

The cost of the CBC algorithm is exponential in s for arbitrary weights. Indeed, we
have to sum 2t � 1 terms as part of Step 2 of the algorithm. The total cost would
require Oðs2snÞ operations, making the algorithm impossible to use for large s and n:
But the problem is much easier for some special weights, such as order-dependent
weights (where the weights depend on u only through the cardinality of u), or
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finite-order weights, see (2). In these cases, the cost of the CBC algorithm is
polynomial in s and n:

It is shown in [2] that for any tA½1; aÞ the lattice rule constructed by the CBC
algorithm satisfies

eðPð%zÞ;HðKs;b;aÞÞpCðs; tÞðn � 1Þ�t=2; ð15Þ

where Cðs; tÞ is given by

Cðs; tÞ ¼
X

yauDf1;y;sg
b1=t

s;u ð2zða=tÞÞjuj
0
@

1
A

t=2

; ð16Þ

and zðxÞ ¼
P

N

j¼1 j�x for x41 is the Riemann zeta function.

3.3. Shift-invariant kernels of weighted Sobolev spaces

To use the CBC algorithm for weighted Sobolev spaces, we need to recall the
relationship between weighted Sobolev and weighted Korobov spaces. This is done
by using the concept of a shift-invariant kernel, see [8], defined as follows.

For an arbitrary reproducing kernel K ; the associated shift-invariant kernel K sh is

K shðx; yÞ :¼
Z
½0;1
s

Kðfxþ Dg; fyþ DgÞ dD:

The kernel K sh is shift-invariant, i.e., for arbitrary DA½0; 1Þs

K shðx; yÞ ¼ K shðfxþ Dg; fyþ DgÞ 8x; yA½0; 1
s:

It is shown in [8] that for a point set PnD½0; 1
s; we haveZ
½0;1
s

e2ðPn þ D;HðKÞÞ dD ¼ e2ðPn;HðK shÞÞ; ð17Þ

where Pn þ D :¼ ffxk þ Dg; k ¼ 0;y; n � 1g: By the mean value theorem, this

implies that there exists a shift DA½0; 1Þs such that

eðPn þ D;HðKÞÞpeðPn;HðK shÞÞ:

Thus eðPn;HðKshÞÞ is an upper bound on the value of eðPn þ D;HðKÞÞ with a
properly chosen shift D:

Consider first the unanchored Sobolev space HðKs;BÞ: Its associated shift-invariant

kernel can be easily found:

K sh
s;Bðx; yÞ :¼

Z
½0;1
s

Ks;Bðfxþ Dg; fyþ DgÞ dD

¼ 1þ
X

yauDf1;y;sg
gs;u

Y
jAu

B2ðfxj � yjgÞ

¼ 1þ
X

yauDf1;y;sg
gBs;u

Y
jAu

XN
h¼�N

e2pihðxj�yjÞ

h2
;
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where

gBs;u ¼
gs;u

ð2p2Þjuj
: ð18Þ

Here we used the fact that the Bernoulli polynomial of degree 2 can be expressed as

B2ðxÞ ¼
1

2p2

XN
h¼�N

e2pihx

h2
; xA½0; 1
:

This means that the shift-invariant kernel K sh
s;B of the unanchored Sobolev space is

just the reproducing kernel of the weighted Korobov space with the weights bB ¼
fgBs;ug and a ¼ 2; see (13), i.e.,

K sh
s;B ¼ Ks;bB;2: ð19Þ

For the anchored Sobolev kernel Ks;Aðx; yÞ; its associated shift-invariant kernel

can also be found after some computation

K sh
s;Aðx; yÞ ¼ 1þ

X
yauDf1;y;sg

gs;u

Y
jAu

½B2ðfxj � yjgÞ þ mj 


¼ e2ð0;HðKs;AÞÞ 1þ
X

yauDf1;y;sg
gAs;u

Y
jAu

2p2B2ðfxj � yjgÞ
� �0

@
1
A; ð20Þ

where

gAs;u ¼ 1

ð2p2Þjuj e2ð0;HðKs;AÞÞ

X
uDvDf1;y;sg

gs;v

Y
jAv\u

mj: ð21Þ

Thus apart from the factor e2ð0;HðKs;AÞÞ; the shift-invariant kernel K sh
s;Aðx; yÞ is just

the Korobov reproducing kernel (13) for the weights bA ¼ fgAs;ug and the parameter

a ¼ 2; i.e.,

K sh
s;A ¼ e2ð0;HðKs;AÞÞ Ks;bA;2: ð22Þ

The worst-case errors of any QMC algorithm in the spaces HðK sh
s;AÞ and HðKs;bA;2Þ

are therefore related by

eðPn;HðK sh
s;AÞÞ

eð0;HðKs;AÞÞ
¼ eðPn;HðKs;bA;2ÞÞ: ð23Þ

The initial error eð0;HðKs;AÞÞ is given by (11).

We summarize the analysis of this subsection in the following lemma.

Lemma 2. The shift-invariant kernel of the anchored Sobolev kernel Ks;A or of the

unanchored Sobolev kernel Ks;B is related to the weighted Korobov kernel Ks;b;2 by (22)
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or (19), respectively, with the weights fbs;ug given by

bs;u :¼
gAs;u if Ks ¼ Ks;A;

gBs;u if Ks ¼ Ks;B:

(

3.4. Shifted lattice rules with high convergence order

We can now easily combine the constructive results for weighted Korobov spaces
from [3], see (15) and (16), with Lemma 2 and relation (17), to obtain the following
theorem.

Theorem 3. Let n be a prime number.

(A) Let PA
n be the lattice point set with the generator constructed by the CBC

algorithm with the weights gAs;u and parameter a ¼ 2: Then there exists a shift DA½0; 1Þs

such that for any tA½1; 2Þ

eðPA
n þ D;HðKs;AÞÞ
eð0;HðKs;AÞÞ

p
X

|auDf1;y;sg
ðgAs;uÞ

1=tð2zð2=tÞÞjuj
0
@

1
A

t=2

ðn � 1Þ�t=2:

(B) Let PB
n be the lattice point set with the generator constructed by the CBC

algorithm with the weights gBs;u and parameter a ¼ 2: Then there exists a shift DA½0; 1Þs

such that for any tA½1; 2Þ

eðPB
n þ D;HðKs;BÞÞp

X
|auDf1y;sg

ðgBs;uÞ
1=tð2zð2=tÞÞjuj

0
@

1
A

t=2

ðn � 1Þ�t=2:

From the last theorem there follows the following tractability theorem.

Theorem 4. (A) Consider the anchored Sobolev space HðKs;AÞ with an arbitrary

anchor a: Assume that for some tA½1; 2Þ and some qX0; we have

sup
s¼1;2;y

ðs�q
P

uDf1;y;sgg
1=t
s;u

Q
jAuð2zð2=tÞð2p2Þ�1=t þ m

1=t
j ÞÞtP

uDf1;y;sggs;u

Q
jAu mj

oN:

Then if q ¼ 0 we have strong tractability and the e-exponent is at most 2=t; and if q40
we have tractability with e-exponent 2=t and s-exponent q.

(B) Consider the unanchored Sobolev space HðKs;BÞ: Assume that for some tA½1; 2Þ
and some qX0; we have

sup
s¼1;2;y

s�q
X

uDf1;y;sg
g1=ts;u ð2p2Þ�juj=tð2zð2=tÞÞjuj

0
@

1
AoN:
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Then if q ¼ 0 we have strong tractability and the e-exponent is at most 2=t; and if q40
we have tractability with e-exponent 2=t and s-exponent q.

Proof. Part (B) follows immediately from Theorem 3. To prove Part (A), we know

from Theorem 3 there exists a shift DA½0; 1Þs such that

eðPA
n þ D;HðKs;AÞÞ
eð0;HðKs;AÞÞ

pCAðs; tÞ ðn � 1Þ�t=2

with

CAðs; tÞ :¼
X

|auDf1;y;sg
ðgAs;uÞ

1=tð2zð2=tÞÞjuj
0
@

1
A

t=2

:

Let Wt ¼ 2zð2=tÞ ð2p2Þ�1=t: Inserting expression (21) for gAs;u into the expression for

CAðs; tÞ and then using Jensen’s inequality, we have

C2
Aðs; tÞp

1

e2ð0;HðKs;AÞÞ
X

uDf1;y;sg
W juj

t

X
v: uDv

gs;v

Y
jAv\u

mj

 !1=t
0
@

1
A

t

p
1

e2ð0;HðKs;AÞÞ
X

u

W juj
t

X
v: uDv

g1=ts;v

Y
jAv\u

m
1=t
j

 ! !t

¼
ð
P

ug
1=t
s;u

Q
jAuð2zð2=tÞ ð2p2Þ�1=t þ m

1=t
j ÞÞtP

ugs;u

Q
jAu mj

:

From this inequality the rest follows immediately. &

Theorems 3 and 4 state that for arbitrarily large s; shifted lattice rules with the
generator constructed by the CBC algorithm and a suitable shift achieve a

convergence order n�t=2: If t can be arbitrarily close to 2, we may achieve almost the

same convergence as for the univariate case, which is n�1; and the difficulty of the s-
dimensional integration is roughly the same as for the univariate one.

We stress that the CBC algorithm described above is not fully constructive, since
we only know that there exists a shift for which the generator computed by the CBC
algorithm leads to desired error bounds. The simultaneous construction of both a
lattice vector and a shift with a polynomial cost is given in [14] for the anchored
Sobolev space with a ¼ 1 and for product weights. However the proven convergence

rate for this construction is only n�1=2: The construction of a shift vector preserving
better rates of convergence is open, and left for future research.

4. Tractability for finite-order weights

The theorems of the previous section are for general weights. In particular, we may
apply them to the finite-order weights defined in (2). As we shall see, the tractability
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conditions greatly simplify for finite-order weights, and there are some (positive)
surprises.

4.1. Existence of efficient QMC algorithms

We now show that for the anchored Sobolev spaces, strong tractability holds for
arbitrary finite-order weights. For the unanchored Sobolev space we get tractability,
not strong tractability, and only under the additional (reasonable) assumption that
the finite-order weights are uniformly bounded.

Theorem 5. (A) Consider the anchored Sobolev space HðKs;AÞ: For arbitrary finite-

order weights of order q�; there exists a point set Pn such that

eðPn;HðKs;AÞÞ
eð0;HðKs;AÞÞ

p
1ffiffiffi
n

p max
u: jujpq�

Y
jAu

1þ 1

6mj

� �
� 1

" #1=2
p

1ffiffiffi
n

p ð3q� � 1Þ1=2:

Hence, the minimal number nðe;HðKs;AÞÞ of function evaluation needed to reduce the

initial error by a factor e with a QMC algorithm is bounded by

nðe;HðKs;AÞÞpJe�2ð3q� � 1Þn:

Thus for arbitrary finite-order weights we have strong tractability with e-exponent at

most 2.
(B) Consider the unanchored Sobolev space HðKs;BÞ: If the finite-order weights fgs;ug

of order q� satisfy gs;upG� for all s and for all uDf1;y; sg; then there exists a point

set Pn such that

eðPn;HðKs;BÞÞpGðsÞn�1=2;

where

GðsÞ ¼ G�
Xq�
c¼1

s

c

� �
6�c

 !1=2

¼ ðG�Þ1=2 sq�=2

ððq�Þ!6q� Þ1=2
ð1þ Oðs�1ÞÞ:

Hence,

nðe;HðKs;BÞÞpJe�2G2ðsÞn:

Thus we have tractability with e-exponent 2 and s-exponent q�:

Proof. For the anchored Sobolev space HðKs;AÞ; we have from (11) and Theorem

1(A) that there exists a point set Pn for which

e2ðPn;HðKs;AÞÞp
rs � 1

n
e2ð0;HðKs;AÞÞ;
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where

rs ¼
P

u: jujpq� gs;u

Q
jAu ðmj þ 1=6ÞP

u: jujpq� gs;u

Q
jAu mj

¼
P

u: jujpq� gs;u

Q
jAu mj

� � Q
jAu 1þ 1

6mj

� �� �
P

u: jujpq� gs;u

Q
jAu mj

p maxu: jujpq�

Y
jAu

1þ 1

6mj

� �
:

Since 1=12pmjp1
3
; we have rsp3q� independently of s and independently of the

weights gs;u: Thus there exists a point set Pn such that

e2ðPn;HðKs;AÞÞ
e2ð0;HðKs;AÞÞ

p
1

n
max

u: jujpq�

Y
jAu

1þ 1

6mj

� �
� 1

" #
p

1

n
ð3q� � 1Þ:

Therefore, we have strong tractability with e-exponent at most 2.
We now prove the second part. For the unanchored Sobolev space HðKs;BÞ we

have from Theorem 1(B) that there exists a point set Pn for which

e2ðPn;HðKs;BÞÞp
1

n

X
|auDf1;y;sg

gs;u6
�jujp

1

n

X
0ojujpq�

G�6�juj

¼G�

n

Xq�
c¼1

s

c

� �
6�c ¼ G2ðsÞn�1;

where

G2ðsÞ ¼ G�
Xq�
c¼1

s

c

� �
6�c ¼ G� s

q�

� �
6�q� ð1þ Oðs�1ÞÞ ¼ G� sq�

ðq�Þ!6q�
ð1þ Oðs�1ÞÞ:

Thus there exists a QMC algorithm such that

eðPn;HðKs;BÞÞpGðsÞn�1=2:

Noting that the initial error for the unanchored space is 1, we have tractability with
e-exponent 2 and s-exponent q�: This completes the proof. &

4.1.1. Lower bounds

For the anchored Sobolev space we have strong tractability for arbitrary finite-
order weights. However, the error bounds as well as the minimal number
nðe;HðKs;AÞÞ of function values depend exponentially on q�: Hence, if the order q�

is large, the corresponding minimal number may be huge. We now show that the
exponential growth is indeed present for some finite-order weights of order q�; and
this holds for any QMC algorithm, or equivalently for any point set Pn:

We provide a lower bound on the worst case error of any QMC algorithm in the
space HðKs;AÞ; and conclude that the minimal number nðe;HðKs;AÞÞ of function

values must depend exponentially on q�: The proof technique used in the next
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theorem is based on the reproducing kernel being pointwise non-negative, as in [16].
This assumption is obviously true for the anchored Sobolev space since Ksðx; yÞX1

for all x; yA½0; 1
s: For the unanchored Sobolev space, the kernel takes also negative
values, and therefore we are unable to provide a corresponding lower bound in
this case.

Theorem 6. Consider the anchored Sobolev spaces HðKs;AÞ with an arbitrary anchor

a ¼ ða1;y; asÞ: There are finite-order weights fgs;ug of arbitrary order q�ps such that

for any point set Pn we have

e2ðPn;HðKs;AÞÞ
e2ð0;HðKs;AÞÞ

X1� 2cq�nX1� 2
8

9

� �q�

n;

where

cq� ¼ min
uDf1;y;sg; juj¼q�

Y
jAu

8 max3ðaj; 1� ajÞ
27ða2

j � ajÞ þ 9
A

4

9

� �q�

;
8

9

� �q�
" #

:

Hence,

nðe;HðKs;AÞX
1� e2

2cq�
X

1� e2

2

9

8

� �q�

;

which depends exponentially on q�:

Proof. Since the kernel Ks;Aðx; yÞ is always positive, see (9), we may use Lemma 4 of

[16]. This lemma states that

e2ðPn;HðKs;AÞÞ
e2ð0;HðKs;AÞÞ

X1� nL2
s ; ð24Þ

where

L2
s ¼ max

xA½0;1
s
h2

s ðxÞ
e2 ð0;HðKs;AÞÞKs;Aðx; xÞ

ð25Þ

with

hsðxÞ ¼
Z
½0;1
s

Ks;Aðx; yÞ dy:

Clearly,

Ks;Aðx; xÞ ¼
X

uDf1;y;sg
gs;u

Y
jAu

jxj � ajj:

By direct computation we have

hsðxÞ ¼
X

uDf1;y;sg
gs;u

Y
jAu

½jxj � aj jwjðxjÞ
; ð26Þ
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where

wjðxjÞ :¼
1� xj=2� aj=2 if xj4aj;

xj=2þ aj=2 if xjpaj:

�

For uDf1;y; sg; define
as;u ¼ g1=2s;u

Y
jAu

jxj � ajj1=2 and bs;u ¼ g1=2s;u

Y
jAu

½jxj � ajj1=2wjðxjÞ
:

From (26), using Cauchy’s inequality we have

h2
s ðxÞ ¼

X
uDf1;y;sg

as;ubs;u

0
@

1
A

2

p
X

uDf1;y;sg
a2

s;u

X
uDf1;y;sg

b2
s;u

¼Ks;Aðx; xÞ
X

uDf1;y;sg
b2

s;u:

Based on this and (25) we find

L2
sp max

xA½0;1
s

P
uDf1;y;sg b2

s;u

e2ð0;HðKs;AÞÞ

¼ max
xA½0;1
s

P
uDf1;y;sg gs;u

Q
jAu½jxj � ajj w2

j ðxjÞ
P
uDf1;y;sg gs;u

Q
jAu mj

p

P
uDf1;y;sg gs;u

Q
jAu WjP

uDf1;y;sg gs;u

Q
jAu mj

; ð27Þ

where

Wj :¼ max
xjA½0;1


½jxj � aj jw2
j ðxjÞ
 ¼ max

8a3
j

27
;
8ð1� ajÞ3

27

 !
:

Recall that for the anchored space HðKs;AÞ we have mj ¼ a2
j � aj þ 1

3
: As functions of

aj; both Wj and mj are symmetric with respect to aj ¼ 1
2
; moreover, for ajA½1

2
; 1
;

Wj

mj

¼
8a3

j

27ða2
j � aj þ 1

3
Þ
A

4

9
;
8

9

� �
; j ¼ 1;y; s:

The minimal value of this ratio is obtained for aj ¼ 1
2
and the maximal one for aj ¼ 1:

We are ready to define the finite-order weights for which Theorem 5 holds. As

always gs;| ¼ 1: Let u� be a subset for which cq� is attained, i.e., cq� ¼Q
jAu� 8 max3ðaj; 1� ajÞ=ð27ða2

j � ajÞ þ 9Þ: Then we take the weights gs;u� ¼ b for

some b40 and gs;u ¼ 0 for all other u: From (27) we have

L2
sp

1þ b
Q

jAu� Wj

1þ b
Q

jAu� mj

:
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Take b so large1 that

1þ b
Q

jAu� Wj

1þ b
Q

jAu� mj

p2
Y
jAu�

Wj

mj

¼ 2cq� : ð28Þ

Then

L2
sp2cq�A½2ð4

9
Þq� ; 2ð8

9
Þq� 
:

From (24) we have that

e2ðPn;HðKs;AÞÞ
e2ð0;HðKs;AÞÞ

X1� nL2
sX1� 2ncq�X1� 2

8

9

� �q�

n;

as claimed. &

Combining this theorem with Theorem 5, we see that for the anchored Sobolev
spaces and some finite-order weights of order q�ps; the minimal number
nðe;HðKs;AÞÞ of function values is bounded for any anchor a by

1� e2

2

9

8

� �q�

pnðe;HðKs;AÞÞp
3q� � 1

e2
:

Moreover, for any anchor a in which the first q� components have the value 1
2
; the

minimal number is bounded by

1� e2

2

9

4

� �q�

pnðe;HðKs;AÞÞp
3q� � 1

e2
:

These bounds depend exponentially on q�: Theoretically, if q� is large the minimal

number of function values is huge. For example, for sXq� ¼ 300; e ¼ 1
2
and the

anchor ð1
2
;y; 1

2
Þ; we have

n 1
2
;HðKs;AÞ


 �
X

3
8

9
4


 �q�
41:5� 10105:

However, for many practical problems q� is small, say, q�p3 or 5. In such cases, we
may tolerate exponential dependence on q�:

4.2. Shifted lattice rules with higher convergence order

The next theorem, which is a corollary of Theorem 3, shows that lattice rules
constructed by the CBC algorithm for finite-order weights achieve tractability or
strong tractability error bounds with high order of convergence under the same
conditions on the weights as in Theorem 5.

Theorem 7. Let n be a prime number.
(A) Consider the anchored Sobolev space HðKs;AÞ with arbitrary finite-order weights

fgs;ug of order q�: Let PA
n be the lattice point set with the generator found by the CBC
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algorithm using the weights bs;u :¼ gAs;u; see (21), and parameter a ¼ 2: Then there exists

a shift DA½0; 1Þs
such that for any tA½1; 2Þ;

eðPA
n þ D;HðKs;AÞÞ
eð0;HðKs;AÞÞ

p 1þ 2z
2

t

� �
6

p2

� �1=t
 !q�t=2

� sq�

ðq�Þ!

� �ðt�1Þ=2

ð1þ Oðs�1ÞÞðn � 1Þ�t=2;

with the implied constant independent of s: When t ¼ 1 the 1þ Oðs�1Þ factor is absent,
and the bound is independent of the dimension s:

Hence, for arbitrary finite-order weights of order q�; we have strong tractability with

e-exponent at most 2, and tractability with e-exponent 2=t and s-exponent q�ð1� 1=tÞ:
(B) Consider the unanchored Sobolev space HðKs;BÞ: Assume that finite-order

weights fgs;ug of order q� are uniformly bounded by G�: Let PB
n be the lattice point set

with the generator found by the CBC algorithm using the weights bs;u :¼ gBs;u; see (18),

and parameter a ¼ 2: Then there exists a shift DA½0; 1Þs
such that for any tA½1; 2Þ;

eðPB
n þ D;HðKs;BÞÞp

G�

ð2p2Þq�

 !1=2
ð2zð2=tÞsÞq�t=2

ððq�Þ!Þt=2
ð1þ Oðs�1ÞÞðn � 1Þ�t=2;

with the implied constant independent of s:
Hence, for arbitrary bounded finite-order weights of order q�; we have tractability

with e-exponent 2=t; and s-exponent q�:

Proof. For fixed tA½1; 2Þ; define

cs;u :¼ gs;u

Y
jAu

mj;

Wt :¼ 2zð2=tÞð2p2Þ�1=t;

M1 :¼ max
u: 1pjujpq�

Y
jAu

1þ Wt

m
1=t
j

 !
pð1þ Wt12

1=tÞq� :

From Theorem 3 there exists a shift DA½0; 1Þs such that

eðPA
n þ D;HðKs;AÞÞ
eð0;HðKs;AÞÞ

pCAðs; tÞðn � 1Þ�t=2

with

CAðs; tÞ :¼
X

u: 1pjujpq�

ðgAs;uÞ
1=t 2z

2

t

� �� �juj
0
@

1
A

t=2

:
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From the proof of Theorem 4 we know that

C2
Aðs; tÞp

1

e2ð0;HðKs;AÞÞ
X

u: jujpq�

g1=ts;u

Y
jAu

ðWt þ m
1=t
j Þ

0
@

1
A

t

:

Hence,

C2
Aðs; tÞp

1

e2ð0;HðKs;AÞÞ
X

u: jujpq�

c1=ts;u

Y
jAu

1þ Wt

m
1=t
j

 !0
@

1
A

t

pMt
1Hðs; tÞ;

where, using e2ð0;HðKs;AÞÞ ¼
P

u: jujpq� cs;u; we have

Hðs; tÞ :¼
P

u: jujpq� c
1=t
s;u

� �t
P

u: jujpq� cs;u
:

Using Hölder’s inequality with t we obtain

Hðs; tÞp
P

u: jujpq� cs;u

� �t=t P
u: jujpq� 1

� �tð1�1=tÞ

P
u: jujpq� cs;u

¼
Xq�
c¼1

s

c

� � !t�1

¼ sq�

ðq�Þ!

� �t�1

ð1þ Oðs�1ÞÞ:

Using the bound on M1; we conclude the first part of the proof.

We now prove the second part. From Theorem 4 there exists a shift DA½0; 1Þs such
that for any tA½1; 2Þ;

eðPB þ D;HðKs;BÞÞpCBðs; tÞðn � 1Þ�t=2;

where

CBðs; tÞ :¼
X

fauDf1;y;sg
ðgBs;uÞ

1=t 2z
2

t

� �� �juj
0
@

1
A

t=2

¼
X

fauDf1;y;sg
ðgs;uÞ1=tW juj

t

0
@

1
A

t=2

p ðG�Þ1=2
Xq�
c¼1

s

c

� �
W c

t

 !t=2

p
G�

ð2p2Þq�

 !1=2
ð2zð2=tÞsÞq�t=2

ððq�Þ!Þt=2
ð1þ Oðs�1ÞÞ;

as claimed. &
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The factors CAðs; tÞ and CBðs; tÞ in Theorem 7 for t ¼ 1 are very close to or even
the same as those in Theorem 5.

For t ¼ 1; the convergence order of shifted lattice rules is n�1=2 and the error
bounds are independent of the dimension s for the anchored Sobolev spaces, and
polynomially dependent for the unanchored Sobolev space. For t41; the rate of

convergence of shifted lattice rules is improved to n�t=2 but the error bounds depend
polynomially on the dimension s for both the anchored and unanchored Sobolev
spaces.

We stress that Theorem 7 holds for arbitrary finite-order weights in the case of the
anchored Sobolev spaces, and for arbitrary but bounded finite-order weights in the
case of the unanchored Sobolev spaces. Better results than those presented in
Theorem 7 are possible to obtain if we assume stronger conditions on the finite-order
weights as in Theorem 4.

5. Tractability using low discrepancy sequences

Lattice rules constructed by the CBC algorithm have good theoretical properties.
However, these lattice rules depend on n as well as on the weights, since we minimize
the worst-case error which depends on both n and the weights, see also [14]. In
general, when the weights change, the lattice rules also change. These properties may
make those rules inconvenient for applications, since for different problems even for
fixed n we may need different weights and therefore different lattice rules. It may be a
challenging problem to construct a ‘‘universal’’ lattice rule which is ‘‘good’’ for all, or
at least for many, choices of weights.

An alternative approach is to fix a sequence of point sets fPng for n ¼ 1; 2;y; and
then to investigate the worst case error bounds for Sobolev spaces with different
weights.

It is natural to take the point sets to be the leading n terms of one of the well-
known low discrepancy sequences such as Halton, Sobol or Niederreiter. This
approach has been already proposed in [7,22]. We use this approach for both general
and finite-order weights, choosing to study explicitly the Niederreiter sequence. We
make use of a lemma proved in [22], involving the LN-star discrepancy of projections
of Pn ¼ fx0; x1;y; xn�1g: We recall that the LN-star discrepancy of Pn is defined by

D�ðPnÞ ¼ sup
xA½0;1Þs

jdiscðx;PnÞj;

where discðx;PnÞ is the local discrepancy given by

discðx;PnÞ :¼
1

n
jfn: xnA½0; xÞgj �

Ys

j¼1

xj; xA½0; 1
s:

Lemma 8. Let b be a prime and let Pn be the first n points of the s-dimensional

Niederreiter sequence in base b which is based on the first irreducible polynomial over

the finite field Fb: Let Pu
n be the projection of Pn on the lower-dimensional space ½0; 1
juj:
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Then for any non-empty subset uDf1;y; sg; the LN-star discrepancy of Pu
n satisfies

D�ðPu
nÞp

1

n

Y
jAu

½C0 j log2ð j þ bÞ log2ðbnÞ
;

where C0 is a constant independent of n; u and s:

Using this lemma, we will prove the following theorem.

Theorem 9. Let HðKsÞ be the anchored Sobolev space HðKs;AÞ with an arbitrary

anchor a; or the unanchored Sobolev space HðKs;BÞ: Let Pn be the point set consisting

of the first n points of the s-dimensional Niederreiter sequence in base b: Then

e2ðPn;HðKsÞÞp
1

n2

X
|auDf1;y;sg

gs;u

Y
jAu

½C1 j log2ð j þ bÞ log2ðbnÞ
2; ð29Þ

where C1 ¼ 2C0 is a constant independent of n and s:

Proof. For simplicity, we first consider the anchored Sobolev space with the anchor
a ¼ ð1;y; 1Þ: The corresponding kernel is, see (7) and (9),

Ks;Aðx; yÞ ¼ 1þ
X

|auDf1;y;sg
gs;u

Y
jAu

minð1� xj; 1� yjÞ:

The square of the worst-case error is in this case equal to the square of the weighted
L2-discrepancy, see [16], and is equal to

e2ðPn;HðKs;AÞÞ ¼
X

|auDf1;y;sg
gs;u

Z
½0;1
juj

disc2ððxu; 1Þ;PnÞ dxu: ð30Þ

Obviously,Z
½0;1
juj

disc2ððxu; 1Þ;PnÞ dxup½D�ðPu
nÞ


2;

where Pu
n is the projection of Pn on ½0; 1
juj: From Lemma 8 we haveZ

½0;1
juj
disc2ððxu; 1Þ;PnÞ dxup

1

n2

Y
jAu

½C0 j log2ð j þ bÞ log2ðbnÞ
2:

Thus from (30) it follows that

e2ðPn;HðKs;AÞÞp
1

n2

X
|auDf1;y;sg

gs;u

Y
jAu

½C0 j log2ð j þ bÞ log2ðbnÞ
2;

which proves the result for the case a ¼ ð1;y; 1Þ:
For an arbitrary anchor a ¼ ða1;y; asÞ; the proof is similar. It is useful to

introduce some notation from [6]. The unit cube ½0; 1
s is partitioned into 2s

quadrants (some of them possibly degenerate) by the planes xj ¼ aj for j ¼ 1;y; s:

Given x in the interior of one of these quadrants, let Bðx; aÞ denote the box with one

corner at x and the opposite corner given by the unique vertex of ½0; 1
s which lies in
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the same quadrant as x: Let Buðxu; auÞ be the projection of Bðx; aÞ on ½0; 1
juj: Instead
of (30), we now have, see [5,6],

e2ðPn;HðKs;AÞÞ ¼
X

|auDf1;y;sg
gs;u

Z
½0;1
juj

R2
uðxu; auÞ dxu; ð31Þ

with

Ruðxu; auÞ ¼
1

n
jPu

n-Buðxu; auÞj � VolðBuðxu; auÞÞ ¼ ðQn;s � IÞwBuðxu;auÞ;

where wS denotes the indicator function for the set S: Clearly,Z
½0;1
juj

R2
uðxu; auÞ dxup sup

xuA½0;1Þu
R2

uðxu; auÞ

p sup
xuoyu

1

n
jPu

n-½xu; yuÞj � Volð½xu; yuÞÞ
� �2

p 4jujðD�ðPu
nÞÞ

2:

The last step follows from the relation of the extreme discrepancy to the LN-star
discrepancy, see [9]. It then follows from (31) and Lemma 8 that

e2ðPn;HðKs;AÞÞp
1

n2

X
|auDf1;y;sg

gs;u

Y
jAu

½2C0 j log2ð j þ bÞ log2ðb nÞ
2:

We now consider the unanchored Sobolev space HðKs;BÞ: It is known, see e.g.,

[5,16], that the worst-case error eðPn;HðKs;BÞÞ is the norm of the worst-case

integrand xðxÞ :¼ IsðKs;Bðx; ÞÞ � Qn;sðKs;Bðx; ÞÞ: By computing its norm, we find that

(31) is now replaced by

e2ðPn;HðKs;BÞÞ ¼
X

|auDf1;y;sg
gs;u

Z
½0;1
juj

Z
½0;1
juj

R̃uðxu; auÞ dau

 !2

dxu; ð32Þ

where

R̃uðxu; auÞ :¼
Y
jAu

tjðxj ; ajÞ
 !

Ruðxu; auÞ

and

tjðxj; ajÞ :¼
1 if xjoaj;

0 if xj ¼ aj;

�1 if xj4aj:

8><
>:

In verifying (32) it may help to observe that for fixed xA½0; 1Þs the quantity R̃uðxu; auÞ
is a piecewise-constant function of au:
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Similarly to the above argument, we now useZ
½0;1
juj

Z
½0;1
juj

R̃uðxu; auÞ dau

 !2

dxup sup
xuA½0;1Þjuj

sup
auA½0;1Þjuj

R2
uðxu; auÞ

p sup
xuoyu

1

n
jPu

n-½xu; yuÞj � Volð½xu; yuÞÞ
� �2

p 4jujðD�ðPu
nÞÞ

2:

It follows from (32) and Lemma 8 that

e2ðPn;HðKs;BÞÞp
1

n2

X
|auDf1;y;sg

gs;u

Y
jAu

½2C0 j log2ð j þ bÞ log2ðbnÞ
2:

This completes the proof. &

We are ready to prove that the QMC algorithm using the Niederreiter sequence
achieves a tractability or strong tractability error bound for finite-order weights.

Theorem 10. Let Pn be the point set of the first n points of the s-dimensional

Niederreiter sequence in base b:
(A) Consider the anchored Sobolev space HðKs;AÞ with an arbitrary anchor a:

* For arbitrary finite-order weights fgs;ug of order q�; we have

eðP;HðKs;AÞÞ
eð0;HðKs;AÞÞ

p
C2sq� log

q�

2 ðs þ bÞ logq�

2 ðbnÞ
n

;

where C2 is a constant independent of s and n:
Hence, we have optimal convergence order, and tractability with e-exponent

arbitrarily close to 1, and s-exponent arbitrarily close to q�:
* If the finite-order weights fgs;ug of order q� satisfy

M :¼ sup
s¼1;2;y

P
uDf1;y;sg; jujpq�gs;u

Q
jAu½ j log2ð j þ bÞ
2P

uDf1;y;sg; jujpq� gs;u

Q
jAu mj

 !
oN; ð33Þ

then for arbitrary d40 there exists a constant Cd independent of s and n such that

eðPn;HðKs;AÞÞ
eð0;HðKs;AÞÞ

pCdn
�1þd:

Hence, we have strong tractability with e-exponent of strong tractability 1.

(B) Consider the unanchored Sobolev space HðKs;BÞ:
* For arbitrary bounded finite-order weights fgs;ug of order q� we have

eðP;HðKs;BÞÞpC3sq� log
q�

2 ðs þ bÞ logq�

2 ðbnÞn�1;

where C3 is a constant independent of s and n:
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Hence, we have optimal convergence order, and tractability with e-exponent

arbitrarily close to 1, and s-exponent arbitrarily close to q�:
* If the finite-order weights fgs;ug of order q� satisfy

sup
s¼1;2;y

X
uDf1;y;sg; jujpq�

gs;u

Y
jAu

½ j log2ð j þ bÞ
2
0
@

1
AoN;

then for arbitrary d40 there exists a constant C0
d independent of s and n such that

eðPn;HðKs;BÞÞpC0
dn�1þd:

Hence, we have strong tractability with e-exponent of strong tractability 1.

Proof. Consider the anchored Sobolev space HðKs;AÞ: The square of the initial

error is

e2ð0;HðKs;AÞÞ ¼
X

uDf1;y;sg
gs;u

Y
jAu

mj: ð34Þ

For arbitrary finite-order weights fgs;ug of order q�; from Theorem 9 we have

e2ðPn;HðKs;AÞÞ
e2ð0;HðKs;AÞÞ

p
1

n2

P
0ojujpq�gs;u

Q
jAu½C1 j log2ð j þ bÞ log2ðbnÞ
2P

0pjujpq�gs;u

Q
jAu mj

p
12q�

n2

P
0ojujpq� gs;u

Q
jAu½C1 j log2ð j þ bÞ log2ðbnÞ
2P

0pjujpq�gs;u

p
12q�

n2
max

u: jujpq�

Y
jAu

½C1 j log2ð j þ bÞ log2ðbnÞ
2

p
12q�C

2q�

1

n2
ðs log2ðs þ bÞÞ2q� ðlog2ðbnÞÞ2q� :

Therefore,

eðPn;HðKs;AÞÞ
eð0;HðKs;AÞÞ

p2q�
ffiffiffiffiffiffi
3q�

p
C

q�

1 sq� log
q�

2 ðs þ bÞ logq�

2 ðbnÞn�1;

as claimed.
Now consider finite-order weights of order q� satisfying (33). Clearly, bound (29)

in Theorem 9 can be rewritten as

e2ðPn;HðKs;AÞÞp
1

n2

X
|auDf1;y;sg

gs;u

Y
jAu

½C1 j log2ð j þ bÞ log2ðbnÞ
2

¼ 1

n2

Xq�
c¼1

½C1 log2ðbnÞ
2c
X
juj¼c

gs;u

Y
jAu

½ j log2ð j þ bÞ
2
( )0

@
1
A:

ð35Þ
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For an arbitrary d40 define

Bd ¼ max
c¼1;2;y;q�

C1 log2 e

2d

� �2c

ð2cÞ!
" #

:

It now follows from (34), (35) and (33) that for the anchored case we have

e2ðPn;HðKs;AÞÞ
e2ð0;HðKs;AÞÞ

p
1

n2

Xq�
c¼1

½C1 log2ðbnÞ
2c
P

juj¼c gs;u

Q
jAu½ j log2ð j þ bÞ
2

n o
P

0pjujpq� gs;u

Q
jAu mj

0
@

1
A

p
M

n2

Xq�
c¼1

½C1 log2ðbnÞ
2cpBdM

n2

Xq�
c¼1

½2d loge ðbnÞ
2c

ð2cÞ!

p
BdM

n2
exp½2d loge ðbnÞ
 ¼ C2

dn�2þ2d;

where Cd ¼
ffiffiffiffiffiffiffiffiffiffiffi
BdM

p
bd: The case of the unanchored Sobolev space can be proven

similarly. &

Similar results to those in Theorem 10 can be established for the Halton and Sobol
sequences. Indeed, let Pn be the first n points of the s-dimensional Halton sequence
based on the first s prime numbers, see [4]. Then it is proved in [7] that

D�ðPu
nÞp

1

n

Y
jAu

½CH j log2ð j þ 1Þ log2ðenÞ
;

for any non-empty subset uDf1;y; sg; with CH being independent of u and s: For
the Sobol sequence based on the first primitive polynomial, see [20], a similar bound
is proved in [22], namely

D�ðPu
nÞp

1

n

Y
jAu

½CSob j log2ð j þ 1Þ log2 log2ð j þ 3Þ log2ð2nÞ


with CSob independent of u and s: These bounds are similar to the bound for the
Niederreiter sequence. Therefore similar tractability and strong tractability results to
those in Theorem 10 hold for the Halton and Sobol sequences.
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