A Unified Poland-Scheraga Model of Oligo- and Polynucleotide DNA Melting: Salt Effects and Predictive Power
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ABSTRACT Key biological and nano-technological processes require the partial or complete association and dissociation of complementary DNA strands. We present a variant of the Poland-Scheraga model for DNA melting where we introduce a local, sequence-dependent salt correction of the nearest-neighbor parameters. Furthermore, our formulation accounts for capping and interfacial energies of helical and coiled chain sections. We show that the model reproduces experimental data for melting temperatures over the full experimental range of strand length, strand concentration, and ionic strength of the solution. In particular, we reproduce a phenomenological relation by Frank-Kamenetskii for very long chains using a parameterization based on melting curves for short oligomers. However, we also show that the parameters of the Poland-Scheraga model are still not known with sufficient precision to quantitatively predict the fine structure of melting curves. This formulation of the Poland-Scheraga model opens the possibility to overcome this limitation by optimizing parameters with respect to an extended base of experimental data for short-, medium-, and long-chain melting. We argue that the often-discarded melting data for longer oligomers exhibiting non-two-state transitions could play a particularly important role.

INTRODUCTION

A quantitative understanding of basepairing and opening of the double-helix in DNA or RNA strands is relevant for many fundamental biological processes like transcription, replication (1), or RNA folding (2) and interference (3), as well as bio- and nanotechnological applications like DNA chips (4), DNA self-assembly (5) or guided nano-assembly of colloidal nanoparticles with DNA linkers (6,7). There are two standard theoretical descriptions of DNA thermal denaturation: the nearest-neighbor (NN) model quantitatively describes the melting of short oligonucleotides (8–10), which exhibit a two-state transition from a fully paired, double-helical complex to two separated single strands with random coil conformations; and the Poland-Scheraga (PS) model of polynucleotide melting (11,12) describes longer chains on the secondary structure level as an alternating sequence of double-stranded (helical) parts and (coiled) loops. The NN- and the PS-model have been employed routinely for several decades to describe a large variety of DNA- and RNA melting experiments, and the same formalism is widely used to investigate RNA folding (13,14). A possible point of criticism is the large number of adjustable parameters, which makes it (too) easy to fit individual sets of experiments. Not surprisingly, much effort has been devoted to the comparison of parameters extracted from different systems. Ten years ago, SantaLucia concluded, “A unified set of NN-parameters is now available for making accurate predictions of DNA oligo- and polymer thermodynamics” (10).

However, the compilation of results in SantaLucia (10) also shows a large number of unrelated boundary terms and salt corrections to be used in different limits. Furthermore, the available descriptions were limited to two-state melting transitions of short oligomers and to stepwise melting of long polymers, i.e., to the limit where DNA denaturation becomes independent of the DNA concentration in the sample. The situation is more complicated for longer oligomers exhibiting partial internal melting before strand separation. Recent experiments of Zeng et al. (15) and Zeng and Zocchi (16) have shed some doubts on the applicability of the standard formalism in this biologically (3,17) and technologically (4,5) important limit.

In this article, we present a unified PS like model covering the full experimental range of chain lengths, strand, and salt concentrations and compare its predictions to available experimental data. In the first section, we augment a recent, unified formulation for oligomer and polymer melting (18) by a systematic extension of oligomer salt corrections (19) to the longer chains limit. Furthermore, we pay particular attention to the estimation of confidence limits on model predictions, illustrated here for a parameterization of the model, which is essentially based on published data for oligomer melting. In a second section, we discuss the generic behavior of the model, i.e., the influence of variations of strands and ionic concentrations on the result of melting experiments for DNA duplexes of different length. The following quantitative comparison to experiment data shows that the model reproduces experimental data from short oligomers to long DNA polymers. This includes the controversial non-two-state melting of long oligomers where, however, the uncertainty of the predictions becomes particularly large. We conclude that experiments along the lines of Zeng et al. (15) and Zeng and Zocchi (16) could play an important role in future attempts to improve the parameterization.
MODEL AND METHODS

Association equilibria and internal melting

We treat a complex \( AB \) in equilibrium with two strands \( A \) and \( B \), each consisting of \( N \) basepairs (bps). For the association equilibrium \( A + B \leftrightarrow AB \) between bound and unbound states, we can write the law of mass action

\[
\frac{c_A/c_0}{c_{AB}/c_0} = \exp\left(\frac{\Delta G_0}{k_B T}\right),
\]

where \( c_0 \) is a reference concentration (usually \( c_0 = 1 \text{ M} \)), \( c_A \), \( c_B \), and \( c_{AB} \) are, respectively, the concentration of \( A \), \( B \), and \( AB \), and

\[
\Delta G_0 = \Delta G_{\text{int}} + \Delta G_{\text{mix}}^\text{max}(N)
\]

is the Gibbs free energy difference between the bound and unbound forms at the reference concentration. \( \Delta G_0 \) depends on both, the internal free energy difference, \( \Delta G_{\text{int}} = G_{AB}^\text{int} - G_A^\text{int} - G_B^\text{int}, \) and the difference of the mixing entropies with the solvent \( \Delta G_{\text{mix}}^\text{max} \). For chains of length \( N \) the latter can be estimated as \( \Delta G_{\text{mix}}^\text{max} = -k_B T \log(0.44(N-1)) \) (see (18) and Appendix A of this article).

From Eq. 1 and using the definitions of the total, strand, and complex concentrations which are related via \( c_T = c_A(T) + c_B(T) + 2c_{AB}(T) \), \( c_A(T) = c_A(T) = (1 - \Theta_{\text{end}}(T))c_0 \) and \( c_{AB}(T) = \Theta_{\text{end}}(T) c_T/2 \), we can derive the degree of association \( \Theta_{\text{end}}(c_T, T) \)

\[
\Theta_{\text{end}}(x) = 1 - x + \sqrt{x(2 + x)},
\]

with \( x = \frac{c_T}{c_0} \exp\left(\frac{\Delta G_0}{2k_B T}\right) \) (\( \alpha = 4 \) for self-similarity strand \( A \) is \( B \), otherwise \( \alpha = 1 \)).

Internal hybridization of the complex and the individual strands can be described in terms of the fraction \( \Theta_{\text{end}}(T) \) of bound basepair steps as a function of temperature. Here we assume that only the complex can form double-helical sections, hence, the experimentally observable overall fraction of bound basepair steps (see note below Eq. 4) is given by

\[
\Theta(c_T, T) = \Theta_{\text{end}}(T) \Theta_{\text{end}}(c_T, T).
\]

(Notes that experimental data used in this article for \( \Theta \) are UV absorbance data. Typically, optical absorbance curves exhibit a linear increase in the pre- and post-transition regimes due, respectively, to a slight elevation in the average stacking of the double-stranded DNA and to the unstacking of bases in the single strands (21).

The \( \Theta \)-curves are obtained from a normalization of the absorbance data (22) that deletes these linear contributions.)

Unified Poland-Scheraga model

To proceed, we need to determine the free energy \( \Delta G_{\text{int}} \), as well as the degree of pairing \( \Theta_{\text{end}}(T) \) from a statistical mechanical description of single- and double-stranded DNA. In this article, we employ a recent formulation (18) of the PS model with a direct mapping to a lattice model.

The PS model describes DNA at the secondary structure level as a sequence of double-stranded sections and denatured loop- or end-domains. We write the association free energy in the double-stranded regions in the so-called “doublet format” (21) as a sum over sequence-dependent nearest-neighbor pair formation free energies \( \Delta G_{\text{NN}}(T) = \Delta G_{\text{NN}} - T\Delta S_{\text{NN}} \) for the 10 different basepair steps. Furthermore, our description includes boundary terms. We consider two different capping energies \( \omega_{\text{loop}} \) and \( \omega_{\text{end}} \) for double-stranded chain ends with \( \omega(T) = \Delta h_{\text{loop}} - T\Delta S_{\text{loop}} \) as well as cooperativity factors \( \sigma \) and \( \sigma \) suppressing the opening of loop and end domains respectively.

In Fig. 1, we show the contributions of the different free energies to the total partition function of the system. The reference state is the helical state \( Z_{\text{helix}} = 1 \).

Therefore, the contribution of an internal loop (size \( n \)) is \( Z_{\text{loop}} = \sigma n/e \exp(\beta \sum \Delta S_{\text{NN}}) \) and the contribution of a free end (size \( n \)) is \( Z_{\text{end}} = \sigma n/e \exp(\beta \sum \Delta S_{\text{NN}} + \beta \Delta S_{\text{loop}}) \). Here, \( n/e \) and \( n/e \) account for, respectively, the number of self-avoiding polygons of length \( 2n \) and the number of possible conformations for a free end of length \( 2n \). The values \( c \) and \( c' \) take into account the steric interactions in the loops and in the free ends. The values of \( c \) and \( c' \) have to be derived from polymer theory. The parameter \( c \) has been extensively discussed (11,22–25) and is equal to 1.764 for noninteracting self-avoiding loops and 2.15 for interacting self-avoiding loops. The value of \( c' \) is equal to 0.16 (26,27).

The total partition function is the product \( Z = \exp(-\beta\omega_{\text{loop}} Z_{\text{loop}} Z_{\text{helix}} Z_{\text{end}}) \).

FIGURE 1 Example of a secondary structure, definition of the different contributions in the partition function. \( Z_{\text{loop}} \) is the contribution of an internal loop of size \( n \), and \( Z_{\text{end}} \) is the contribution for a free end of size \( h \). The term \( \alpha \) refers to the capping free energy. The total partition function is the product \( Z = \exp(-\beta\omega_{\text{loop}} Z_{\text{loop}} Z_{\text{helix}} Z_{\text{end}}) \).

Parameters and confidence limits

Despite the large number of adjustable parameters (10 \( \Delta h_{\text{NN}}, 10 \Delta S_{\text{NN}}, 2 \Delta h_{\text{loop}}, 2 \Delta S_{\text{loop}}, \sigma \), and \( \sigma \)), the PS model clearly represents a drastic simplification of the true problem. The key assumption is that all nongeneric contributions to the melting free energy difference can be written as a sum of independent basepairs contributions. Furthermore, it is common to only partially consider the sequence dependence of the boundary terms. For example, since the \( S' \) and \( S' \) of the sugar-phosphate backbone are chemically different (with correspondingly modified solvation and stacking effects, etc.) there is no reason to expect identical free energy penalties for \( S' - A/S'' - T \) and \( S' - T/S'' - A \) ends as well as for \( S' - G/S'' - C \) and \( S' - C/S'' - G \) ends. Similarly, one would, in general, expect sequence- and salt-dependent forking energies; yet the available experimental data does not allow us to determine these values reliably. In general, the basic assumptions and ad hoc choices can only be corrected or justified a posteriori by evaluating the success of the model in describing (and even more importantly) predicting the results of experiments (10,21,31). Some care has thus to be taken in estimating parameter values and the associated confidence limits from comparisons to experimental data. In this article we use Monte Carlo methods (32) to account for the propagation of these errors in the calculation of model predictions, i.e., results are calculated for (and averaged over) an ensemble of models with parameters drawn from a multidimensional Gaussian distribution defined by the mean values and the covariance matrix resulting from the parameter fits.

Nearest-neighbor parameters

Short oligomers exhibiting a two-state melting transition can be used to determine the association and capping free energies. In the NN-model, \( \Delta G_0 = \sum \Delta G_{\text{NN}} + 2\Delta G_{\text{loop}}, \) where \( \Delta G_{\text{NN}} \) and \( \Delta G_{\text{loop}} \) are pair formation and initiation NN-parameters (10). In the unified PS-model, \( \Delta G_0 = \sum \Delta G_{\text{NN}} + 2\omega + \Delta G_{\text{mix}}^\text{max} \). Equating the two expressions yields \( \omega(T) = \Delta h_{\text{loop}} - 7(\Delta S_{\text{loop}} - \Delta S_{\text{loop}}^\text{max}/2), \) where \( \Delta S_{\text{loop}}^\text{max} = 1.5 k_B \) accounts for the mixing entropy of oligomers at a typical size of 10 bps used in experiments employed for parameterizing the NN-model (an arbitrary standard deviation of 30% is assumed.)
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TABLE 1 Unified PS parameters and their standard deviations in a 1 M [Na\(^+\)]-buffer

<table>
<thead>
<tr>
<th>Sequence</th>
<th>(\Delta h) (kcal/mol)</th>
<th>(\Delta s) (cal/mol/K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA/TT</td>
<td>-7.93 ± 0.31</td>
<td>-22.4 ± 1.0</td>
</tr>
<tr>
<td>AT/TA</td>
<td>-7.15 ± 0.78</td>
<td>-20.2 ± 2.6</td>
</tr>
<tr>
<td>TA/AT</td>
<td>-7.23 ± 0.82</td>
<td>-21.6 ± 2.7</td>
</tr>
<tr>
<td>CA/GT</td>
<td>-8.44 ± 0.77</td>
<td>-22.9 ± 2.5</td>
</tr>
<tr>
<td>GT/CA</td>
<td>-8.47 ± 0.66</td>
<td>-22.9 ± 2.2</td>
</tr>
<tr>
<td>CT/GA</td>
<td>-7.73 ± 0.66</td>
<td>-20.9 ± 2.2</td>
</tr>
<tr>
<td>GA/CT</td>
<td>-8.29 ± 0.61</td>
<td>-22.6 ± 2.0</td>
</tr>
<tr>
<td>CG/GC</td>
<td>-10.54 ± 0.82</td>
<td>-27.1 ± 2.7</td>
</tr>
<tr>
<td>GC/GC</td>
<td>-9.81 ± 0.73</td>
<td>-24.6 ± 2.4</td>
</tr>
<tr>
<td>GG/GC</td>
<td>-8.02 ± 0.68</td>
<td>-19.6 ± 2.3</td>
</tr>
<tr>
<td>Cap with G/C</td>
<td>0.08 ± 0.99</td>
<td>-3.7 ± 3.4</td>
</tr>
<tr>
<td>Cap with A/T</td>
<td>2.22 ± 1.02</td>
<td>2.8 ± 3.3</td>
</tr>
</tbody>
</table>

for \(\Delta s_{\text{max}}\). The corresponding total of 24 relevant parameters in the limit of short oligomers undergoing two-state melting (10 \(\Delta h_{\text{NN}}\), 10 \(\Delta s_{\text{NN}}\), 2 \(\Delta h_{\text{cap}}\) = \(\Delta h_{\text{NN}}\) and \(\Delta s_{\text{cap}}\) = \(\Delta s_{\text{NN}}\) + \(\Delta s_{\text{max}}(2)\)) corresponds to the number of independent parameters, which can be determined uniquely from the corresponding experiments (31,33–35).

Correlations between NN-parameters are not negligible (correlation between \(\Delta h_{\text{NN}}\) and \(\Delta s_{\text{NN}}\) approaches 99% for a given basepair step). To have access to the covariance matrix, we repeated the analysis of Allawi and SantaLucia (33) (singular value decomposition (32) and of error evaluation via the Bootstrap method (36)), which consists in optimizing the melting temperatures prediction for short two-state oligomers, using the same experimental data. Our results (Table 1) slightly deviate from Allawi’s values due to the larger number of resampling trials carried out (>100,000), compared to 30 in Allawi and SantaLucia (33)).

Salt correction

Experimental observations (19) show that changing the salt concentration from 1 M to 100 mM shifts the melting temperature by ~10 K. These variations are described by a number of phenomenological salt corrections that are different for short oligomers and polymers (10,19). A systematic, statistical-mechanical approach should derive the observed melting temperatures from a model with salt-dependent parameters. Given that DNA is a highly charged molecule, such a dependence is not surprising and is formally the result of integrating out microscopic degrees of freedom of the DNA along with those of the solvent molecules and salt ions.

The correction most used in bioinformatics programs (DINAmelt (37), MELTING (38)) is the one given by SantaLucia (10) for oligomer NN-parameters:

\[
\Delta s_{\text{NN}}(\text{Na}^+) = \Delta s_{\text{NN}}(1M) + 0.368 \times \log(\text{Na}^+). \tag{5}
\]

This correction is sequence-independent, while Owczarzy et al. (19) have recently shown that the melting temperatures of oligomers undergoing two-state melting follow the phenomenological rule

\[
\frac{d}{d(\log(\text{Na}^+))} \left( \frac{1}{T_m} \right) = \left( K_{\text{NN}}(GC) + K_{\text{NN}} \right) + 2 K_{\text{NN}} \log(\text{Na}^+), \tag{6}
\]

where \(K_{\text{NN}}, K_{\text{NN}},\) and \(K_{\text{NN}}\) are empirical numbers of the same order (see Table 1) and \(f(GC)\) is the GC content of the sequence. Equation 6 cannot be used directly for our purposes. To infer the salt-dependence of the local NN-parameters \(\Delta h_{\text{NN}}\) and \(\Delta s_{\text{NN}}\) we proceed in two steps: firstly, we follow the literature (39,40) and assume that the complexation enthalpy is independent of salt-concentration. In contrast, the gain in mixing entropy of counterions released from molten chain sections does depend on the salt concentration (41,42).

With

\[
1/T_m = \frac{\Delta S_0 + k_B \log(c_T/(c_0/\alpha))}{\Delta H_0} \tag{7}
\]

for two-state melting, we can rewrite Eq. 6 in the form

\[
\frac{d}{d(\log(\text{Na}^+))} (\Delta S_0) = \Delta H_0 \times \left\{ (K_{\text{NN}}f(GC) + K_{\text{NN}}) + 2 K_{\text{NN}} \log(\text{Na}^+) \right\}. \tag{8}
\]

Secondly, instead of applying Eq. 8 to the whole sequence, we use the local GC content \(f(GC)\) of a basepair step. This results in a correction of the form

\[
\Delta s(\text{Na}^+) = \Delta s(1M) + \Delta h(\{4.29f(GC) - 3.95\log(\text{Na}^+) \times 10^{-5} + 9.4 \log^2(\text{Na}^+) \times 10^{-6} \}
\]

for the NN-pair formation and capping entropies. We have checked that our results do not change significantly if larger environments up to 5 bps are taken into account for calculating \(f(GC)\). Typical values of \(\Delta s(\text{Na}^+)\) = \(\Delta s(GC) - \Delta s(1M)\) for the different basepairs are reported in Table 2. Note that the fits of the salt correction parameters and of the NN-parameters have been realized separately. Correlations between \(K_{\text{NN}}, K_{\text{NN}},\) and \(K_{\text{NN}}\) exist and are considered in the error propagation analysis.

Cooperativity

There is no a priori reason why the cooperativity parameters should not have an enthalpic contribution, or why they should be independent of DNA sequence and of the salt concentration. To date, the interfaceal parameters \(\sigma\) and \(\epsilon\) are not known with sufficient precision. The cooperativity \(\sigma\) is in the range \(10^{-3} - 10^{-5}\) (24,25,29,43) corresponding to a loop nucleation free energy \(2\gamma = -k_B T \log \sigma = -2\gamma_{57} T 0.1 - 10 k_B T\). The bare free-end formation

TABLE 2 Salt correction from Eq. 9

<table>
<thead>
<tr>
<th>Sequence</th>
<th>0.01 M</th>
<th>0.05 M</th>
<th>0.1 M</th>
<th>0.5 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA/TT</td>
<td>3.0 ± 0.2</td>
<td>1.6 ± 0.1</td>
<td>1.1 ± 0.05</td>
<td>0.3 ± 0.01</td>
</tr>
<tr>
<td>AT/TA</td>
<td>2.7 ± 0.3</td>
<td>1.5 ± 0.2</td>
<td>1.0 ± 0.1</td>
<td>0.2 ± 0.03</td>
</tr>
<tr>
<td>TA/AT</td>
<td>2.8 ± 0.3</td>
<td>1.5 ± 0.2</td>
<td>1.0 ± 0.1</td>
<td>0.2 ± 0.03</td>
</tr>
<tr>
<td>CA/GT</td>
<td>2.4 ± 0.2</td>
<td>1.2 ± 0.1</td>
<td>0.8 ± 0.1</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td>GT/CA</td>
<td>2.4 ± 0.2</td>
<td>1.2 ± 0.1</td>
<td>0.8 ± 0.1</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td>CT/GA</td>
<td>2.2 ± 0.2</td>
<td>1.1 ± 0.1</td>
<td>0.7 ± 0.05</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td>GA/CT</td>
<td>2.3 ± 0.2</td>
<td>1.1 ± 0.1</td>
<td>0.8 ± 0.05</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td>CG/GC</td>
<td>1.9 ± 0.2</td>
<td>0.8 ± 0.1</td>
<td>0.4 ± 0.05</td>
<td>0.0 ± 0.02</td>
</tr>
<tr>
<td>GC/GC</td>
<td>1.8 ± 0.2</td>
<td>0.7 ± 0.1</td>
<td>0.4 ± 0.05</td>
<td>0.0 ± 0.02</td>
</tr>
<tr>
<td>GG/CC</td>
<td>1.5 ± 0.2</td>
<td>0.6 ± 0.1</td>
<td>0.3 ± 0.05</td>
<td>0.0 ± 0.02</td>
</tr>
<tr>
<td>Cap with G/C</td>
<td>0.0 ± 0.2</td>
<td>0.0 ± 0.1</td>
<td>0.0 ± 0.05</td>
<td>0.0 ± 0.01</td>
</tr>
<tr>
<td>Cap with A/T</td>
<td>0.8 ± 0.4</td>
<td>0.5 ± 0.2</td>
<td>0.3 ± 0.1</td>
<td>0.0 ± 0.03</td>
</tr>
</tbody>
</table>
parameter $\sigma$ is of course correlated to $\sigma$ (with the opening of a free-end there is a creation of one interface whereas, with a loop, two interfaces appear) and $\sigma \sim \sqrt{\sigma}$. In the following, we assume $\sigma = 0.3\sqrt{\sigma}$. The numerical values of the different parameters are listed in Table 1. The lack of data concerning $\sigma$ forces us to assume an high arbitrary standard deviation of 30% for log $\sigma$ and to neglect possible correlations between $\sigma$ and NN-parameters.

**Generic melting behavior**

The generic behavior of the model is shown in Fig. 2 for random sequences ($f(GC) = 0.5$) of different lengths ($N = 10, 50, 500$, or $50,000$). In the two columns of the figure, we compare the evolution of the hybridization observable $-d\Theta/dT$ as a function of the strand concentration $c_T$ and the ionic strength of the $[Na^+]$-buffer.

Oligomer melting curves ($N = 10, 50$) show one or two peaks. The height and width of the main peak are related to the chain length. For short oligomers, the transition occurs in a temperature interval of $\sim 40$ K and centers around physiological temperatures (310 K). Melting curves for short- ($N = 500$) and medium-sized DNA polymers exhibit several peaks due to successive domain opening. For very long chains ($N = 50,000$), $-d\Theta/dT$ becomes again featureless due to the superposition of large numbers of simultaneously occurring domain-melting events.

The strand concentration $c_T$ has a strong influence on oligomer hybridization, but has negligible effects for long chains. Generally, larger concentrations reduce the single-strand gain in mixing entropy and stabilize the complex. The relative importance of the strand translational entropy is highest for short chains at low concentrations resulting in two-state transitions. For longer oligomers and higher concentrations, internal melting competes with strand dissociation, and the two-state character of the transition is lost.

Variation of the salt concentration leads to comparable shifts of melting curves in all length regimes, and only to small changes in curve shapes. Low concentrations tend to stabilize bubbles and single strands (due to the decreasing screening effect of counterions (19,42)). Closer inspection reveals effects of the sequence-dependence of the salt correction (shown in Eq. 9). Lower salt concentrations tend to favor the partial opening of AT-rich domains like TATA boxes (promoter region in eukaryote genes and transcription initiator (44)).

**QUANTITATIVE COMPARISON TO EXPERIMENT—PREDICTIVE POWER**

In the following, we compare available experimental data to the predictions of the model. Good agreement for the short oligomers used for the parameterization is to be expected, but not trivial: the experimentally observed two-state melting behavior (i.e., the irrelevance of fluctuations) has to be a property of the correctly parameterized model including fluctuations. The following comparisons for long polymers and intermediate chain lengths constitute true tests of the
predictive power of the model, since the experimental data was not used for the parameterization.

**Short oligomers (~10 bps)**

The average error in the predicted melting temperatures

\[
\langle \Delta T_m \rangle = \frac{1}{N} \sum_i |T^\text{exp}_m - T^\text{th}_m|
\]

for the data sets from the literature (19,33) that we used for the parameterization is \(\langle \Delta T_m \rangle = 1.7\) K (compared to \(\langle \Delta T_m \rangle = 2.4\) K using Eq. 5 for the salt correction and to the average experimental error of 0.3 K). The more detailed comparison of calculated and experimental melting temperatures in Fig. 3 shows that there are no preferred salt or strand concentrations over the entire experimentally available range of \([\text{Na}^+]\) \([0.01\ M, 1\ M]\) and \(c_T \in [3.7 \times 10^{-6} M, 6.3 \times 10^{-4} M]\); all data points are uniformly aggregated along the bisectors with error estimates corresponding to the typical deviation from the experimental value. Moreover, the two-state behavior of the transition can be shown by evaluating the maximum \(\Sigma_{\text{max}}\) of \(\Sigma = \Theta_{\text{ext}} - \Theta\) (15). If the sequence presents a two-state transition, \(\Theta_{\text{ext}} = \Theta\) or \(\Sigma_{\text{max}} = 0\) (Fig. 4). Note that the comparison is made to the full model including fluctuations, which were neglected for the parameterization. Thus, the model properly reproduces the experimental observation of two-state melting for the sequences in question. Neglecting the cooperativity factors would lead to drastically different results (18).

**Long polymers (≥10 kbps)**

In the opposite limit of very long DNA, melting curves become again relatively featureless (see Fig. 2) and can be characterized by a melting temperature, which depends on the GC-content, \(f_{GC}\). More than 30 years ago, Frank-Kamenetskii (45) and Vologodskii et al. (46) proposed the following empirical relations:

\[
T_m = T_m^{\text{AT}} + f(GC)(T_m^{GC} - T_m^{AT})
\]

with

\[
T_m^{\text{AT}} = (355.55 + 7.9 \log [\text{Na}^+])K
\]

and

\[
T_m^{GC} = (391.55 + 4.89 \log [\text{Na}^+])K.
\]

We have generated random DNA sequences of length \(N = 50,000\) with \(0.4 \leq f_{GC} \leq 0.6\) within the experimental range. Fig. 5A shows excellent agreement between our results and Eq. 11, provided our variant Eq. 9 of the Owczarzy’s salt correction is used. We consider this agreement to be a key result of this work, since it presents a systematic derivation of long-chain experimental behavior from short-chain data used in the parameterization on the basis of a statistical mechanical
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**FIGURE 4** \(\Sigma_{\text{max}}\) for different chain length (N) random sequences (\(f(GC) = 0.5\)) in a 0.1 M [Na\(^+\)]-buffer with \(c_T = 2 \times 10^{-4} M\) (dots). The oligomers of Zeng et al. (15) in a 0.05 M [Na\(^+\)]-buffer with \(c_T = 2 \times 10^{-6} M\) (crosses, experimental results; dots, calculated results) and typical short oligomers (37) in a 1 M [Na\(^+\)]-buffer with \(c_T = 2 \times 10^{-6} M\) (dots) are shown in the inset.
model. In particular, Fig. 5A provides strong evidence for the validity of our local salt correction (9) for the NN parameters.

**Short polymers (100 bps ≤ … ≤ 10 kbps)**

Melting curves for short- and medium-sized polymers show a rich structure, but can be discussed independently of strand concentration (Fig. 2). To test the predictive power of our model, we have chosen PN/MCS-13 (note that this sequence is a 4660-bp duplex composed by a pBR322 mixed 245-bp repetitive sequence. pBR322 is associated with the primary accession number J01749 (43)). Fig. 6 shows that our model reproduces the melting temperature of PN/MCS-13 fairly well, but fails to predict the fine structure of the curves. In particular, calculated and measured differential melting curves agree only qualitatively. Other bioinformatics programs (DINA melt (37), MELTSIM (47), etc.) give similar results for these sequences.

How are these deviations to be interpreted? Apart from melting curves calculated using the standard parameters, Fig. 6 contains several other curves for parameter combinations drawn randomly within the correlated confidence limits from the parameterization. The curves work equally well (or badly), in particular the deviations from the experimental curve are actually within the confidence limits of the theoretical predictions and do not reveal shortcomings of the model itself.

This raises the question whether the model has any predictive power for polymer melting beyond Eq. 11. Judging from the ensemble of differential melting curves, the answer appears to be negative. However, the position-dependent melting temperature, which allows for a convenient identification of simultaneously opening basepairs, appears extremely robust with respect to the small uncertainties in the parameterization (48). Errors on local Tm are of the same order of magnitude as for oligomers. Testing these more detailed predictions using techniques based on the one-electron oxidative modifications of guanine induced by UV-laser (49) is therefore an interesting challenge.

**Long oligomers (20 bps ≤ … ≤ 100 bps)**

While short oligomers show two-state melting, this is no longer true for longer chains. Compared to the polymer case, the additional difficulty arises that results depend on the strand concentration (Fig. 2).

Attention recently focused on this regime with the development of an experimental protocol by Zeng et al. (15) and Zeng and Zocchi (16) for measuring the degree of strand association

---

**FIGURE 5** (A and B) Computed Tm with the unified PS-model for random heteropolymers (50,000 bp) with different GC content f(GC) in 74.5 mM (dots) and 220 mM (squares) [Na+] buffer. Salt corrections are Eq. 9 (A) or Eq. 5 (B). The drawn error bars are representative of the standard deviations due to parameterization. (C and D) Theoretical Tm computed for random polymers if the transition was two-stated (C) or if the nucleation entropy was null (D); we use the salt correction we introduced in the article. Dashed lines represent the empirical relations given by Frank-Kamenetskii (45) for very long polymers (Eq. 11).

**FIGURE 6** Melting curves Θ(A), Θext(B), −dΘ/dT (C), and evolution of the local basepair melting temperature (D) for PN/MCS-13 (43,47) in a 74.5 mM [Na+] buffer. Green lines are experimental data, black lines are computed results with standard parameters, and other colored lines (gray, red) represent simulations with different random set of parameters (see text).
\( \Theta_{\text{ext}} \) independently of the degree of basepairing and stacking. In Fig. 7 we compare calculated and experimentally measured results for an oligomer \( L_{60}B_{36} \) with one AT-rich domain in the center. Using the standard parameters, our model incorrectly predicts a two-state transition. However, other parameter combinations within the confidence limits correctly reproduce the opening of an internal bubble before strand separation and lead to good agreement with both \( \Theta \) and \( \Theta_{\text{ext}} \) (see Fig. 7). Fig. 4 compares the calculated and experimental results for \( S_{\text{max}} \) for the five sequences (inset) of Zeng et al. (15) and Zeng and Zocchi (16) and shows the generic behavior of \( S_{\text{max}} \) for random sequences. The large, asymmetric error bars for long oligomers highlight the particular sensitivity of the predicted behavior to the parameterization uncertainty.

**CONCLUSION**

We have presented a unified Poland-Scheraga model of DNA thermal denaturation. In contrast to previously available formulations, our description covers the entire crossover from oligo- to polynucleotide melting behavior and is applicable in the full experimental range of DNA strand and salt concentrations. We have used this Ansatz to discuss generic aspects of DNA melting and were able to obtain a systematic link between the different phenomenological sequence and salt dependences of short- and long-chain melting temperatures. Within the expected margin of error, our model reproduces experimental data for DNA of arbitrary length including the case of non-two-state-melting of longer DNA-oligomers. However, here (and to some degree in the case of domain melting of polymeric DNA) the model predictions for easily observable qualitative features are particularly sensitive to the remaining parameterization uncertainty.

Fig. 8 shows how the uncertainty in the knowledge of particular parameters (or parameter classes) affects predictions for melting curves in the various length regimes. In most cases, the dominant contribution comes from the set of 20 NN-parameters for the dinucleotide steps. They are most
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where the entropy of mixing per unit volume for two species \(P\) and \(Q\) is given by (51)

\[
-F_m = \frac{\partial \mathcal{G}}{\partial \left(\frac{V}{C_0}\right)} = k_B T \left( \log(c_P V_P) - \frac{V_P}{V_Q} \right).
\]  

Finally, if concentrations are measured in units of a reference concentration \(c_0\) (typically \(c_0 = 1\) M),

\[
-F_m = k_B T \left( \log\left(\frac{c_P V_P}{c_0 V_Q}\right) + \log(\frac{c_0 V_P}{V_Q}) - \frac{V_P}{V_Q} \right),
\]

where \(v_P\) and \(v_Q\) are the respective molar volumes.

For future work, our results suggest (a combination of) several strategies:

1. The analysis of the importance of the various parameter types for particular melting experiments (Fig. 8).
2. The design of (comparative) melting experiments isolating particular parameters following the framework used in Blake and Delcourt (43) (more details and examples can be found in Appendix C).
3. A simultaneous fit of the model to an extended base of experimental data for short-, medium-, and long-chain melting. This option is finally available with this formulation of the Poland-Scheraga model where all cases are treated within the same statistical-mechanical framework.

**APPENDIX A: MIXING ENTROPY AND CHEMICAL EQUILIBRIUM**

To calculate the chemical equilibrium between the individual strands and the dimer, we need to account for the translational entropy, i.e., the entropy of mixing with the solvent. Using a lattice approach, one can show that the entropy of mixing per unit volume for two species \(P\) and \(Q\) is given by (51)

\[
-T \Delta S_{\text{mix}} / V = k_B T \left( \frac{\Phi}{V_P} \log \Phi + \frac{1 - \Phi}{V_Q} \log (1 - \Phi) \right),
\]

where \(\Phi\) is the volume fraction of species \(P\), and \(V_P\) and \(V_Q\) are the respective molecular volumes. We have \(\Phi = c_P V_P\) and \(1 - \Phi = c_Q V_Q\), where \(c_P\) and \(c_Q\) are the respective concentrations \((c_P = n_P / V\) with \(n_P\) the number of particles \(P\), and the same for \(Q\)).

Now we combine the entropy of mixing with the single-chain partition functions to obtain the free energy per molecule

\[
G_A = G_A^{\text{int}} + k_B T \left( \log\left(\frac{c_A}{c_0}\right) + \log(\frac{c_0 v_A}{v_{\text{water}}}) - \frac{v_A}{v_{\text{water}}} \right)
\]

(15)

(and the same for \(B\) and \(AB\)). The chemical potential per molecule can be calculated by differentiating the free energy density with respect to density,

\[
\mu_A = -\frac{d}{dc_A}(G_A^{\text{int}}) = G_A^{\text{int}} + k_B T \left( \log\left(\frac{c_A}{c_0}\right) + \log(\frac{c_0 v_A}{v_{AB}}) - \frac{v_A}{v_{AB}} + 1 \right)
\]

(16)

(16)

By defining \(G_{\text{int}} = (G_{\text{int}}^{\text{A}} - G_{\text{int}}^{\text{B}} - G_{\text{int}}^{\text{AB}}) / (k_B T)\),

\[
(G_{\text{int}}^{\text{AB}} - G_{\text{int}}^{\text{A}} - G_{\text{int}}^{\text{B}}) / (k_B T) = \log \left( \frac{c_A \cdot c_B}{c_{AB} c_0} \right) + \log \left( \frac{c_0 v_{\text{A}B}}{v_{AB}} \right) - \frac{v_A + v_B - v_{AB}}{v_{\text{water}}},
\]

(17)

By assuming that the molar volumes in the complex simply add up \(v_{\text{AB}} = v_A + v_B\), this simplifies to

\[
\Delta G_{\text{AB}} = k_B T \left( \frac{c_A c_B}{c_{AB} c_0} \right) + \left( G_{\text{int}}^{\text{AB}} - G_{\text{int}}^{\text{A}} - G_{\text{int}}^{\text{B}} \right) - k_B T \left( \log(c_0 v_{\text{AB}} / 4) + 1 \right).
\]

(18)

By defining \(G_{\text{int}} = (G_{\text{int}}^{\text{A}} - G_{\text{int}}^{\text{B}} - G_{\text{int}}^{\text{AB}}) / (k_B T)\), and \(\Delta G_{\text{mix}}^{0} = -k_B T \left( \log(c_0 v_{\text{AB}} / 4) + 1 \right)\), we find Eq. 2. The molar volume of the duplex is proportional to the number of dinucleotide steps in the double-strand; \(v_{\text{AB}} = (N - 1)\chi\), where \(\chi\) is the molar volume of one dinucleotide step. Numerically, we obtain \(\Delta G_{\text{mix}}^{0} = -k_B T \log(0.44(N - 1))\).
APPENDIX B: SOLVING THE UNIFIED PS MODEL

Recursion relations

First, we consider the forward partition function $Z_f(\alpha + 1)$ starting at base 1, ending at base $\alpha + 1$, bases $\alpha$ and $\alpha + 1$ being paired. There are three ways to have these bases closed: either the dinucleotide basepair step ($\alpha - 1$, $\alpha$) is double-stranded, or there is a loop starting at any base $\alpha'$ and ending at $\alpha$, or the duplex is completely open from base 1 to base $\alpha$ (Fig. 9). Therefore, considering the closed state as the reference state, we can write

$$Z_f(\alpha + 1) = Z_f(\alpha) + \sigma \sum_{\alpha' = 2}^{\alpha-2} (\alpha - \alpha')^{-e^{\beta g_{\alpha',\alpha - 1}}} Z_f(\alpha')$$

$$+ \bar{\sigma}(\alpha - 1)^c e^{\beta g_{\alpha,\alpha-1}},$$

where $(\alpha - \alpha')^{-e^{\beta g_{\alpha',\alpha - 1}}}$ accounts for the number of self-avoiding polygons of length $2(\alpha - \alpha')$ (i.e., the number of loops starting at base $\alpha'$ and ending at base $\alpha$); $(\alpha - 1)^c$ accounts for the number of possible conformations for a free end, $g_{\alpha',\alpha} = \sum_{i=\alpha'}^{\alpha} \Delta g_{NN}(i, i+1)$, with $\Delta g_{NN}(i, i+1)$ the NN-stacking free energy of basepairs $(i, i+1)$; $c$ and $\bar{\sigma}$ take into account the steric interactions between loop or the free end with the rest of the chain. The value of $c$ has been extensively discussed (11,22–25) and is equal to 1.764 for noninteracting self-avoiding loops and 2.15 for interacting self-avoiding loops. The value of $\bar{\sigma}$ is derived from polymer theory (26) and is equal to 0.16 = 1.16 – 1.

In a similar way, we consider $Z_b(\alpha)$ the backward partition function, starting at base $\alpha$ and ending at base $N$, with base $\alpha$ being paired. So,

$$Z_b(\alpha) = Z_b(\alpha + 1) + \sigma \sum_{\alpha' = \alpha + 2}^{N-1} (\alpha' - \alpha)^{-e^{\beta g_{\alpha',\alpha + 1}}} Z_b(\alpha')$$

$$+ \bar{\sigma}(N - \alpha)^c e^{\beta g_{\alpha,N-1}}.$$  

(20)

Finally, we denote by $Z_{sd}(\alpha)$ the second forward partition function, starting at base 1 and ending at base $\alpha$, base $\alpha$ being closed and base $\alpha - 1$ being opened. In the same way, $Z_{sd}$ satisfies

$$Z_{sd}(\alpha) = \sigma \sum_{\alpha' = 2}^{\alpha-2} (\alpha' - \alpha)^{-e^{\beta g_{\alpha',\alpha - 1}}} Z_f(\alpha')$$

$$+ \bar{\sigma}(\alpha - 1)^c e^{\beta g_{\alpha,\alpha-1}}.$$  

(21)

The probability $p(\alpha)$ that basepair $\alpha$ is bound can be expressed as

$$p(\alpha) = \frac{Z_{sd}(\alpha)Z_b(\alpha + 1) + Z_f(\alpha)Z_b(\alpha) + e^{-\beta(g_{\alpha' + 1} + \lambda_0)}}{Z},$$

(22)

where $Z$ is the total partition function (Fig. 10)

$$Z = e^{-\beta(g_{\alpha' + 1} + \lambda_0)} + e^{-\beta g_{\alpha}} Z_f(N)$$

$$+ \bar{\sigma} \sum_{\alpha = 2}^{N-1} (N - \alpha)^{-e^{\beta g_{\alpha,N-1}}} Z_f(\alpha).$$

(23)

FIGURE 9  Graphical representation of the recursion relation for $Z_f(\alpha + 1)$.

FIGURE 10  Graphical representation of total partition function $Z$.

We can now express $\Theta_{int}$

$$\Theta_{int} = \frac{1}{N} \sum_{\alpha = 1}^{N} p(\alpha)$$

(24)

and $\Delta G_{int} = \sum_{\alpha = 1}^{N} \Delta G_{NN}(i, i + 1) - k_B T \log Z$. The technical issue is now to solve numerically Eqs. 19–21. An answer is to simplify the recursion relations and speed up their numerical resolutions by using the Fixman-Freire algorithm (29,30).

Fixman-Freire algorithm

We first fine-tune the recursion relations. With

$$Z_f^*(\alpha) = \exp(-\beta \sum_{i=1}^{\alpha-1} \Delta g_{NN}(i, i + 1)) Z_f(\alpha),$$

(25)

$$Z_b^*(\alpha) = \exp(-\beta \sum_{i=\alpha}^{N-1} \Delta g_{NN}(i, i + 1)) Z_b(\alpha),$$

(26)

$$Z_{sd}^*(\alpha) = \exp(-\beta \sum_{i=1}^{\alpha-1} \Delta g_{NN}(i, i + 1)) Z_{sd}(\alpha),$$

(27)

we derive

$$Z_f^*(\alpha + 1) = e^{-\beta \Delta g_{NN}(\alpha,a+1)} Z_f^*(\alpha)$$

$$+ \sigma_0(\alpha) \sum_{\alpha' = 2}^{\alpha-2} (\alpha' - \alpha)^{-e^{\beta g_{\alpha',\alpha - 1}}} Z_f^*(\alpha') + \sigma_1(\alpha),$$

(28)

$$Z_b^*(\alpha) = e^{-\beta \Delta g_{NN}(\alpha,a+1)} Z_b^*(\alpha) + \sigma_0(\alpha - 1) e^{-\beta \Delta g_{NN}(\alpha - 1,a)}$$

$$\times \sum_{\alpha' = 3}^{N} (\alpha' - \alpha - 1)^{-e^{\beta g_{\alpha',\alpha - 1}}} Z_f^*(\alpha')$$

$$+ \sigma_2(\alpha - 1) e^{-\beta \Delta g_{NN}(\alpha - 1,a)},$$

(29)

$$Z_{sd}^*(\alpha) = \sigma \sum_{\alpha' = 2}^{\alpha-2} (\alpha' - \alpha)^{-e^{\beta g_{\alpha',\alpha - 1}}} Z_f^*(\alpha') + \bar{\sigma}(\alpha - 1)^c,$$

(30)

where $\sigma_0(\alpha) = \sigma e^{-\beta \Delta g_{NN}(\alpha,a+1)}$, $\sigma_1(\alpha) = \bar{\sigma} e^{-\beta \Delta g_{NN}(\alpha,a+1)}$ $(\alpha - 1)^c$, and $\sigma_2(\alpha) = \sigma e^{-\beta \Delta g_{NN}(\alpha - 1,a)} (N - \alpha)^c$. The Fixman-Freire approximation consists in developing

$$x^{-c} \approx \sum_{k=1}^{1} a_k e^{-\beta g_{\alpha}} x.$$  

(31)

We introduce new variables

$$e^{\beta g_{\alpha}} e^{\lambda_0(\alpha)} \equiv \sum_{\alpha' = 2}^{\alpha-2} e^{\beta g_{\alpha'}} Z_f^*(\alpha')$$

(32)
\[ e^{-b_n} e^{\phi_n} = \sum_{a = -\infty}^{N} e^{-b_n a'} e^{-\beta \Delta E_{NN}(a'-1,a')} Z_n^s(a'). \]  

(33)

Therefore

\[ Z_n^s(\alpha) = e^{h_n(\alpha)} - e^{-b_n} e^{\mu_n(\alpha)} \]  

(34)

\[ Z_n^s(\alpha) = e^{\beta \Delta E_{NN}(a-1,a)} \left[ e^{\phi_n(\alpha)} - e^{-b_n} e^{\rho_n(\alpha+1)} \right], \]  

(35)

and we obtain new recursions relations

\[ \mu_i(\alpha + 1) = \mu_i(\alpha) + \log(A + B + C + D), \]  

(36)

\[ \nu_i(\alpha) = \nu_i(\alpha + 1) + \log(A' + B' + C' + D'), \]  

(37)

with

\[ A = e^{-b_n}, \quad B = e^{-\beta \Delta E_{NN}(\alpha + 1)} \times \left(1 - e^{-b_n} e^{\mu_n(\alpha-1) - \mu_n(\alpha)}\right) \]  

\[ C = \sigma_0(\alpha) \times \sum_{k=1}^{l} a_k e^{-2b_n} e^{\mu_n(\alpha-2) - \mu_n(\alpha)}, \quad D = \sigma_1(\alpha) e^{-\mu_n(\alpha)} \]  

\[ A' = e^{-b_n}, \quad B' = e^{-\beta \Delta E_{NN}(\alpha-1,a)} \times \left(1 - e^{-b_n} e^{\rho_n(\alpha+2) - \nu_n(\alpha+1)}\right) \]  

\[ C' = \sigma_0(\alpha - 1) \times \sum_{k=1}^{l} a_k e^{-2b_n} e^{\nu_n(\alpha+3) - \nu_n(\alpha+1)}, \quad D' = \sigma_2(\alpha) e^{-\nu_n(\alpha+1)}, \]  

and for \( Z_n^s \),

\[ Z_n^s = \sigma \sum_{k=1}^{l} a_k e^{-2b_n} e^{\mu_n(\alpha-2)} + \sigma(\alpha - 1) \nu_n(\alpha). \]  

(38)

To solve this relation, we have to know initial conditions

\[ Z_n^s(2) = e^{-\beta \Delta E_{NN}(1,2) + \nu_1} \]  

(39)

\[ Z_n^s(3) = e^{-\beta \Delta E_{NN}(2,3) + \Delta E_{NN}(1,2) + \nu_1} + \sigma e^{-\beta \Delta E_{NN}(2,3)} \]  

(40)

\[ Z_n^s(4) = e^{-\beta \Delta E_{NN}(3,4) + \Delta E_{NN}(2,3) + \Delta E_{NN}(1,2) + \nu_1} + \sigma e^{-\beta \Delta E_{NN}(3,4) + \Delta E_{NN}(2,3)} \]  

(41)

Then

\[ \mu_i(2) = \log(Z_n^s(2)), \]  

(42)

\[ \mu_i(3) = \log(Z_n^s(3) + e^{-b_n} Z_n^s(2)), \]  

(43)

\[ \mu_i(4) = \log(Z_n^s(4) + e^{-b_n} Z_n^s(3) + e^{-2b_n} Z_n^s(2)). \]  

(44)

In the same way for \( \nu_i \),

\[ Z_n^s(N - 1) = e^{-\beta \Delta E_{NN}(N-1,1) + \nu_0} + \sigma, \]  

(45)

\[ Z_n^s(N - 2) = e^{-\beta \Delta E_{NN}(N-2,2N-1) + \Delta E_{NN}(N-1,1) + \nu_0} + \sigma e^{-\beta \Delta E_{NN}(N-2N-1)} + \sigma e^{-b_n} \]  

(46)

Hence,

\[ \nu_i(N) = \log(Z_n^s(N)e^{-\beta \Delta E_{NN}(N-1,1)}), \]  

(48)

\[ \nu_i(N - 1) = \log(e^{-\beta \Delta E_{NN}(N-2,2N-1)Z_n^s(N-1)} + \sigma e^{-b_n} \]  

(49)

\[ \nu_i(N - 2) = \log(e^{-\beta \Delta E_{NN}(N-3,2N-2)Z_n^s(N-2)} + \sigma e^{-b_n} \]  

(50)

\[ + e^{-2b_n} \]  

\[ e^{-\beta \Delta E_{NN}(N-2,N-1)Z_n^s(N-1)} \]  

\[ + e^{-2b_n} e^{-\beta \Delta E_{NN}(N-1,1)}Z_n^s(N). \]  

FIGURE 11 \( T_{20\text{exp}} - T_{20\text{loop}} \) as a function of \( 1/N \) for different values of \( \gamma \): \(-10.9\) cal/mol/K (triangles), \(-8.9\) cal/mol/K (squares), and \(-6.9\) cal/mol/K (dots). Error bars reflect the confidence limit on NN-parameters.
For $Z^*_m$,

\[
Z'_m(1) = 0 \\
Z'_m(2) = \sigma \\
Z'_m(3) = 2\sigma^2.
\]

(51) (52) (53)

The algorithm consists in solving recursion relations for $\mu_i$ and $v_i$ in deducing values for $Z_i^0$, $Z_i^*$, and $Z_i^*$. Then it is easy to compute $p(\alpha)$, $\Theta_{\text{net}}$, and $\Theta_{\text{ext}}$.

APPENDIX C: IMPROVING THE MODEL PARAMETERIZATION

For example, to parameterize $\gamma_s = k_B/2 \log \sigma$, we propose to study two types of sequences: $S_{\text{loop}} = G_pA_qG_p$ (one central bubble) and $S_{2\text{loop}} = G_pA_qA_qG_qA_pA_qG_p$ (two internal bubbles) with $P$ large enough to neglect border effects. Following Blake and Delcourt (43), we can compute the difference of melting temperatures $T_{m,2\text{loop}} - T_{m,\text{loop}}$ of the different bubbles ($T_{m,\text{loop}}$ for $S_{\text{loop}}$ and $T_{m,2\text{loop}}$ for $S_{2\text{loop}}$) for various $N$. As both sequences have the same basepair composition, this observable should not be very sensitive to NN parameters and should be responsive to the energy difference between the two types of strands, which is $-2\gamma$. Fig. 11 shows the simulated evolution of $T_{m,2\text{loop}} - T_{m,\text{loop}}$ versus $1/N$ for different $\gamma_s$ values with the error bars due to standard deviations of NN-parameters. We remark that the observable is more and more sensitive to $\gamma_s$ as long as $1/N$ increases. Therefore, experiments have to be done with short bubbles ($N$ must be big enough to permit to observe the bubble subtransition). Moreover, we notice that errors due to NN-parameters uncertainty limit the accuracy of the $\gamma_s$ parameterization by $\sim 10\%$. Nevertheless, as experimental error are $\approx 0.3$ K, a precise evaluation of $\gamma_s$ is possible with sequences in the range $N \in [20-40]$. In the same manner, to parameterize $\Delta S^\text{mix}_{\text{max}}$, we can study $S_{\text{loop}}$ and $S_{\text{end}} = A_{N/2}G_{N/2}A_{N/2}G_{N/2}$. Fig. 12 reveals the sensitivity of $T_{m,\text{loop}} - T_{m,\text{end}}$ according to $\Delta S^\text{mix}_{\text{max}}$ for little $N$. Nonetheless, error bars do not allow a precise evaluation of $\Delta S^\text{mix}_{\text{max}}$. This difference with the previous example comes from the important role played by the borders. Indeed, NN-initiation parameters have large standard deviations that automatically reflect on the theoretical errors. Without an improvement on the errors of the initiation enthalpies and entropies, there is no hope to parameterize $\Delta S^\text{mix}_{\text{max}}$ with these types of experiments.

Moreover, as seen in Fig. 4, the two-state parameter $\Sigma_{\text{max}}$ is highly $\sigma$-dependent for long oligomers. Therefore, more experimental data for long oligomers would allow better estimates for the cooperativity factors by including the $\Sigma_{\text{max}}$ values in the global parameterization process.
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