
brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector 
Advances in Mathematics 226 (2011) 3857–3911
www.elsevier.com/locate/aim

Deformation theory of objects in homotopy and derived
categories III: Abelian categories ✩

Alexander I. Efimov a, Valery A. Lunts b,∗, Dmitri O. Orlov a

a Algebra Section, Steklov Mathematical Institute, 8 Gubkina St., Moscow, 119991 Russia
b Department of Mathematics, Indiana University, Bloomington, IN 47405, USA

Received 14 March 2007; accepted 12 November 2010

Available online 3 December 2010

Communicated by Tony Pantev

Abstract

This is the third paper in a series. In Part I we developed a deformation theory of objects in homotopy
and derived categories of DG categories. Here we show how this theory can be used to study deformations
of objects in homotopy and derived categories of abelian categories. Then we consider examples from
(noncommutative) algebraic geometry. In particular, we study noncommutative Grassmanians that are true
noncommutative moduli spaces of structure sheaves of projective subspaces in projective spaces.
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1. Introduction

In our paper [5] we developed the deformation theory of a right DG module over a DG cat-
egory A in the corresponding homotopy and derived categories. In the subsequent paper [6] we
proved pro-representability of the corresponding deformation pseudo-functors. In this paper we
would like to show how to apply this theory to deformations of complexes over abelian categories
(in the corresponding homotopy and derived categories).

In the second part of the paper we discuss the example of complexes of (quasi-)coherent
sheaves on a scheme. Then we give examples when our pro-representabity theorems in [6] can
be applied to this geometric situation.

The third part is devoted to the example of a global noncommutative moduli space of objects
in derived categories: noncommutative Grassmanians NGr(m,V ). The noncommutative scheme
NGr(m,V ) is a true noncommutative moduli space of structure sheaves OP(W) ∈ Db

coh(P(V )),
where W ⊂ V are vector subspaces of dimension dimW = m. Namely, it satisfies the following
properties:

1) There is a natural fully faithful functor Φ from the category of perfect complexes
Perf(NGr(m,V )) (Definition 8.20) to Db

coh(P(V )). Its image is the double orthogonal to
the family of objects OP(W), i.e. the full subcategory generated by objects OP(V )(m − n),

. . . , OP(V )(−1), OP(V ). This is Corollary 8.22 below.
2) There is a k-point xW ∈ NGr(m,V )(k) = XAm,V (k) (see Section 9 below) for each

subspace W ⊂ V of dimension dimW = m. Further, (xW )∗(k) lies in Perf(NGr(m,V )) and
Φ(x∗(k)) ∼= OP(W). This is a part of Theorem 9.11 below.

3) The completion of the local ring of the k-point xW (see Section 10.1) is isomor-
phic to H 0(Ŝ)op, where Ŝ is dual to the bar construction of the minimal A∞-structure on
Ext·(OP(W), OP(W)) (Theorem 10.3). It can be shown that the DG algebra R Hom·(OP(W),

OP(W)) is formal and the graded algebra Ext·(OP(W), OP(W)) is quadratic Koszul, and hence
the projection Ŝ → H 0(Ŝ) is a quasi-isomorphism. Hence, the moduli space is not a DG space
but just noncommutative space.
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We do not have a moduli functor of our family of objects OP(W), which should be defined
on the category of noncommutative affine schemes. However, the properties 1)–3) suggest that
NGr(m,V ) is a true moduli space of this family of objects, in our context of deformations of
objects in derived categories.

It is remarkable that there is a natural morphism from the commutative Grassmanian Gr(m,V )

to noncommutative one NGr(m,V ). Moreover, the functor Φ : Perf(NGr(m,V )) → Db
coh(P(V ))

above coincides with Lf ∗
1,m,V , where f1,m,V : P(V ) → NGr(m,V ) is a natural morphism. Both

these statements are parts of Proposition 9.13 below.
Section 6 contains some preliminaries on Z-algebras and the associated noncommutative

schemes (or stacks) Proj(A) regarded as an abelian category of quasi-coherent sheaves together
with a structure sheaf.

In Section 7 we define the noncommutative Grassmanians as Proj of certain Z-algebras.
In Section 8 we describe the derived categories of noncommutative Grassmanians (Theo-

rem 8.19). This is an application of the more general result for geometric Z-algebras (Theo-
rem 8.14) which originally appeared in [4].

In Section 9 we make an attempt to relate two different approaches to noncommutative ge-
ometry. Namely, we associate to each (positively oriented) Z-algebra a presheaf of groupoids
XA on the category Algop

k dual to the category of associative unital k-algebras. The groupoid
XA(B) should be thought of as a groupoid of maps Sp(B) → Proj(A). We compare our defini-
tion with maps between commutative schemes (Proposition 9.9). Then we describe the k-points
of noncommutative Grassmanians (Theorem 9.11).

In the last Section 10, for any presheaf X of sets on Algop
k , and its k-point x ∈ X(k), we define

the notion of a completion of local ring Ôx , which cannot exist a priori. Then we prove that in
the case of the noncommutative Grassmanian NGr(m,V ) and the k-point xW corresponding to
the subspace W ⊂ V of dimension m, the completion Ôx exists and is isomorphic to H 0(Ŝ)op

(∼= H 0(Ŝ)) in the above notation.
We freely use the notation and results of [5] and [6]. The reference to [5] or [6] appears in the

form I, Theorem . . . , or II, Theorem . . . respectively.

Part 1. Deformations of objects in homotopy and derived categories of abelian categories

Let M be small a k-linear abelian category. Denote by C(M), H(M), D(M) the category
of complexes over M, its homotopy category and its derived category respectively. We will
also consider the usual categories Cb(M), C±(M) of bounded (resp. bounded above, below)
complexes and the categories Hb(M), Db(M), H±(M), D±(M) of cohomologically bounded
(resp. bounded below, above) complexes. Given E ∈ C(M) and an artinian DG algebra R there
are natural notions of homotopy and derived R-deformations (and R-co-deformations) of E.
We start by defining this deformation theory and then show (under some assumptions) how it can
be interpreted as a deformation theory of a DG module over an appropriate DG category A. This
interpretation allows us to translate the previous results obtained in the DG context to the case
of C(M). Our point of view is that the deformation theory developed in [5,6] in the language of
DG modules is more flexible. Hence for example in the context of abelian categories we omit the
notion of pseudo-functors DEF and coDEF from the 2- dgart to Gpd.

2. Categories CR(M), C
dg
R(M), HR(M), DR(M)

The category of complexes over M is also naturally a DG category with the Hom-complexes
being the usual complexes of morphisms between objects in C(M). We denote this DG category



3860 A.I. Efimov et al. / Advances in Mathematics 226 (2011) 3857–3911
by Cdg(M). Then H(M) is simply Ho(Cdg(M)) and the category D(M) is obtained from
Ho(Cdg(M)) by inverting quasi-isomorphisms. Notice that this is NOT the same as D(Cdg(M))

as defined in I, Section 3.1.

Definition 2.1. Let R be an artinian DG algebra. A right R-complex over M (or simply
an Rop-complex) is an object S ∈ C(M) together with a homomorphism of DG algebras
Rop → Hom·(S,S). This is the same as a DG functor from the DG category Rop (with one
object) to the DG category Cdg(M). Thus Rop-complexes over M naturally form a DG cate-
gory FunDG(Rop,Cdg(M)) which we denote by C

dg
R (M). If in the category C

dg
R (M) we only

consider morphisms which are degree zero cycles (i.e. DG transformations between DG func-
tors), then we obtain an abelian category, which we denote by CR(M). The homotopy category
Ho(C

dg
R (M)) is denoted by HR(M). If we invert quasi-isomorphisms in HR(M) we obtain the

derived category DR(M).

The categories HR(M) and DR(M) are naturally triangulated. We will also consider the
obvious full DG subcategories Cb

R(M),C±
R(M) ⊂ C

dg
R (M) and the full triangulated subcate-

gories Hb
R(M), H±

R(M) ⊂ HR(M); Db
R(M),D±

R(M) ⊂ DR(M).

Remark 2.2. Consider M as a DG category (with all morphisms being of degree zero) and let
R be an artinian DG algebra. Notice that an Rop-complex S ∈ C(M) defines (by Yoneda) a
DG-module over the DG category Mop

R = Mop ⊗ Rop (3.1, 3.3 in Part I), i.e. there is a full and
faithful embedding of DG categories

h•
R : Cdg

R (M) ↪→ Mop
R -mod.

Using this embedding we could directly apply our machinery in Part I to obtain a deformation
theory of objects in C(M). This deformation theory however would not always give the right
answer (in case of derived deformations). Our point is that there exists a natural independent
deformation theory for complexes over abelian categories which we define in the next section.
Eventually we will compare this theory to deformations of DG-modules as in Part I.

The next lemma is a repetition of I, Lemma 3.19 in our context.

Lemma 2.3. Assume that R ∈ dgart−. Then there exist truncation functors in DR(M): for every
Rop-complex S there exists a short exact sequence of Rop-complexes

τ<0S → S → τ�0S,

where Hi(τ<0S) = 0 if i � 0 and Hi(τ�0S) = 0 for i < 0.

Proof. Indeed, put

τ<0S :=
⊕
i<0

Si ⊕ d
(
S−1). �

The next definition is the analogue of I, Definition 3.8.
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Definition 2.4. Let R ∈ dgart. An Rop-complex S is called graded R-free (resp. graded R-
cofree) if there exist M ∈ Cdg(M) and an isomorphism of graded objects (forgetting the differ-
ential) in C

dg
R (M) M ⊗ R � S (resp. M ⊗ R∗ � S).

Proposition 2.5. A homomorphism φ : R → Q of artinian DG algebras induces DG functors

φ∗ : Cdg
R (M) → C

dg
Q (M), φ∗ : Cdg

Q (M) → C
dg

R (M), φ! : Cdg
R (M) → C

dg
Q (M).

The DG functors (φ∗, φ∗) and (φ∗, φ!) are adjoint. That is for S ∈ C
dg

R (M) and T ∈ C
dg

Q (M)

there are functorial isomorphisms of complexes

Hom·(φ∗S,T
) = Hom·(S,φ∗T ), Hom·(φ∗T ,S) = Hom·(T ,φ!S

)
.

We denote by the same symbols the induced functors between the abelian categories CR(M),
CQ(M) and the homotopy categories HR(M), HQ(M). These induced functors are also ad-
joint.

Proof. The categories M and C(M) are abelian and as such have all finite limits and colimits.
Let S ∈ C

dg
R (M). We put

φ∗(S) = S ⊗R Q, φ!(S) = Hom·
Rop(Q,S).

That is φ∗(S) is defined as a colimit of a finite (since dim R < ∞) diagram involving the object
S ⊗k Q; and φ!(S) is a limit of a finite (since dim R < ∞) diagram involving the object S ⊗k Q∗
(since dimQ < ∞). So these objects are well defined. The DG functor φ∗ is simply the restriction
of scalars.

For each M ∈ C
dg

Q (M), N ∈ C
dg

R (M) we have natural functorial closed morphisms of degree
zero

η1(M) : φ∗φ∗(M) = φ∗(M) ⊗R Q → M, η2(N) : N → φ∗(N ⊗R Q) = φ∗φ∗(N),

induced by the structure morphism M ⊗ Q → M , and by the inclusion N → N ⊗ Q. They give
rise to the morphisms of functors

η1 : φ∗φ∗ → id, η2 : id → φ∗φ∗.

It is also clear that the compositions

φ∗ φ∗(η2)−→ φ∗φ∗φ∗ η1(φ
∗)−→ φ∗, φ∗

η2(φ∗)−→ φ∗φ∗φ∗
φ∗(η1)−→ φ∗

are equal to identity morphisms. Hence, the pair of DG functors (φ∗, φ∗) is adjoint. The same
arguments hold for abelian and homotopy categories.

The adjunction (φ∗, φ!) is proved in the same way. �
Example 2.6. Let i : R → k be the augmentation map and p : k → R be the obvious inclusion.
Then we obtain the corresponding functors i∗, i∗, i!,p∗,p∗,p!.
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Definition 2.7. An object S ∈ C
dg

R (M) is called h-projective (resp. h-injective) if for every

acyclic T ∈ C
dg

R (M) the complex Hom·(S,T ) (resp. Hom·(T ,S)) is acyclic.

Remark 2.8. Note that the collection of h-projectives (resp. h-injectives) is closed under arbitrary
(existing in C

dg
R (M)) direct sums (resp. direct products).

Corollary 2.9. The DG functor φ∗ (resp. φ!) preserves h-projectives (resp. h-injectives).

Proof. This follows from the adjunctions (φ∗, φ∗), (φ∗, φ!) and the fact that φ∗ preserves acyclic
complexes. �
Proposition 2.10. Fix R ∈ dgart−.

a) Assume that M has enough projectives. Then for every S ∈ C−
R(M) there exists an h-

projective P ∈ C−
R(M) and a quasi-isomorphism P → S. We may choose P to be graded

R-free.
b) Assume that M has enough injectives. Then for every T ∈ C+

R(M) there exists an h-injective
I ∈ C+

R(M) and a quasi-isomorphism T → I . We may choose I to be graded R-cofree.

Proof. a) Fix S ∈ C−
R(M) and assume that Si = 0 for i > i0. Since M has enough projectives

we can find (by a standard construction) an h-projective Q0 ∈ C−(M) and a surjective quasi-
isomorphism ε′ : Q0 → p∗S. We may and will assume that each Q

j

0 ∈ M is projective. Moreover
we may and will assume that Qi

0 = 0 for i > i0. By adjunction we obtain a surjective morphism
in C−

R(M),

ε : P0 = p∗Q0 → S,

which is also surjective on cohomology. Denote K = Ker(ε). Note that since R ∈ dgart− we
have Ki = 0 for i > i0. Now repeat the procedure with K instead of S. Finally we obtain an
exact sequence

· · · → P−2 → P−1 → P0
ε→ S → 0

in C−
R(M) with the following properties:

(i) P−n is h-projective for every n.
(ii) P i−n = 0 for i > i0 and all n.

(iii) The complex

· · · → H ·(P−1) → H ·(P0) → H ·(S) → 0

is exact.

Denote by P the total complex

P = Tot(· · · → P−1 → P0).
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Note that as a graded object

P =
⊕
n�0

P−n[n],

so that in each degree i the contribution to P i comes from finitely many P−n’s. Thus P is a
well-defined object in C−

R(M) (we do not assume that infinite direct sums exist in M). Because
of the property (iii) above the morphism

ε : P → S

is a quasi-isomorphism. It remains to show that P is h-projective.
We have the standard increasing filtration by Rop-subcomplexes

FnP = Tot(P−n → ·· · → P−1 → P0).

This filtration satisfies the following properties:

(a) P = ⋃
n�0 FnP ;

(b) each quotient FnP/Fn−1P is h-projective;
(c) each inclusion of graded Rop-objects (Fn−1P)gr ↪→ (FnP )gr splits.

It follows that P is h-projective.
b) The proof is very similar to that of a), but we present it anyway for completeness. Fix

T ∈ C+
R(M), say T i = 0 for i < i0. Since M has enough injectives we can find an h-injective

J0 ∈ C+(M) and an injective quasi-isomorphism s′ : p∗T → J0. We may and will assume that
J0 consists of objects which are injective in M. Moreover we may and will assume that J i

0 = 0
for i < i0. By adjunction we obtain an injective morphism of objects in C+

R(M),

s : T → I0 := p!J0,

which is also injective on cohomology. Denote L = coker(s). Note that since R ∈ dgart− we
have Li = 0 for i < i0. Now repeat the procedure with L instead of T . Finally we obtain an exact
sequence

0 → T
s→ I0 → I1 → ·· ·

in C+
R(M) with the following properties:

(i′) In is h-injective for all n.
(ii′) I i

n = 0 for i < i0 and all n.
(iii′) The complex

0 → H ·(T ) → H ·(I0) → H ·(I1) → ·· ·

is exact.
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Denote by I the total complex

I := Tot(I0 → I1 → ·· ·).
Note that as a graded object

I =
⊕
n�0

In[−n],

so that in each degree i the contribution to I i comes from finitely many In’s. Thus I is a well-
defined object in C+

R(M). Because of property (iii′) above the morphism s : T → I is a quasi-
isomorphism. It remains to show that I is h-injective.

We have the standard decreasing filtration by Rop-subcomplexes

FnI = Tot(In → In+1 → ·· ·).
This filtration satisfies the following properties:

(a) I = lim←− I/FnI ;
(b) each quotient FnP/Fn+1P is h-injective;
(c) each inclusion of graded Rop-objects (Fn+1I )gr ↪→ (FnP )gr splits.

It follows that I is h-injective.
Proposition is proved. �
Using the last proposition we can define derived functors of the functors φ∗ and φ!. Namely

assume that M has enough projectives (resp. injectives). Then given a homomorphism φ : R →
Q of artinian (non-positive) DG algebras we define the functor Lφ∗ : D−

R(M) → D−
Q(M) (resp.

Rφ! : D+
R(M) → D+

Q(M)) using h-projectives (resp. h-injectives) in the usual way. Notice that

the functor φ∗ is exact, hence it extends trivially to φ∗ : D±
Q(M) → D±

R(M). The functors

(Lφ∗, φ∗) and (φ∗,Rφ!) are adjoint.

Remark 2.11. Let R ∈ dgart− and M,N ∈ C
dg

R (M). Assume that (i) M has enough projectives
and M ∈ D−

R(M) or (ii) M has enough injectives and N ∈ D+
R(M). Then we can define the

complex R Hom·(M,N) and hence the vector spaces Exti (M,N). Namely, by Proposition 2.10
in the first case we may replace M by a quasi-isomorphic h-projective P and in the second case
we may replace N by a quasi-isomorphic h-injective I . Then define R Hom(M,N) as either
Hom·(P,N) or Hom·(M, I).

Proposition 2.12. Let φ : R → Q be a morphism of artinian DG algebras which is a quasi-
isomorphism.

a) Assume that M has enough projectives. Then the functor Lφ∗ : D−
R(M) → D−

Q(M) is an
equivalence of categories.

b) Assume that M has enough injectives. Then the functor Rφ! : D+
R(M) → D+

Q(M) is an
equivalence of categories.
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Proof. a) It suffices to prove that for each h-projective P ∈ C
dg

R (M), P ′ ∈ C
dg

Q (M), the adjunc-
tion morphisms

η1
(
P ′) : φ∗φ∗

(
P ′) → P ′, η2(P ) : P → φ∗φ∗(P )

are quasi-isomorphisms. As complexes in C(M), the cones of both morphisms are of the form
P ′′ ⊗R Cone(R → Q), where P ′′ is P or P ′ respectively. So, it remains to prove the following

Lemma 2.13. If N is an acyclic finite-dimensional R-module and P ∈ C
dg

R (M) is h-projective,
then the complex P ⊗R N is null-homotopic.

Proof. Let M be an object in C(M). Then we have

Hom·(P ⊗R N,M) = Hom·
Rop

(
P,Hom·

k(N,M)
)
,

and this complex is acyclic since the Rop-complex Hom·
k(N,M) is acyclic and P is h-projective.

Hence, the complex P ⊗R N is null-homotopic. �
b) The proof is similar. It suffices to prove that for each h-injective I ∈ C

dg
R (M), I ′ ∈

C
dg

Q (M), the adjunction morphisms

η1(I ) : φ∗φ!(I ) → I, η2
(
I ′) : I ′ → φ!φ∗

(
I ′)

are quasi-isomorphisms. As complexes in C(M), the cones of both morphisms are of the form
Hom·

Rop(Cone(R → Q), I ′′) where I ′′ is I or I ′ respectively. So, it remains to prove the follow-
ing:

Lemma 2.14. If N is an acyclic finite-dimensional Rop-module and I ∈ C
dg

R (M) is h-projective,
then the complex Hom·

Rop(N, I) is null-homotopic.

Proof. Let M be an object in C(M). Then we have

Hom·(M,Hom·
Rop(N, I)

) = Hom·
Rop

(
M,Hom·

k(N, I)
)
,

and this complex is acyclic since the Rop-complex Hom·
k(N,M) is acyclic, h-injective and hence

null-homotopic. Hence, the complex Hom·
R(N, I) is null-homotopic. �

Proposition is proved. �
3. Deformation pseudo-functors

Let E be an object in C(M). As in the DG setting we first define the homotopy deformation
and co-deformation pseudo-functors

Defh(E), coDefh(E) : dgart → Gpd.

The definitions are copies (in our context) of the corresponding definitions in Part I.
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Definition 3.1. Fix E ∈ C(M) and let R ∈ dgart. An object in the groupoid Defh
R(E) is a pair

(S,σ ), where S ∈ CR(M) and σ : i∗S → E is an isomorphism of objects in C(M) such that
the following holds: there exists an isomorphism of graded objects η : (E ⊗ R)gr → Sgr so that
the composition

E = i∗(E ⊗ R)
i∗η−→ i∗S σ→ E

is the identity.
Given objects (S,σ ), (S′, σ ′) ∈ Defh

R(E), a map f : (S,σ ) → (S′, σ ′) is an isomorphism
f : S → S′ such that σ ′ · i∗f = σ . An allowable homotopy between maps f,g is a homotopy
h : f → g such that i∗h = 0. We define morphisms in Defh

R(E) to be classes of maps modulo
allowable homotopies.

Note that a homomorphism of artinian DG algebras φ : R → Q induces the functor φ∗ :
Defh

R(E) → Defh
Q(E). This defines the pseudo-functor

Defh(E) : dgart → Gpd.

We refer to objects of Defh
R(E) as homotopy R-deformations of E.

Example 3.2. We call (p∗E, id) ∈ Defh
R(E) the trivial R-deformation of E.

Definition 3.3. Denote by Defh+(E), Defh−(E), Defh
0(E), Defh

cl(E) the restrictions of the pseudo-
functor Defh(E) to subcategories dgart+, dgart−, art, cart respectively.

Let us give an alternative description of the same deformation problem. We will define the
homotopy co-deformation pseudo-functor coDefh(E) and (eventually) show that it is equivalent
to Defh(E). The point is that in practice one should use Defh(E) for an h-projective E and
coDefh(E) for an h-injective E.

Definition 3.4. Fix E ∈ C(M). Let R be an artinian DG algebra. An object in the groupoid
coDefh

R(E) is a pair (T , τ ), where T ∈ CR(M) and τ : E → i!T is an isomorphism of objects
in C(M) so that the following holds: there exists an isomorphism of graded objects δ : T gr →
(E ⊗ R∗)gr such that the composition

E
τ→ i!T i!δ−→ i!

(
E ⊗ R∗) = E

is the identity.
Given objects (T , τ ) and (T ′, τ ′) ∈ coDefh

R(E) a map g : (T , τ ) → (T ′, τ ′) is an isomorphism
f : T → T ′ such that i!f · τ = τ ′. An allowable homotopy between maps f,g is a homotopy
h : f → g such that i!(h) = 0. We define morphisms in coDefh

R(E) to be classes of maps modulo
allowable homotopies.

Note that a homomorphism of DG algebras φ : R → Q induces the functor φ! : Defh
R(E) →

Defh
Q(E). This defines the pseudo-functor

Defh(E) : dgart → Gpd.
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We refer to objects of coDefh
R(E) as homotopy R-co-deformations of E.

Example 3.5. For example we can take T = E ⊗ R∗ with the differential dE,R∗ := dE ⊗ 1 + 1 ⊗
dR∗ (and τ = id). This we consider as the trivial R-co-deformation of E.

Definition 3.6. Denote by coDefh+(E), coDefh−(E), coDefh
0(E), coDefh

cl(E) the restrictions of
the pseudo-functor coDefh(E) to subcategories dgart+, dgart−, art, cart respectively.

3.1. Derived deformation pseudo-functors

Likewise we define derived deformation pseudo-functors. In view of Proposition 2.10 above
we restrict ourselves to non-positive artinian DG algebras and consider two cases: enough pro-
jectives or enough injectives in M.

Definition 3.7. Assume that M has enough projectives and fix E ∈ D−(M). We are going to
define a pseudo-functor

Def−(E) : dgart− → Gpd

of derived deformations of E. Fix an artinian DG algebra R ∈ dgart−. An object of the groupoid
DefR(E) is a pair (S,σ ), where S ∈ D−

R(M) and σ is an isomorphism (in D−(M))

σ : Li∗S → E.

A morphism f : (S,σ ) → (T , τ ) between two R-deformations of E is an isomorphism (in
D−

R(M)) f : S → T , such that

τ · Li∗(f ) = σ.

This defines the groupoid DefR(E). A homomorphism of artinian DG algebras φ : R → Q
induces the functor

Lφ∗ : DefR(E) → DefQ(E).

Thus we obtain a pseudo-functor

Def−(E) : dgart− → Gpd.

We call Def−(E) the functor of derived deformations of E.

Remark 3.8. A quasi-isomorphism φ : R → Q of artinian DG algebras induces an equivalence
of groupoids

Lφ∗ : DefR(E) → DefQ(E).

Indeed, Lφ∗ : D−
R(M) → D−

Q(M) is an equivalence of categories (Lemma 2.12 a)) which com-
mutes with the functor Li∗.
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Remark 3.9. A quasi-isomorphism δ : E1 → E2 in D−(M) induces an equivalence of pseudo-
functors

δ∗ : Def−(E1) → Def−(E2)

by the formula δ∗(S,σ ) = (S, δ · σ).

Definition 3.10. Denote by Def0(E), Defcl(E) the restrictions of the pseudo-functor Def−(E) to
subcategories art, cart respectively.

Let us now define the pseudo-functor of derived co-deformations.

Definition 3.11. Assume that M has enough injectives and fix E ∈ D+(M). We are going to
define a pseudo-functor

coDef−(E) : dgart− → Gpd

of derived co-deformations of E. Fix an artinian DG algebra R ∈ dgart−. An object of the
groupoid coDefR(E) is a pair (S,σ ), where S ∈ D+

R(M) and σ is an isomorphism (in D+(M))

σ : E → Ri!S.

A morphism f : (S,σ ) → (T , τ ) between two R-deformations of E is an isomorphism (in
D+

R(M)) f : S → T , such that

Ri!(f ) · σ = τ.

This defines the groupoid coDefR(E). A homomorphism of artinian DG algebras φ : R → Q
induces the functor

Rφ! : coDefR(E) → coDefQ(E).

Thus we obtain a pseudo-functor

coDef−(E) : dgart− → Gpd.

We call coDef−(E) the functor of derived co-deformations of E.

Remark 3.12. A quasi-isomorphism φ : R → Q of artinian DG algebras induces an equivalence
of groupoids

Rφ! : coDefR(E) → coDefQ(E).

Indeed, Rφ! : D+
R(M) → D+

Q(M) is an equivalence of categories (Lemma 2.12 b)) which com-

mutes with the functor Ri!.
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Remark 3.13. A quasi-isomorphism δ : E1 → E2 in D+(M) induces an equivalence of functors

δ∗ : coDef(E2) → coDef(E1)

by the formula δ∗(S,σ ) = (S,σ · δ).
Definition 3.14. Denote by coDef0(E), coDefcl(E) the restrictions of the pseudo-functor
coDef−(E) to subcategories art, cart respectively.

3.2. Summary of main properties of deformation pseudo-functors

Proposition 3.15. Let E ∈ C(M). There exists a natural equivalence of pseudo-functors

Defh(E) → coDefh(E).

Consider E as an object in the DG category Cdg(M) and denote by B the DG algebra B =
End(E). Then these pseudo-functors are also equivalent to the Maurer–Cartan pseudo-functor
M C(B) : dgart → Gpd (I, Section 5).

Theorem 3.16. Let E,E′ ∈ C(M) be such that the DG algebras End(E) and End(E′) are quasi-
isomorphic. (For example assume that E and E′ are homotopy equivalent.) Then the pseudo-
functors Defh(E) (� coDefh(E)), Defh(E′) (� coDefh(E′)) are equivalent.

Theorem 3.17. Assume that M has enough projectives and let P ∈ C−(M) be h-projective such
that Ext−1(P,P ) = 0. Then there is an equivalence of deformation pseudo-functors

Def−(P ) � Defh−(P ).

Theorem 3.18. Assume that M has enough injectives and let I ∈ C+(M) be h-injective such
that Ext−1(I, I ) = 0. Then there is an equivalence of deformation pseudo-functors

coDef−(I ) � coDefh−(I ).

Corollary 3.19. Assume that M has enough projectives (resp. injectives) and E ∈ D−(M) (resp.
E ∈ D+(M)) is such that Ext−1(E,E) = 0. Then the deformation pseudo-functor Def−(E)

(resp. coDef−(E)) depends up to an equivalence only on the quasi-isomorphism class of the DG
algebra R Hom(E,E). In particular, let N be another abelian category with enough projectives
(resp. enough injectives); assume that F : M → N is a functor such that C(F) : C(M) →
C(N ) preserves h-projectives (resp. h-injectives) and induces an equivalence F̃ : D−(M) →
D−(N ) (resp. F̃ : D+(M) → D+(N )), then the pseudo-functors Def−(E) and Def−(F (E))

(resp. coDef−(E) and coDef−(F (E))) are equivalent.

Theorem 3.20. Assume that M has enough projectives and enough injectives. Let E ∈ Db(M)

be a complex with Ext−1(E,E) = 0. Then there exists an equivalence of pseudo-functors

Def−(E) � coDef−(E).

These propositions and theorems will be proved in the next two subsections.
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3.3. Relation with the homotopy deformation theory of DG modules

Let R be an artinian DG algebra. Recall (Remark 2.2) that an Rop-complex M ∈ C
dg

R (M)

defines a DG functor from the DG category M to the DG category of DG Rop-modules by the
formula N → HomCdg(M)(N,M). This may be considered also as a DG module over the DG
category Mop

R = (M ⊗ R)op. Thus we obtain a full and faithful (by Yoneda) DG functor

h•
R : Cdg

R (M) ↪→ Mop
R -mod.

Notice that this DG functor h• does not commute with the DG functor φ∗ in general (because
the usual Yoneda functor M → Mop-mod is not exact). However we have the following result
which suffices for our purposes.

Lemma 3.21. Let φ : R → Q be a homomorphism of artinian DG algebras.

a) There is a natural isomorphism of DG functors from C dg
Q (M) to Mop

R -mod

h•
R · φ∗ � φ∗ · h•

Q.

b) There is a natural isomorphism of DG functors from C dg
R (M) to Mop

Q -mod

h•
Q · φ! � φ! · h•

R.

c) There is a natural morphism of DG functors from C dg
R (M) to Mop

Q -mod

φ∗ · h•
R → h•

Q · φ∗,

which is an isomorphism on objects T ∈ C
dg

R (M) such that T as a graded Rop-module
is isomorphic to S ⊗k V , where S ∈ Cdg(M) and V is a finite-dimensional Rop-module.
In particular it is an isomorphism on objects T which are graded R-free.

Proof. a) is obvious. Let us prove b) and c). Fix M ∈ C dg
R (M) and N ∈ M. We have

φ!hM
R(N) = Hom·

Rop

(
Q,Hom·

Cdg(M)
(N,M)

)
,

and

h
φ!M
R (N) = Hom·

Cdg(M)

(
N,Hom·

Rop(Q,M)
)
.

Notice that both these complexes are naturally isomorphic to

Hom·
Cdg(M)⊗Rop(N ⊗ Q,M).

This proves b).
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Now

φ∗hM
R(N) = Hom·

Cdg(M)
(N,M) ⊗R Q,

and

h
φ∗M
R (N) = Hom·

Cdg(M)
(N,M ⊗R Q).

We define the morphism of complexes δ : φ∗hM
R(N) → h

φ∗M
R (N) by

δ(f ⊗ q)(n) = (−1)q̄n̄f (n) ⊗ q.

Assume that M as a graded object is isomorphic to S ⊗ V , where S ∈ Cdg(M) and V is a finite-
dimensional Rop-module. Then both complexes φ∗hM

R(N) and h
φ∗M
R (N) are graded isomorphic

to Hom·
Cdg(M)

(N,S) ⊗ (V ⊗R Q) and δ is the identity map. This proves c) and the lemma. �
Warning. In what follows we will compare deformations and co-deformations of objects E

in C(M) (or, which is the same, in Cdg(M)) as defined above, with deformations and co-
deformations of DG modules over DG categories (such as hE for example), as defined in [5].
These pseudo-functors are denoted by the same symbols (like Defh), but we hope that there is no
danger of confusion because we always mention the corresponding argument (such as E or hE).

Corollary 3.22. Fix E ∈ Cdg(M). The collection of DG functors {h•
R} defines morphisms of

pseudo-functors

h• : Defh(E) → Defh(hE
)
, h• : coDefh(E) → coDefh(hE

)
.

Proof. Notice that for an artinian DG algebra R the graded Mop
R -modules hE ⊗ R and hE⊗R

(resp. hE ⊗ R∗ and hE⊗R∗
) are naturally isomorphic. The rest follows from Lemma 3.21. �

Proposition 3.23. For every E ∈ Cdg(M) the morphisms

h• : Defh(E) → Defh(hE
)
, h• : coDefh(E) → coDefh(hE

)
are equivalences of pseudo-functors.

Proof. Since the DG functors h•
R are full and faithful it follows that the induced functor

hR : Defh
R(E) → Defh

R(hE) is full and faithful. It remains to show that hR is essentially sur-
jective.

Let (S̃, id) ∈ Defh
R(hE). Consider the DG Mop-module p∗S̃. Notice that S̃ is just the DG

Mop-module p∗S̃ together with a homomorphism of DG algebras R → End(p∗S̃). Thus it suf-
fices to show that p∗S̃ is isomorphic to hS for some S ∈ Cdg(M). Notice that p∗S̃ is obtained
from E by taking finite direct sums and iterated cone constructions. The DG functor h• preserves
cones of morphisms, hence p∗S̃ is in the essential image of the DG functor h•.

The same proof works for the pseudo-functors coDefh. �
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3.4. Proof of main properties of deformation pseudo-functors

Corollary 3.24. For any E ∈ C(M) the pseudo-functors Defh(E) and coDefh(E) from dgart to
Gpd are equivalent.

Proof. Indeed, by the last proposition we have equivalences Defh(E) � Defh(hE) and
coDefh(E) � coDefh(hE). It remains to apply I, Proposition 4.7. �

For E ∈ Cdg(M) denote by B the DG algebra End(E). Recall the Maurer–Cartan pseudo-
functor M C(B) : dgart → Gpd (I, Definition 5.4).

Corollary 3.25. The pseudo-functors Defh(E) (� coDefh(E)) and M C(B) are equivalent. In
particular these pseudo-functors depend (up to an equivalence) only on the isomorphism class
of the DG algebra End(E).

Proof. This follows from Corollary 3.24 and I, Proposition 6.1. �
Recall that for quasi-isomorphic DG algebras B and C the corresponding Maurer–Cartan

pseudo-functors M C(B) and M C(C) are equivalent (I, Theorem 8.1). Hence we obtain the fol-
lowing corollary.

Corollary 3.26. Assume that for E,E′ ∈ Cdg(M) the DG algebras End(E) and End(E′) are
quasi-isomorphic. Then the pseudo-functors Defh(E) (� coDefh(E)) and Defh(E′)
(� coDefh(E′)) are equivalent.

The next example is a copy of I, Proposition 8.3 in our context.

Example 3.27. a) Assume that for E,E′ ∈ Cdg(M) are homotopy equivalent. Then the DG
algebras End(E) and End(E′) are canonically quasi-isomorphic.

b) Let P ∈ Cdg(M) and I ∈ Cdg(M) be h-projective and h-injective respectively. Assume
that f : P → I is a quasi-isomorphism. Then the DG algebras End(P ) and End(I ) are canoni-
cally quasi-isomorphic.

The proof is the same as that of I, Proposition 8.3.

We will need a more precise result as in Proposition 8.5 in Part I.

Lemma 3.28. Fix an artinian DG algebra R.
Let g : E → E′ be a homotopy equivalence in Cdg(M). Assume that (V , id) ∈ Defh

R(E) and
(V ′, id) ∈ Defh

R(E′) are objects that correspond to each other via the equivalence Defh
R(E) �

Defh
R(E′) of Corollary 3.26 and Example 3.27 a). Then there exists a homotopy equivalence

g̃ : V → V ′ which extends g, i.e. i∗g̃ = g. Similarly for the objects of coDefh
R with i! instead

of i∗.

Proof. The full and faithful Yoneda DG functor h• allows us to translate the problem to DG mod-
ules over the DG category M (Proposition 3.23). So it remains to apply I, Proposition 8.5 a). �
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Theorem 3.29.

a) Assume that M has enough projectives. Let E ∈ C−(M) be such that Ext−1(E,E) = 0.
Choose an h-projective P ∈ C−(M) and a quasi-isomorphism P → E. Then there exists an
equivalence of pseudo-functors

Def−(E) � Defh−(P ).

b) Assume that M has enough injectives. Let E ∈ C+(M) be such that Ext−1(E,E) = 0.
Choose an h-injective I ∈ C+(M) and a quasi-isomorphism E → I . Then there exists an
equivalence of pseudo-functors

coDef−(E) � coDefh−(I ).

Proof. We may and will assume that each P j ∈ M (resp. I j ∈ M) is projective (resp. injective).
We need a few preliminaries.

Lemma 3.30. Fix R ∈ dgart−. In the notation of the above theorem let (S,σ ) ∈ Defh
R(P ) (resp.

(S,σ ) ∈ coDefh
R(I )). Then S ∈ C

dg
R (M) is h-projective (resp. h-injective).

Proof. Let (S,σ ) ∈ Defh
R(P ). We may and will assume that i∗S = P and σ = id. By definition

Sgr � (P ⊗ R)gr and since R is non-positive the graded R-submodule
⊕

j>j0
P j ⊗ R is actually

a subcomplex for each j0. Notice that for each j the Rop-complex P j ⊗ R is h-projective (since
P j is projective). Hence also each Rop-submodule

⊕
j>j0

P j ⊗ R ⊂ S is h-projective. Now we
repeat the argument in the proof of Proposition 2.10 a) to show that S is h-projective.

The proof for (S,σ ) ∈ coDefh
R(I ) is similar. �

Lemma 3.31. Let R be an artinian DG algebra and S,T ∈ C
dg

R (M) be graded R-free (resp.
graded R-cofree).

a) There is an isomorphism of graded vector spaces Hom·(S,T ) = Hom·(i∗S, i∗T ) ⊗ R
(resp. Hom·(S,T ) = Hom·(i!S, i!T ) ⊗ R), which is an isomorphism of graded algebras if
S = T . In particular, the map i∗ : Hom·(S,T ) → Hom·(i∗S, i∗T ) (resp. i! : Hom·(S,T ) →
Hom·(i!S, i!T )) is surjective.

b) The Rop-complex S has a finite filtration with subquotients isomorphic to i∗S as objects in
Cdg(M) (resp. to i!S as objects in C

dg
R (M)).

c) The DG algebra End(S) has a finite filtration by DG ideals with subquotients isomorphic to
End(i∗S).

d) If f ∈ Hom·(S,T ) is a closed morphism of degree zero such that i∗f (resp. i!f ) is an
isomorphism or a homotopy equivalence, then f is also such.

Proof. The full and faithful Yoneda DG functor h• allows us to translate the problem to DG
modules over the DG category M (Lemma 3.21). So it remains to apply I, Proposition 3.12. �

Now we can prove the theorem. We first prove a). Using Remark 3.9 it suffices to prove that
the pseudo-functors Def−(P ) and Defh−(P ) are equivalent. Let us define a morphism

β : Defh−(P ) → Def−(P ).
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Fix R ∈ dgart− and let (S,σ ) ∈ Defh
R(P ). By Lemma 3.30 the Rop-complex S is h-projective.

Hence Li∗S = i∗S and therefore (S,σ ) ∈ DefR(P ). This defines a functor βR : Defh
R(P ) →

DefR(P ) and a morphism of pseudo-functors β : Defh−(P ) → Def−(P ). We need to show that
βR is an equivalence.

Surjective on isomorphism classes. Let (T , τ ) ∈ DefR(P ). We may and will assume that T ∈
C

dg
R (M) is h-projective and graded R-free (Proposition 2.10 a)). Thus (T , τ ) ∈ Defh

R(i∗T ).
Since T is h-projective, so is i∗T and hence τ : Li∗T = i∗T → P is a homotopy equivalence.
It follows from Lemma 3.28 that there exists (S, id) ∈ Defh

R(P ) such that S and T are homotopy
equivalent and (S, id) and (T , τ ) are isomorphic objects in DefR(P ). I.e. βR(S, id) � (T , τ ).

Full. Let (S, id), (S′, id) ∈ Defh
R(P ). Let f : βR(S, id) → βR(S′, id) be an isomorphism in

DefR(P ). Since S,S′ are h-projective (Lemma 3.30) this isomorphism f is a homotopy equiva-
lence. Because P is h-projective i∗f is homotopic to idP . Let h : i∗f → id be a homotopy. Since
S, S′ are graded R-free the map i∗ : Hom·(S,S′) → Hom·(P,P ) is surjective (Lemma 3.31 a)).
Choose a lift h̃ : S → S′[1] of h and replace f by f̃ = f −dh̃. Then i∗f̃ = id . Since S and S′ are
graded R-free f̃ is an isomorphism (Lemma 3.31 d)). Thus f̃ : (S, id) → (S′, id) is a morphism
in Defh

R(P ) such that βRf̃ = f .
Faithful. Let (S, id), (S′, id) ∈ Defh

R(P ) and let g1, g2 : S → S′ be two isomorphisms

(in C
dg

R (M)) such that i∗g1 = i∗g2 = idP . That is g1, g2 are maps which represent mor-
phisms in Defh

R(P ). Assume that βR(g1) = βR(g2), i.e. there exists a homotopy s : g1 → g2.
Then d(i∗s) = i∗(ds) = 0. Since by our assumption H−1 Hom·(P,P ) = 0 there exists t ∈
Hom−2(P,P ) with dt = i∗s. Choose a lift t̃ ∈ Hom−2(S,S′) of t . Then s̃ := s − dt̃ is an al-
lowable homotopy between g1 and g2. This proves that βR is faithful.

The proof of part b) of the theorem is similar and we omit it. �
Theorem 3.32. Assume that M has enough projectives and enough injectives. Let E ∈ Db(M)

be a complex such that Ext−1(E,E) = 0. Then there exists an equivalence of pseudo-functors

Def−(E) � coDef−(E).

Proof. Choose quasi-isomorphisms P → E and E → I , where P is a bounded above h-
projective and I is a bounded below h-injective (Proposition 2.10). Then by Theorem 3.29 there
exist equivalences of pseudo-functors

Def−(E) � Defh−(P ), coDef−(E) � coDefh−(I ).

But pseudo-functors Defh−(P ) and coDefh−(I ) are equivalent by Example 3.27, Corol-
lary 3.26. �
Corollary 3.33. Assume that M has enough projectives (resp. injectives) and E ∈ D−(M) (resp.
E ∈ D+(M)) is such that Ext−1(E,E) = 0. Then the deformation pseudo-functor Def−(E)

(resp. coDef−(E)) depends up to an equivalence only on the quasi-isomorphism class of the DG
algebra R Hom(E,E). In particular, let N be another abelian category with enough projectives
(resp. enough injectives); assume that F : M → N is a functor such that C(F) : C(M) →
C(N ) preserves h-projectives (resp. h-injectives) and induces an equivalence F̃ : D−(M) →
D−(N ) (resp. F̃ : D+(M) → D+(N )), then the pseudo-functors Def−(E) and Def−(F (E))

(resp. coDef−(E) and coDef−(F (E))) are equivalent.
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Proof. This follows from Theorem 3.29 and Corollary 3.26. �
3.5. Relation with the derived deformation theory of DG modules

Finally in the situation of Theorem 3.29 we want to interpret the derived deformation pseudo-
functors Def− and coDef− in a context of DG modules.

Theorem 3.34. Assume that M has enough projectives and let P ∈ C−(M) be h-projective such
that Ext−1(P,P ) = 0. Then the DG functor h• : Cdg(M) → Mop-mod induces an equivalence
of pseudo-functors Def−(P ) � Def−(hP ).

Proof. By Proposition 3.23 the morphism of pseudo-functors

h• : Defh−(P ) → Defh−
(
hP

)
is an equivalence. By Theorem 3.29 a) there exists an equivalence of pseudo-functors Def−(P ) �
Defh−(P ). We claim that the pseudo-functors Def−(hP ) and Defh−(hP ) are also equivalent. In-
deed, notice that the DG Mop-module hP satisfies property (P) (Definition 3.2 in Part I). Hence
it is h-projective. Therefore

Ext−1(hP ,hP
) = H−1 Hom·(hP ,hP

) � H−1 Hom·(P,P ) = 0.

Clearly hP is bounded above. Hence by I, Theorem 11.6 a) we have Def−(hP ) � Defh−(hP ).
Combining these three equivalences we obtain Def−(P ) � Def−(hP ). �

Remark 3.35. Notice that the DG functor h• : Cdg(M) → Mop-mod does not preserve quasi-
isomorphisms in general. If M has enough projectives then we can consider a similar DG functor

P h• : Cdg(M) → P op-mod,

where P ⊂ M is the full subcategory of projectives. This DG functor P h• has all the good
properties of h• (full and faithful, induces an equivalence of homotopy deformation and co-
deformation pseudo-functors, etc.) and in addition it preserves quasi-isomorphisms. Thus P h• is
better suited than h• for comparing derived deformation pseudo-functors.

Next we want to prove the analogue of Theorem 3.34 for the pseudo-functor coDef− in case
M has enough injectives. We can only prove it with an extra finiteness assumption.

We are still going to work with a covariant DG functor from Cdg(M) to Mop-mod, but it will
not be h•. Consider the DG functor h∗• : Cdg(M) → Mop-mod defined by

h∗
M(N) := Hom·

Cdg(M)
(M,N)∗,

where (·)∗ denotes the (graded) k-dual. Recall (I, Section 3.1) that for any W ∈ Mop-mod,
M ∈ Cdg(M),

Hom·(W,h∗ ) = W(M)∗.
M



3876 A.I. Efimov et al. / Advances in Mathematics 226 (2011) 3857–3911
In particular

Hom·(h∗
M1

, h∗
M2

) = h∗
M1

(M2)
∗ = Hom·

Cdg(M)
(M1,M2)

∗∗.

Therefore the DG functor h∗• is not full in general, but it induces a quasi-isomorphism

h∗• : Hom·(M1,M2) → Hom·(h∗
M1

, h∗
M2

)
if dimHi Hom(M1,M2) < ∞ for all i.

Also for each M ∈ M the DG Mop-module h∗
M is h-injective. Hence h∗

M is h-injective for
each M ∈ C+(M).

Theorem 3.36. Assume that M has enough injectives and let I ∈ C+(M) be h-injective such
that Ext−1(I, I ) = 0. Assume that for each i dim Exti (I, I ) < ∞. Then the DG functor

h∗• : Cdg(M) → Mop-mod

induces an equivalence of pseudo-functors coDef−(I ) � coDef−(h∗
I ).

Proof. By Theorem 3.29 b) there exists an equivalence of pseudo-functors

coDef−(I ) � coDefh−(I ).

Since dimHi Hom(I, I ) < ∞ for each i the homomorphism of DG algebras h∗• : End(I ) →
End(h∗

I ) is a quasi-isomorphism. Hence the pseudo-functors coDefh−(I ) and coDefh−(h∗
I ) are

equivalent (Corollary 3.25 and I, Proposition 6.1, I, Theorem 8.1).
The DG Mop-module h∗

I is h-injective and bounded below. Hence by I, Theorem 11.6 b)

coDefh−
(
h∗

I

) � coDef−
(
h∗

I

)
.

Combining the above three equivalences we obtain the desired equivalence

coDef−(I ) � coDef−
(
h∗

I

)
. �

In case of finite injective dimension we could still use the DG functor h• to compare the
derived co-deformation pseudo-functors. Namely, we have the following result.

Theorem 3.37. Assume that M has enough injectives and let I ∈ Cb(M) be a (bounded) h-
injective such that Ext−1(I, I ) = 0. Then the DG functor

h• : Cdg(M) → Mop-mod

induces an equivalence of pseudo-functors

coDef−(I ) � coDef−
(
hI

)
.
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Proof. By Proposition 3.23 we have an equivalence of pseudo-functors

h• : coDefh(I ) → coDefh(hI
)
.

By Theorem 3.18 there is an equivalence of pseudo-functors

coDef−(I ) � coDefh−(I ).

Finally, notice that hI is a bounded h-projective object in Mop-mod. Hence by I, Theo-
rem 11.6 b) there is an equivalence of pseudo-functors

coDefh−
(
hI

) � coDef−
(
hI

)
.

This proves the theorem. �
Part 2. Geometric examples, applications and conjectures

4. Deformations of bounded complexes on locally Noetherian schemes

Fix a locally Noetherian scheme X over k. Let E be a bounded complex of quasi-coherent
sheaves on X. The abelian category QcohX of quasi-coherent sheaves on X does not have enough
projectives in general. Still there is a natural (classical) derived deformation pseudo-functor

Defcl(E) : cart → Gpd,

which is defined using h-flat objects.
The abelian category QcohX has enough injectives, so we can define the pseudo-functor

coDef−(E) as in Definition 3.11 above. Our main result (Theorem 4.4 below) claims that the
pseudo-functors Defcl(E) and coDefcl(E) are naturally equivalent. This allows us to consider the
pseudo-functor coDef−(E) as a natural extension to dgart− of the classical deformation functor
Defcl(E).

Let us first introduce some notation. For a scheme Y we denote by ModY , QcohY , cohY

the abelian categories of OY -modules, quasi-coherent OY -modules and coherent OY -modules
respectively. Denote by D(Y), D(QcohY ), D(cohY ) the corresponding derived categories and by
D±

Qcoh(Y ), Db
coh(Y ), D±

coh(QcohY ), . . . their usual full subcategories defined by a cohomological
condition.

Note that none of the categories ModY , QcohY , cohY has enough projectives in general. The
categories ModY , QcohY have enough injectives and if the scheme Y is locally Noetherian, then
the natural functor

D+(QcohY ) → D+
Qcoh(Y )

is an equivalence of categories [8].

Definition 4.1. A complex F ∈ C(ModY ) is h-flat if the complex F ⊗OY
G is acyclic for every

acyclic G ∈ C(ModY ).
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For every S ∈ C(ModY ) Spaltenstein in [15] has constructed a functorial h-flat resolution.
That is he defines an h-flat F(S) ∈ C(ModY ) and a quasi-isomorphism F(S) → S. The com-
plex F(S) consists of OY -modules which are direct sums of sheaves OU for affine open subsets
U ⊂ Y (OU is the extension by zero to Y of the structure sheaf of U ). Using these h-flat res-
olutions we may define derived functors Lf ∗ : D(Y) → D(Z) for a morphism of schemes
f : Z → Y . Namely, put

Lf ∗(S) := f ∗(F(S)
)
.

For a commutative local artinian algebra R and a scheme Y put

YR = X ⊗Speck Spec R

and denote by i : Y ↪→ YR the closed embedding.

Definition 4.2. Let X be a scheme, E ∈ DQcoh(X). We define the pseudo-functor

Defcl(E) : cart → Gpd

of “classical” deformations of E as follows.
Fix a commutative local artinian algebra R. An object of the groupoid DefR(E) is a pair

(S,σ ), where S ∈ DQcoh(XR) and σ : Li∗S → E is an isomorphism in DQcoh(X). A morphism
between two such pairs (S,σ ) and (S′, σ ′) is an isomorphism f : S → S′ such that σ = σ ′ ·
Li∗(f ).

A homomorphism φ : R → Q of commutative local artinian algebras induces a morphism of
schemes φ : XQ → XR which fits in a commutative diagram

XQ

φ
XR

X

i

X.

i

Hence we obtain the functor Lφ∗ : DefR(E) → DefQ(E). This defines the pseudo-functor
Defcl(E) : cart → Gpd.

In [15] it is also shown that for every object S ∈ C(ModY ) there exists an h-injective J ∈
C(ModY ) and a quasi-isomorphism S → J . As usual we define right derived functors using
h-injectives.

For example if φ : R → Q is a homomorphism of commutative artinian local algebras we
obtain the functor

φ! : C(ModYR ) → C(ModYQ ), φ!T := HomOYR
(OYQ , T )

and its derived functor Rφ! : D(YR) → D(YQ).
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In particular for a commutative local artinian algebra R and a scheme Y the closed embedding
i : Y ↪→ YR induces the functor

i! : C(ModYR ) → C(ModY ), i!T := HomOYR
(OY , T ),

and its derived functor

Ri! : D(YR) → D(Y).

Definition 4.3. Let X be a scheme (over k) and E ∈ DQcoh(X). We define the pseudo-functor

coDefcl(E) : cart → Gpd

of (“classical”) derived co-deformations of E as follows.
Let R be a commutative local artinian algebra. An object of the groupoid coDefR(E) is a pair

(T , τ ), where T ∈ DQcoh(XR) and τ : E → Ri!T is a quasi-isomorphism. A morphism between
two such object (T , τ ) and (T ′, τ ′) is a quasi-isomorphism f : T → T ′ such that τ ′ = Ri!(f ) · τ .

A homomorphism φ : R → Q of commutative local artinian algebras induces the morphism
XQ → XR and hence the functor

Rφ! : coDefR(E) → coDefQ(E).

Thus we obtain the pseudo-functor coDefcl(E) : cart → Gpd.

The next theorem is our main result of this section.

Theorem 4.4. Let X be a locally Noetherian scheme, E ∈ Db
Qcoh(X). Then there exists an equiv-

alence of pseudo-functors

Defcl(E) → coDefcl(E).

This theorem follows from a more precise Theorem 4.16 below.
We need a few lemmas.
Fix a commutative artinian local algebra R. Denote as usual by R∗ the R-module

Hom·
k(R, k). Let FR and IR denote the categories of free and injective R-modules respectively.

Lemma 4.5.

a) R∗ is the unique (up to isomorphism) indecomposable injective R module.
b) Every injective R-module is isomorphic to a direct sum of copies of R∗. A direct sum of

injective R-modules is injective.
c) The categories FR and IR are equivalent. The mutually inverse equivalences are given by

ϕ : FR → IR, ψ : IR → FR, where

ϕ(M) = M ⊗R R∗, ψ(N) = Hom·
R

(
R∗,N

)
.
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d) The functorial diagram

FR
ϕ

i∗

IR

i!

k-mod k-mod

commutes.

Proof. a) Since the ring R is Noetherian and has a unique prime ideal m ⊂ R, the R-module R∗
(which is the injective hull of R/m = k) is the unique (up to isomorphism) indecomposable
injective R-module (see [11]).

b) This follows from a) and the fact that the abelian category of R-modules is locally Noethe-
rian (see [8,7]).

c) Notice that the natural map of R-modules R → Hom·
R(R∗, R∗) is an isomorphism. Now

everything follows from b) and the fact that the functors ϕ and ψ commute with direct sums.
d) Let M be an R-module. Define a morphism of vector spaces

β : M ⊗R k → Hom·
R

(
k,M ⊗R Hom·

k(R, k)
)
, β(m ⊗ ξ)(η) = m ⊗ ξηε,

where ε : R → k is the augmentation map. This map is an isomorphism if M = R. Hence it is
an isomorphism for a free R-module M . �
Definition 4.6. A QXR -module M is called R-free (resp. R-injective) if every stalk Mx is free
(resp. injective) as an R-module. We call a complex S ∈ C(ModXR ) R-free (resp. R-injective)
if every OXR -module Sj is such. Denote by CF (ModXR ) (resp. CI (ModXR )) the full subcate-
gories of C(ModXR ) which consist of R-free (resp. R-injective) complexes.

Proposition 4.7. Consider the functors ϕ,ψ : C(ModXR ) → C(ModXR ).

ϕ(S) = S ⊗OXR
p!OX = S ⊗R R∗, ψ(T ) = HomOXR

(
p!OX,T

) = Hom·
R

(
R∗, T

)
,

where p!OX = OX ⊗k R∗.

a) These functors induce mutually inverse equivalences of categories

ϕ : CF (ModXR ) → CI (ModXR ), ψ : CI (ModXR ) → CF (ModXR ).

b) The functorial diagram

CF (ModXR )
φ

i∗

CI (ModXR )

i!

C(ModX) C(ModX)

commutes.
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Proof. a) Let x ∈ XR. Then OXR,x = OX,x ⊗k R. We have

ϕ(S)x = Sx ⊗R R∗

and

ψ(T )x = Hom·
R

(
R∗, Tx

)
.

Now the assertion follows from part c) of Lemma 4.5.
b) For an OXR -module M we have

i∗M = M ⊗OXR
OX = M ⊗R k,

i!M = HomOXR
(OX,M) = Hom·

R(k,M).

Hence the assertion follows from part d) of Lemma 4.5. �
Proposition 4.8. Let F ∈ C(ModXR ). Suppose that Li∗F ∈ Db(X). Then F is quasi-isomorphic
to a bounded R-free complex.

Before we prove the proposition let us state an immediate corollary.

Corollary 4.9. Given (S,σ ) ∈ DefR(E) there exists an isomorphic (S′, σ ′) ∈ DefR(E) such that
S′ is a bounded R-free complex.

Proof. Let us prove the proposition. This is done in the next two lemmas.

Lemma 4.10. For every S ∈ C(ModXR ) there exist quasi-isomorphisms P → S and S → J ,
where P is h-flat and R-free and J is h-injective and R-injective.

Proof. This is proved in [15]. Namely, the assertion about P follows from Proposition 5.6 and
that about J follows from Lemma 4.3 and Theorem 4.5 in [15]. �

Let F be as in the proposition. By the above lemma we may and will assume that F is h-flat
and R-free. Hence Li∗F = i∗F . The following claim implies the proposition.

Claim. Let K ∈ C(ModXR ) be R-free and such that Hj(i∗K) = 0 for j < j0 and j > j1. Then
K is quasi-isomorphic to its truncation τ�j1τ�j0F and moreover this truncation is R-free.

Our claim follows from the next lemma.

Lemma 4.11. Let M• := M−1 d−1→ M0 d0→ M1 be a complex of free R-modules. Assume that
H 0(M• ⊗R k) = 0. Then H 0(M•) = 0 and Kerd0 is a free R-module.

Proof. We can find a finite filtration R ⊃ m1 ⊃ m2 . . . by ideals such that ms/ms+1 � k. Con-
sider the induced filtration on the complex M•:

M• ⊃ m1M
• ⊃ m2M

• · · · .
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Then each subquotient msM
•/ms+1M

• is isomorphic to the complex M• ⊗R k. Hence
H 0(msM

•/ms+1M
•) = 0 for each s and hence H 0(M•) = 0 by devissage. This proves the

first assertion of the lemma.
To prove the second one we use the following fact: an R-module N is free if (and only if)

TorR
1 (N, k) = 0 (see [3], Ch. 2, Ex. 26 and [1], Prop. 2.1.4).
Consider the exact sequence

M−1 → M0 → M1 → cokerd0 → 0.

Then by our assumption H 0(M• ⊗R k) = TorR
1 (cokerd0, k) = 0. Hence cokerd0 is a free R-

module. Thus Imd0 is free and hence also Kerd0 is free. This proves the lemma. �
Proposition 4.8 is proved. �
Now we want to prove the analogue of Corollary 4.9 for the co-deformation functor.

Proposition 4.12. Let G ∈ C(ModXR ). Assume that Ri!G ∈ Db(X). Then G is quasi-isomorphic
to a bounded R-injective complex.

Proof. By Lemma 4.10 we may and will assume that G is h-injective and R-injective. Hence
Ri!G = i!G. Then by Proposition 4.7 the complex ψ(G) is R-free and i∗ψ(G) = i!G, so we
may and will assume that Hj(i∗ψ(G)) = 0 for j < j0 and j > j1. By the Claim in the proof of
Proposition 4.8 the complex ψ(G) is quasi-isomorphic to its truncation τ�j1τ�j0ψ(G) which is
moreover R-free. But then this truncation is a direct summand of ψ(G) as a complex (of sheaves)
of free R-modules. Applying the functor ϕ from Proposition 4.7 we find that G = ϕ(ψ(G)) is
quasi-isomorphic to its truncation ϕ(τ�j1τ�j0ψ(G)) = τ�j1τ�j0ϕ(ψ(G)) which is moreover
R-injective. This proves the proposition. �

We obtain the immediate corollary.

Corollary 4.13. Given (T , τ ) ∈ coDefR(E) there exists an isomorphic (T ′, τ ′) ∈ coDefR(E)

such that T ′ is a bounded R-injective complex.

Proposition 4.14.

a) Let F ∈ Cb(ModXR ) be a bounded R-free complex. Then F is acyclic for the functors i∗
and ϕ. That is i∗F = Li∗F and ϕ(F ) = Lϕ(F ).

b) Let G ∈ Cb(ModXR ) be a bounded R-injective complex. Then G is acyclic for the functors
i! and ψ . That is i!G = Ri!G, ψ(G) = Rψ(G).

c) If F (resp. G) has quasi-coherent cohomology then so do i∗F and ϕ(F ) (resp. i!G and
ψ(G)).

Proof. a) We have i∗F = F ⊗R k and ϕ(F ) = F ⊗R R∗. Now use the fact that a bounded
complex of free R-modules is h-projective.

b) We have i!G = Hom·
R(k,G) and ψ(G) = Hom·

R(R∗,G). Now use the fact that a bounded
complex of injective R-modules is h-injective.

c) This follows from a), b) and Propositions 3.3 and 4.3 in [8]. �
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Theorem 4.15. Let X be a locally Noetherian scheme and E ∈ Db
Qcoh(X). Then there exist mu-

tually inverse equivalences of pseudo-functors

Lϕ : Defcl(E) → coDefcl(E), Rψ : coDefcl(E) → Defcl(E),

such that for a commutative artinian local algebra R and S = (S,σ ) ∈ DefR(E), T = (T , τ ) ∈
coDefR(E),

Lφ(S) = S
L⊗R R∗, Rψ(T ) = R HomR

(
R∗, T

)
.

Proof. Fix an artinian commutative local algebra R. By Proposition 4.8 (resp. Proposition 4.12)
the category DefR(E) (resp. coDefR(E)) is equivalent to its full subcategory consisting of
objects (S,σ ) (resp. (T , τ )) such that S ∈ Cb(ModXR ) is R-free (resp. T ∈ Cb(ModXR ) is
R-injective). Moreover by Proposition 4.14 Li∗S = i∗S, Ri!T = i!T and Lφ(S) = S ⊗R R∗,
Rψ(T ) = Hom·

R(R∗, T ). Now the theorem follows from Proposition 4.7 and Proposition 4.14
c). This also proves Theorem 4.4. �

The above theorem allows us to apply general (classical) pro-representability results to the
classical deformation functor Defcl(E). The point is that since the abelian category QcohX does
not have enough projectives we cannot directly compare the pseudo-functor Defcl(E) to the
analogous deformation pseudo-functor for a DG module over a DG category. But since QcohX

has enough injectives this can be done for the pseudo-functor coDefcl(E). Namely, we have the
following corollary.

Corollary 4.16. Let X be a locally Noetherian scheme over k and E ∈ Db
Qcoh(X). Choose a

bounded below complex I of injective quasi-coherent sheaves on X which is quasi-isomorphic
to E. Assume that the minimal A∞-model A of a DG algebra C = End(I ) is admissible (II,
Definition 4.1) finite dimensional Koszul (II, Definition 16.5) A∞-algebra. Put Ŝ = (BĀ)∗, where
BĀ is the bar construction of the augmentation (A∞-)ideal Ā. (Thus Ŝ is a local complete DG
algebra which is acyclic except in degree zero.) Then

a) there exist equivalences of pseudo-functors from cart to Gpd,

Defcl(E) � coDefcl(E) � coDefcl(C) � Defcl(C);

b) there exists an isomorphism of functors from cart to Sets,

h
H 0(Ŝ)

� π0 · Defcl(E).

Proof. The first and the last equivalences in a) follow from Theorem 4.4 and II, Theorem 13.5
respectively. Also b) follows from II, Theorem 16.7 b) and the middle equivalence in a). Thus it
suffices to prove the equivalence coDefcl(E) � coDefcl(C). Clearly, coDefcl(E) � coDefcl(I ).

Denote by M the abelian category of quasi-coherent sheaves on X. We may consider M as
a DG category and then denote by Mop-mod the DG category of DG modules over the opposite
DG category Mop. Also let Cdg(M) be the DG category of complexes over M. Consider the
covariant DG functor h∗ : Cdg(M) → Mop defined by
•
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h∗
M(N) := Hom·

Cdg(M)
(M,N)∗,

where (·)∗ denotes the (graded) k-dual. Then by Theorem 3.36 this DG functor establishes
an equivalence of pseudo-functors coDefcl(I ) � coDefcl(h

∗
I ), where the second pseudo-functor

is defined in I, Definitions 10.8, 10.14. (Notice that the homomorphism of DG algebras
h∗

I : End(I ) → End(h∗
I ) is a quasi-isomorphism.) Finally, since the DG Mop-module h∗

I is
h-injective (I, Section 3.1) and is bounded below (I, Definition 11.5) we may apply II, Propo-
sition 9.10 to find an equivalence of pseudo-functors coDefcl(h

∗
I ) � Defcl(C). �

4.1. Explicit description of the equivalence Defcl(E) � Defcl(C)

Assume in the last corollary that the A∞-algebra A satisfies the condition (∗) in II, Defini-
tion 15.3, i.e. the canonical morphism

k → R HomĀop

(
R HomĀ(k,A),A

)
is a quasi-isomorphism. Then we can make explicit the equivalence Defcl(E) � Defcl(C).

Namely, consider the A∞ Ā
Ŝ

-module k. It was shown in II, Section 15 that the DG (C ⊗ Ŝ)op-
module

E = Hom·
Ā
(k, C)

is the universal pro-deformation of the DG C op-module C . In particular, given a (commutative)
local artinian algebra R ∈ cart and an object (T , τ ) ∈ DefR(C) there exists a homomorphism of
DG algebras g : Ŝ → R such that the object (E ⊗g R, id) in DefR(C) is isomorphic to (T , τ )

(it follows from II, Lemma 8.10). (Notice that E as a graded (C ⊗ Ŝ)op-module is isomorphic to
C ⊗ Ŝ, so actually the graded C op-module E ⊗g R is free of finite rank.)

The complex (E ⊗g R) ⊗L
C I of quasi-coherent sheaves on XR is an object in DefR(I ) =

DefR(E) corresponding to (T , τ ).

5. Deformation of points objects on a smooth variety and other examples

Definition 5.1. Let X be a scheme and E ∈ Db(cohX). We call E a point object of dimension d

if the DG algebra R Hom·(E,E) is formal, i.e. it is quasi-isomorphic to its cohomology algebra
Ext·(E,E), and this algebra is isomorphic to the exterior algebra of dimension d .

Let E be a point object and put C = Ext·(E,E). By II, Theorem 15.2 the deformation pseudo-
functor DEF−(E) is pro-representable by the DG algebra Ŝ = (BC̄)∗. This DG algebra is quasi-
isomorphic to its zero cohomology algebra H 0(Ŝ), which is a commutative power series ring.
Thus the formal DG moduli space of point objects is an ordinary (concentrated in degree zero)
commutative regular scheme.

The following proposition justifies our term “point object”.

Proposition 5.2. Let X be a scheme of finite type over k and let p ∈ X be a smooth k-point. Then
the structure sheaf Op ∈ Db(cohX) is a point object of dimension dim OX,p .
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Proof. Denote by j : Spec OX,p ↪→ X the canonical morphism of schemes. It induces an exact
functor j∗ : OX,p-mod → ModX which preserves injective objects (being the right adjoint to
the exact functor j∗ : ModX → OX,p-mod). The functor j∗ maps k to Op and hence induces a
quasi-isomorphism of DG algebras

j∗ : R HomOX,p
(k, k) → R HomD(X)(Op, Op).

So it suffices to show that the DG algebra R HomOX,p
(k, k) is quasi-isomorphic to the exterior

algebra.
Denote the local ring OX,p = A and let m ⊂ A be the maximal ideal. Consider A as an

augmented DG algebra concentrated in degree zero.
Choose a subspace V ⊂ m which maps isomorphically to m/m2. Consider the exterior coal-

gebra
∧•

V , where degV = −1, �(v) = v ⊗ 1 + 1 ⊗ v for v ∈ V and d = 0. Then the identity
map V → m is an admissible twisting cochain τ ∈ Hom·

k(
∧•

V,A) (II, Definition 2.2). The
corresponding DG Aop-module

∧•
V ⊗τ A (II, Example 2.6) is just the usual Koszul complex

for A, hence it is quasi-isomorphic to k. Thus

R HomAop(k, k) = Hom·
Aop

(∧•
V ⊗τ A,

∧•
V ⊗τ A

)
.

Define a map of complexes

θ : Hom·
k

(∧•
V,k

)
→ Hom·

Aop

(∧•
V ⊗τ A,

∧•
V ⊗τ A

)
by the formula θ(f )(a ⊗ b) = f (a(1))a(2) ⊗ b, where �(a) = a(1) ⊗ a(2). Now exactly as in the
proof of II, Lemma 3.8 one can show that θ is a homomorphism of DG algebras, which is a
quasi-isomorphism. �

Another example of a point object is provided by a line bundle on an abelian variety.
On the other hand let E be a line bundle on a (smooth projective) curve X of genus g. Then

the DG algebra R Hom(E,E) is formal and Ext0(E,E) = k, Ext1(E,E) = W—a vector space
of dimension g, and Exti (E,E) = 0 for i > 1. By II, Theorem 8.2 the pseudo-functor DEF−(E)

is pro-representable by the DG algebra Ŝ = (BExt·(E,E))∗. This DG algebra is concentrated in
degree zero and is isomorphic to a noncommutative power series ring of dimension g.

Remark 5.3. The above two examples of line bundles show that the Picard variety of an abelian
variety is (at least locally) the “true” moduli space of line bundles, whereas the Picard variety of
a curve (of genus g > 1) is not (!). Indeed, the above argument shows that in the case of a curve
the Picard variety (at least locally) has a natural noncommutative structure.

Part 3. Noncommutative Grassmanians

6. Preliminaries on ZZZ-algebras

In this section we define the notion of a Z-algebra and associate to it an abelian category
which should be thought of as a category of quasi-coherent sheaves on the corresponding non-
commutative stack. We also define Koszul Z-algebras.



3886 A.I. Efimov et al. / Advances in Mathematics 226 (2011) 3857–3911
Definition 6.1. A Z-algebra A over the field k is a k-linear category with the set of objects Z. For
i, j ∈ Z, we write Aij instead of HomA(i, j). Sometimes we will identify a Z-algebra A with
the corresponding ordinary non-unital algebra AlgA.

Further, if A is a Z-algebra, then we define the abelian category Mod-A as the category
Fun(Aop, k-Vect) of contravariant functors from A to k-vector spaces. Equivalently Mod-A is
the full subcategory of Mod- AlgA which consists of right AlgA-modules M such that

M =
⊕
i∈Z

M · 1i

(quasi-unital modules). We call the objects of Mod-A Aop-modules. For each i ∈ Z put

Pi := Hom(−, i) = 1i AlgA ∈ Mod-A.

By Ioneda Lemma, for each M ∈ Mod-A we have

HomAop(Pi,M) = M(i),

hence Pi are projectives. Clearly, each M ∈ Mod-A can be covered by a direct sum of Pi ’s, hence
the abelian category Mod-A has enough projectives.

Definition 6.2. Let M ∈ Mod-A be an Aop-module. An element x ∈ M(i) is called torsion if we
have xAji = 0 for j � i. Torsion elements form a submodule of M which we denote by τ(M).
An Aop-module M is called torsion if we have M = τ(M). We denote by Tors(A) the full
subcategory of Mod-A which consists of torsion Aop-modules.

The category QMod(A) is defined as the quotient category Mod-A/Tors(A). We denote by
π : Mod-A → QMod(A) the projection functor.

If M , N are Aop-modules then

HomQMod(A)

(
π(M),π(N)

) = lim−→ HomAop
(
M ′,N/τ(N)

)
,

where M ′ runs over the quasi-directed category of submodules M ′ ⊂ M such that M/M ′ is
torsion.

The category QMod(A) should be thought of as the category QCoh(Proj(A)) of quasi-
coherent sheaves on the noncommutative projective stack Proj(A). Furthermore, the object
π(P0) ∈ QMod(A) should be thought of as the structure sheaf OProj(A).

Remark 6.3. Let A = ⊕
i∈Z

Ai be a Z-graded (unital) algebra. Then one can associate to it a
Z-algebra A with Aij = Aj−i so that the composition in A comes from the multiplication in A.
Recall that in [2] there defined the category QGr(A) as the quotient category GrA/Tors of the
category GrA of graded A-modules by the subcategory Tors of torsion modules. It is clear that
the categories GrA, Tors, QGrA are equivalent to Mod-A, Tors(A), QMod(A) respectively.

Notice that it can happen that the graded algebras A1 and A2 are not isomorphic but the
associated Z-algebras are equivalent. Thus, it is more reasonable to consider Z-algebras but not
graded algebras.
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The projection functor π : Mod-A → QMod(A) admits a right adjoint functor
ω : QMod(A) → Mod-A defined by the formula

ω(X)(i) = Hom
(
π(Pi),X

)
.

The adjunction morphism πω → id is an isomorphism.

Definition 6.4. A Z-algebra A is called:

a) positively (resp. negatively) oriented if Aij = 0 for i > j (resp. for i < j );
b) connected if Aii

∼= k for each i ∈ Z;
c) locally finite if dim Aij < ∞ for any i, j ∈ Z.

Let A be a positively oriented Z-algebra. We denote by A�i the full subcategory of A such
that Ob(A�i ) = {j : j � i}. Clearly, we also have the categories Mod-A�i and Tors(A�i ). It is
easy to see that the quotient category Mod-A�i/Tors(A�i ) is equivalent to QMod(A). We de-
note by π�i : Mod-A�i → QMod(A) and ω�i : QMod(A) → Mod-A�i the projection functor
and its right adjoint respectively.

If A is a positively oriented Z-algebra then we put

Tij = Pj/(Pj )�i ,

where

(Pj )�i =
⊕
k�i

Akj .

Clearly, the Aop-modules Tij are torsion.
If A is a positively or negatively oriented connected Z-algebra then we denote by Sn the

simple Aop-modules defined by the formula

Sn(i) =
{

k for i = n,

0 otherwise.

Notice that if A is positively oriented then Sn = Tn,n.

Definition 6.5. A connected positively (resp. negatively) oriented Z-algebra is called quadratic
if the algebra AlgA is generated by the subspaces A0 = ⊕

i∈Z
Aii and A1 = ⊕

i∈Z
Ai,i+1 (resp.

A−1 = ⊕
i∈Z

Ai+1,i ) and is determined by the quadratic relations Ii,i+2 ∈ Ai+1,i+2 ⊗ Ai,i+1
(resp. Ii+2,i ∈ Ai+1,i ⊗ Ai+2,i+1).

For a locally finite positively (resp. negatively) oriented quadratic Z-algebra A one can define
the dual quadratic Z-algebra A! with the opposite orientation. It is defined by the dual generators
A!

i+1,i = A∗
i,i+1 (resp. A!

i,i+1 = A∗
i+1,i ) and the dual quadratic relations S(I⊥

i,i+2) ⊂ A∗
i,i+1 ⊗

A∗
i+1,i+2 (resp. S(I⊥

i+2,i ) ⊂ A∗
i+2,i+1 ⊗ A∗

i+1,i ), where I⊥
i,i+2 ⊂ A∗

i+1,i+2 ⊗ A∗
i,i+1 (resp. I⊥

i+2,i ⊂
A∗ ⊗ A∗ ) is the dual subspace and S is the transposition of factors.
i+1,i i+2,i+1
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Further, one can define a Koszul complex

K := A!∗ ⊗A0 A =
⊕

A!∗
kj ⊗k Aij .

Here A!∗ = ⊕
i,j A!∗

ij is a bounded dual of A!. It is an A!-bimodule.
The differential d : K → K is defined as follows. Suppose that A is positively oriented.

We have the natural maps

Aj,j+1 ⊗ Aij → Ai,j+1 and A∗
j,j+1 ⊗ A!∗

kj → A!∗
k,j+1.

In particular, we have the maps

ψijk : A∗
j,j+1 ⊗ Aj,j+1 → Homk

(
A!∗

kj ⊗k Aij , A!∗
k,j+1 ⊗k Ai,j+1

)
.

The non-zero components of d are the maps dijk = ψijk(1Ajj+1). Note that d is A0-linear and
A! ⊗ Aop-linear. Thus, Kn = 1nK and Km

n = Kn1m are d-invariant. The complex Kn is of the
form

· · · → A!∗
n,n−2 ⊗ Pn−2 → A!∗

n,n−1 ⊗ Pn−1 → Pn → 0,

and the complex Km
n is of the form

· · · → A!∗
n,n−2 ⊗ Am,n−2 → A!∗

n,n−1 ⊗ Am,n−1 → Am,n → 0.

In particular, Kn
n

∼= k.
Analogously for negatively oriented Z-algebras.
For the rest of this section we assume that A is positively oriented.

Definition 6.6. A quadratic locally finite Z-algebra is called Koszul if the complex Km
n is acyclic

for n �= m, or, equivalently, Kn is a resolution of Sn.

We refer to [4] for the definition of co-Koszul and Gorenstein Z-algebras. We will not need
these definitions but we will need the following proposition:

Proposition 6.7. (See [4].) Let A be a Koszul (positively oriented) Z-algebra of finite homolog-
ical dimension n. Then the following conditions are equivalent:

(i) A is co-Koszul;
(ii) A is Gorenstein;

(iii) A! is Frobenious, i.e. A!
i+n,i = k for all i, and the multiplication Aji ⊗ Ai+n,j → k is a

perfect pairing for all i and j .

Now we define the notion of a coherent Z-algebra and the category qmod(A) for a coherent
Z-algebra A.
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Definition 6.8. Let A be a Z-algebra. An Aop-module M is called finitely generated if there
exists a surjective morphism (in Mod-A)

m⊕
j=1

Pij → M,

where i1, . . . , im ∈ Z. Further, a finitely generated Aop-module M is called coherent if for each
(not necessarily surjective) morphism (in Mod-A)

φ :
m⊕

j=1

Pij → M

the Aop-module ker(φ) is finitely generated. A Z-algebra A is called coherent if for each i ∈ Z
the module Pi is coherent.

If A is coherent then we denote by qmod(A) the full (abelian) subcategory of QMod(A)

which consists of the images of coherent Aop-modules.

The category qmod(A) should be thought of as the category Coh(Proj(A)). By definition, we
have that the structure sheaf OProj(A) is coherent.

7. The definition of noncommutative Grassmanians

Let V be a finite-dimensional k-vector space of dimension n > 0. Let m be an integer such
that 1 � m � n − 1. We define the noncommutative Grassmanians by the formula

NGr(m,V ) := Proj
(

Am,V
)
,

where Am,V is the following quadratic Z-algebra:

Am,V
i,i+1 =

{
V ∗ for (n − m + 1) � i,

Λn−mV otherwise,

and the quadratic relations are defined by the natural exact sequences{
Λ2V ∗ → Am,V

i+1,i+2 ⊗ Am,V
i,i+1 → Am,V

i,i+2 → 0 for (n − m + 1) � i, i + 1,

Λn−m−1V → Am,V
i+1,i+2 ⊗ Am,V

i,i+1 → Am,V
i,i+2 → 0 otherwise.

Notice that if we fix a volume form ω ∈ ΛnV , then the A1,V is naturally equivalent to the Z-
algebra associated to the symmetric algebra

⊕
l�0 SlV ∗, where deg(V ∗) = 1. Hence, the stack

NGr(1,V ) is isomorphic to the commutative projective space P(V ).
We claim that NGr(m,V ) is a true noncommutative moduli space of structure sheaves

OP(W) ∈ Db
coh(P(V )), where W ⊂ V are vector subspaces of dimension dimW = m. Namely,

it satisfies the following properties:
1) There is a natural fully faithful functor Φ from the category of perfect objects

Perf(NGr(m,V )) (Definition 8.20) to Db (P(V )). Its image is the double orthogonal to
coh
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the family of objects OP(W), i.e. the full subcategory generated by objects OP(V )(m − n),

. . . , OP(V )(−1), OP(V ). This is Corollary 8.22 below.
2) There is a k-point xW ∈ NGr(m,V )(k) = XAm,V (k) (see Section 9 below) for each

subspace W ⊂ V of dimension dimW = m. Further, (xW )∗(k) lies in Perf(NGr(m,V )) and
Φ(x∗(k)) ∼= OP(W). This is a part of Theorem 9.11 below.

3) The completion of the local ring of the k-point xW (see Section 10.1) is isomor-
phic to H 0(Ŝ), where Ŝ is dual to the bar construction of the minimal A∞-structure on
Ext·(OP(W), OP(W)) (Theorem 10.3). It can be shown that the DG algebra R Hom(OP(W), OP(W))

is formal and the graded algebra Ext·(OP(W), OP(W)) is quadratic Koszul, and hence the projec-
tion Ŝ → H 0(Ŝ) is a quasi-isomorphism. Hence, the moduli space is not a DG space but just
noncommutative space.

Furthermore, we do not have a moduli functor of our family of objects OP(W), which should
be defined on the category of noncommutative affine schemes. However, the properties 1)–3)
suggest that NGr(m,V ) is a true moduli space of this family of objects, in our context of defor-
mations of objects in derived categories.

It is remarkable that there is a natural morphism from the commutative Grassmanian Gr(m,V )

to noncommutative one NGr(m,V ). Moreover, the functor Φ : Perf(NGr(m,V )) → Db
coh(P(V ))

above coincides with Lf ∗
1,m,V , where f1,m,V : P(V ) → NGr(m,V ) is a natural morphism. Both

these statements are parts of Proposition 9.13 below.

8. The derived categories of noncommutative Grassmanians

Before we formulate and prove results on the derived categories of quasi-coherent sheaves
on noncommutative Grassmanians NGr(m,V ) we need to remind some notions and results
from [4].

Let D be a k-linear enhanced triangulated category.

Definition 8.1. An object E ∈ Ob(D) is called exceptional if Homi (E,E) = 0 for i �= 0, and
Hom0(E,E) = k.

Definition 8.2. A collection (E1, . . . ,Em) of exceptional objects in D is called exceptional if
Hom∗(Ei,Ej ) = 0 for i > j .

Definition 8.3. A full exceptional collection of objects in the category D is a collection which
generates D as triangulated category.

Definition 8.4. An exceptional collection (E1, . . . ,En) is called strong exceptional if it satisfies
the additional assumption Homi (Ek,El) = 0 for i �= 0 and all k and l.

Let (E,F ) be an exceptional pair. Define the objects LEF and RF E by the exact triangles

LEF → Hom·(E,F ) ⊗ E → F, E → Hom·(E,F )∨ ⊗ F → RF E.

Let σ = (E1, . . . ,En) be an exceptional collection. If 1 � i � n−1 (resp. 2 � i � n), then the
right (resp. left) mutation of the object Ei in this collection is the object R1Ei = REi+1Ei (resp.
L1Ei = LE Ei ); the corresponding mutated collection
i−1
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R1
Ei

σ := (E1, . . . ,Ei−1,Ei+1,REi+1Ei,Ei+2, . . . ,En)

(and the analogous collection L1
Ei

σ ) is exceptional. The multiple mutations of the objects and of
the collection are defined inductively:

RkEi = REi+k
Rk−1Ei, Rk

Ei
σ = R1

Rk−1Ei

(
Rk−1

Ei
σ
)
, k � n − i

(and in the same way for left mutations).

Definition 8.5. A helix of the period n is an infinite sequence {Ei}i∈Z such that for each i ∈ Z
the collection (Ei, . . . ,Ei+n) is exceptional, and moreover Rn−1Ei = Ei+n.

If σ = (E1, . . . ,En) is an exceptional collection then it naturally extends to a helix by the
conditions

Ei+n = Rn−1Ei, i � 1, Ei−n = Ln−1Ei, i � n.

In this case the helix is said to be generated by the collection σ .
If the helix is generated by the full exceptional collection then it satisfies the property of the

partial periodicity: Φ(Ei) ∼= Ei−n, where Φ = F [1 − n] is the composition of the Serre functor
F and the multiple shift [1 − n].

Definition 8.6. (See [4].) A helix μ = {Ei} is called geometric if for each pair (i, j) ∈ Z2 such
that i � j one has

Homk(Ei,Ej ) = 0 for k �= 0.

Definition 8.7. (See [4].) An exceptional collection is called geometric if it generates a geometric
helix.

Proposition 8.8. (See [4].) Each sub-collection of a geometric exceptional collection is again
geometric.

Proposition 8.9. (See [4].) A full exceptional collection of the length m of coherent sheaves on a
smooth projective variety X of dimension n is geometric iff m = n + 1.

Definition 8.10. (See [4].) The endomorphism Z-algebra A = End(S) of a helix S = {Ei} is
defined by the formula

Aij = Hom(Ei,Ej )

with natural composition.

Theorem 8.11. (See [4].) If S is a geometric helix generated by an exceptional collection of
length n then the endomorphism Z-algebra A of S is Koszul, co-Koszul and of finite global
homological dimension n.
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Definition 8.12. (See [4].) Koszul co-Koszul Z-algebra of finite homological dimension n is
called a geometric Z-algebra of the period n.

Let A be a geometric Z-algebra of the period n. Let K ⊂ D(Mod-A) be the full triangulated
subcategory generated by the modules Pi . Note that Si ∈ K . Let F ∈ K be the full triangulated
subcategory generated by the modules Si .

Theorem 8.13. (See [4].) Let A be a geometric Z-algebra of the period n. Then F is a thick
subcategory in K; the images of modules Pi in K/F form a geometric helix S of the period n,
and moreover the Z-algebra of S is equivalent to A.

Now we prove the main theorem of this section. It is closely related to the previous one but
unfortunately cannot be deduced from it.

Theorem 8.14. Let A be a geometric helix of the period n. Put B = A[1,n] = ⊕
1�i,j�n Aij .

Then there is an equivalence of categories D∗(QMod(A)) ∼= D∗(Mod-B).

Proof. The proof is in two main steps. First we prove that the category D∗(QMod(A)) is
naturally equivalent to the quotient category of D∗(Mod-A�n) by the full thick triangulated
subcategory D∗

Tors(A�n) which consists of complexes with torsion cohomology. Then we con-
struct mutually inverse exact equivalences between the categories D∗(Mod-A�n)/D

∗
Tors(A�n)

and D∗(Mod-B) given by DG bimodules.

Lemma 8.15. The categories D∗(QMod(A)) and D∗(Mod-A�n)/D
∗
Tors(A�n) are naturally

equivalent.

Proof. First recall the functor ω�n : QMod(A) → Mod-A�n. It induces a fully faithful functor

K∗(ω�n) : K∗(QMod(A�n)
) → K∗(Mod-A�n)

between homotopy categories, which is right adjoint to the functor K∗(π�n). It follows that
K∗(QMod(A�n)) is equivalent to the quotient category K∗(Mod-A�n)/K

∗(π�n)
−1(0). Let

K∗
Tors(A�n) ⊂ K∗(Mod-A�n) be the full subcategory that consists of all complexes with torsion

cohomology. It is easy to see that acyclic complexes in the category K∗(QMod(A�n)) corre-
spond to the classes of complexes with torsion cohomology in K∗(Mod-A�n)/K

∗(π�n)
−1(0).

Thus, D∗(QMod(A�n)) is equivalent to the quotient of K∗(Mod-A�n)/K
∗(π�n)

−1(0) by
K∗

Tors(A�n)/K
∗(π�n)

−1(0). This quotient is further equivalent to D∗(Mod-A�n)/D
∗
Tors(A�n).

The lemma is proved. �
Denote by (Q1, . . . ,Qn) the exceptional collection of indecomposable projective Bop-

modules. By Theorem 8.13 the helix {Qi}i∈Z generated by (Q1, . . . ,Qn) is geometric. It follows
from its partial periodicity that for i � 0 we have Qi

∼= Hn−1(Qi)[1 − n]. Thus, we may and
will assume that Qi is concentrated in degree n − 1 for i � 0. Put M0 = ⊕

i�0 Qi[n − 1].
Since HomB(Qi,Qj ) = Aij = A(i+n)(j+n), M0 is naturally an A�n ⊗ Bop-module. Further,
the functor Φ−1 = F−1[1 − n] can be given by the object B ![1 − n] ∈ D(B ⊗ Bop), where
B ! = R HomBop⊗B(B,B ⊗ B). Since Qi ⊗L B ![1 − n] are pure modules for i = 1, . . . , n,
B
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B ![1 − n] is a pure bimodule. We define the object M1 ∈ Db(A�n ⊗ Bop) by the formula

M1 := M0
L⊗B B ![2 − 2n].

We have that

Pi

L⊗A�n
M1 ∼= Qi

for i � n. Since A�n has finite left homological dimension, we have a well-defined functor

− L⊗A�n
M1 : D∗(Mod-A�n) → D∗(Mod-B).

Lemma 8.16. For each K · ∈ DTors(Aop
�n

) we have

K · L⊗A�n
M1 = 0.

Proof. Clearly, it suffices to prove the lemma for M0 instead of M1. We have that the complex
Kl from Section 6 is a projective resolution of Sl for l � n. Further, Sl ⊗L

A�n
M0 ∼= Kl ⊗A�n

M0

and the last complex is up to shift of the following form

· · ·0 → A!∗
l−n,l−2n ⊗ Ql−2n[n − 1] → · · ·

→ A!∗
l−n,l−n−1 ⊗ Ql−n−1[n − 1] → Ql−n[n − 1] → 0 → ·· · .

This complex is acyclic since it corresponds to the image of Kl−n in K/F under the equiva-
lence of Theorem 8.13, and the image of Kl−n in K/F is zero.

Further, the torsion modules Tkm, k � m � n have finite filtrations with subquotients being
direct sums of Sl . Thus, we have Tkm ⊗L

A�n
M0 = 0.

Since each torsion Aop
�n

-modules has a left resolution by the direct sums of Tkm, it follows

that the statement of the lemma holds if K · is a pure torsion Aop
�n

-module. Finally, since M0 is
quasi-isomorphic to a finite complex of bimodules which are projective as left A-modules, the
statement of the lemma holds for each K · ∈ DTors(Aop

�n). �
By the previous lemma, the formula −⊗L

A�n
M1 defines a functor

Φ : D∗(Mod-A�n)/D
∗
Tors(A�n) → D∗(Mod-B).

Further, M2 := ⊕
1�i�n Pi is naturally an Aop

�n
⊗ B-module. Consider the functor

Ψ : D∗(Mod-B) → D∗(Mod-A�n)/D
∗
Tors(A�n)

defined by the formula
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Ψ (−) = πtors

(
− L⊗B M2

)
,

where πtors : D∗(Mod-A�n) → D∗(Mod-A�n)/D
∗
Tors(A�n) is the projection.

Lemma 8.17. The functors Φ and Ψ are mutually inverse equivalences.

Proof. First, the isomorphism

M2
L⊗A�n

M1 → B

in D(B ⊗ Bop) induces the isomorphism of functors Φ ◦ Ψ ∼= Id.
Further, we claim that H 0(M1 ⊗L

B M2) ∼= A�n, Hn−1(M1 ⊗L
B M2) is torsion as Aop-module

and Hi(M1 ⊗L
B M2) = 0 for i �= 0, n − 1. Indeed, since Kl is a resolution of Sl it follows from

Lemma 8.16 by decreasing induction on l � n that

Hi
(
Pl

L⊗A�n
M1

L⊗B M2

)
=

⎧⎨⎩
Pl for i = 0,

is torsion for i � n − 1,

0 otherwise.

Thus, it remains to note that Hk(M1) = 0 for k � n and M2 is pure.
Finally, we have the natural morphism A�n → M1 ⊗L

B M2 in D(A�n ⊗ A
op
�n

) and for each
K · ∈ D(Mod-A�n) we have that

Cone
(
K · → K · L⊗A�n

M1
L⊗B M2

) ∼= K · L⊗A�n
Cone

(
A�n → M1

L⊗B M2

)
∈ DTors

(
Aop

�n

)
.

Thus, Ψ ◦ Φ ∼= Id. The lemma is proved. �
The theorem follows from Lemmas 8.17 and 8.15. �
Now we apply the above theorem to noncommutative Grassmanians introduced in Section 7.

By Propositions 8.8 and 8.9 we have that the exceptional collection

σ = (
OP(V )(m − n), . . . , OP(V )(−1), OP(V )

)
of coherent sheaves on P(V ) is geometric. Let S = {Ei} be the helix generated by σ , so that
Ei = OP(V )(i) for i = m − n, . . . ,−1,0.

Proposition 8.18. The endomorphism Z-algebra A of the helix S is equivalent to Am,V .

Proof. Note that both A and Am,V are quadratic and (n − m + 1)-periodic. It remains to show
that the space Ai,i+1 is isomorphic to Am,V

i,i+1 for i = m−n, . . . ,−1,0, and the quadratic relations

Ii,i+2 ∈ Ai+1,i+2 ⊗ Ai,i+1 coincide with that of Am,V for i = m − n, . . . ,0.
All of this is clear for i = m − n, . . . ,−1. Further, the object E1 is isomorphic to the complex

· · · → 0 → OP(V )(m − n) → V ⊗ OP(V )(m − n + 1) → ·· · → Λn−mV ⊗ OP(V ) → 0 → ·· · ,
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where the last non-zero term is in degree zero. It follows that

A0,1 = Hom(E0,E1) = Λn−mV = Am,V
0,1 .

Furthermore, the quadratic relation I−1,1 ⊂ A0,1 ⊗ A−1,0 coincides with the subspace
Λn−m−1V ⊂ Λn−mV ⊗ V ∗, as in Am,V . Finally, E2 is the convolution of the complex

· · · → 0 → Em−n+1 → V ⊗ Em−n+2 → ·· · → Λn−m−1V ⊗ E0 → V ∗ ⊗ E1 → 0 → ·· · ,

where the last non-zero term is in degree zero. It follows that the quadratic relation I0,2 ⊂ A1,2 ⊗
A0,1 coincides with the subspace Λn−m−1V ⊂ V ∗ ⊗ Λn−mV , as in Am,V . �

Let Bm,V be the endomorphism algebra of σ . As a corollary of the above results we obtain
the following:

Theorem 8.19. The derived category D∗(QMod(Am,V )) is equivalent to the derived cate-
gory D∗(Bm,V ). The objects π(Pi) in D∗(QMod(Am,V )) form a geometric helix of the period
dimV − m + 1.

Proof. Indeed, by Proposition 8.18 and Theorem 8.11 the Z-algebra Am,V is geometric. Thus,
the first statement follows from Theorem 8.14. After that, the second statement follows from
Theorem 8.13. �

Now we introduce the perfect derived category.

Definition 8.20. Let A be a positively oriented Z-algebra. The category of perfect objects
Perf(QMod(A)) is the minimal full thick triangulated subcategory of D(QMod(A)) which con-
tains the objects π(Pi). We will call the objects of Perf(QMod(A)) perfect complexes.

We will also write below Perf(NGr(m,V )) instead of Perf(QMod(Am,V )).

Proposition 8.21. Let A be a geometric Z-algebra of the period n, and B = ⊕
1−n�i,j�0 Aij .

Then the category Perf(QMod(A)) is equivalent to Db(modfinite-B).

Proof. By Theorem 8.14 (π(P1−n), . . . , π(P−1),π(P0)) is full strong exceptional collection in
Perf(QMod(A)). Further, the category Perf(QMod(A)) is enhanced and
End(

⊕
1−n�i�0 π(Pi)) = B . Hence Perf(QMod(A)) is equivalent to Db(modfinite-B). �

Corollary 8.22. The category Perf(QMod(Am,V )) is equivalent to the full triangulated subcate-
gory T m,V ∈ Db

coh(P(V )) generated by the exceptional collection

(
OP(V )(m − n), . . . , OP(V )(−1), OP(V )

)
.

Under this equivalence the exceptional collection (π(Pm−n), . . . , π(P0)) corresponds to the ex-
ceptional collection (OP(V )(m − n), . . . , OP(V )(−1), OP(V )).
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Remark 8.23. Notice that by [12] the Z-algebra AdimV −1,V is coherent. Further, the Z-algebra
A1,V is Noetherian and hence is coherent. It should be plausible that all the Z-algebras Am,V

(and, more generally, all geometric Z-algebras) are coherent, but it is not clear how to prove this
statement. However, if A and B are as in Theorem 8.14, and A is coherent, then the subcate-
gory Perf(QMod(A)) ⊂ D(QMod(A)) coincides with the subcategory Db

qmod(QMod(A)) which
consists of complexes with cohomology lying in qmod. This category is further equivalent to
Db(qmod(A)). Therefore, in this case we also have an equivalence

Db
(
qmod(A)

) ∼= Db(modfinite-B).

The coherence of geometric Z-algebra A of period n is equivalent to some statement about
t-structures. Namely, let (τ�0, τ�1) be a t-structure on Db(Mod-A[1,n]) induced by the equiva-
lence of Theorem 8.14. It can be shown that A is coherent iff the t-structure (τ�0, τ�1) induces
a t-structure on Db(mod-finite(A[1,n])).

9. The k-points of noncommutative Grassmanians

To discuss the k-points of noncommutative Grassmanians defined above we should first relate
the following two approaches to noncommutative geometry.

The first one is to think of noncommutative stacks as of Proj(A), where A is a Z-algebra.
The special case of graded algebras, i.e. 1-periodic Z-algebras is studied in [10,16,17,2] and
other papers. However, it seems to be more reasonable to consider Z-algebras. Note that our
noncommutative Grassmanians are naturally defined as Proj of a Z-algebra but not a graded
algebra.

The other approach is to think of a noncommutative stacks as of (equivalence classes of)
presheaves of (small) groupoids X on the category Algop

k opposite to the category of unital asso-
ciative algebras. Morally the groupoid X(A) should be thought of as the groupoid of maps from
the affine noncommutative scheme Sp(A) to X. This approach is studied in [13] in the case of
sets (trivial groupoids). In this case we have the category of quasi-coherent sheaves which is not
always abelian (it always has cokernels but may not admit kernels), and the structure sheaf.

In the second approach we obviously have the groupoid of k-points X(k).
From this moment we assume that the Z-algebra A is positively oriented but not necessarily

connected. We will make an attempt to define the presheaf of groupoids of morphisms Sp(A) →
Proj(A), A ∈ Algk . First note that a morphism f : Sp(A) → Proj(A) must give a k-linear additive
functor f ∗ : QMod(A) → Mod-A together with an isomorphism f ∗(π(P0)) ∼= A. Moreover, f ∗
must commute with colimits.

Notice that if C is a k-linear abelian category with infinite direct sums and F : A → C is a
k-linear functor then we have the tensor product functor

− ⊗A F : Mod-A → C

given by the formula

M ⊗A F = coker(b : M ⊗ A ⊗ F → M ⊗ F ),

where b = μM ⊗ 1A − 1M ⊗ μF (we identify F with
⊕

i∈Z
F (i) ∈ C ). Clearly, the functor

− ⊗A F commutes with colimits. We denote by TorA(−, F ) its left derived functors.
i
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Definition 9.1. Let A be a positively oriented Z-algebra and let C be a k-linear abelian category
with infinite direct sums together with a distinguished object Y ∈ C .

We denote by G1(A, C, Y ) the groupoid of pairs (f ∗, θ), where f ∗ : QMod(A) → C is a
k-linear functor commuting with colimits and θ : f ∗(π(P0)) → Y is an isomorphism.

We denote by G2(A, C, Y ) the groupoid of pairs (F , σ ), where F : A → C is a k-linear functor
such that TorA

0 (T , F ) = TorA
1 (T , F ) = 0 for each torsion Aop-module T , and σ : F (0) → Y is

an isomorphism.

Theorem 9.2. Let A be a positively oriented Z-algebra and let C be a k-linear abelian cate-
gory with infinite direct sums together with a distinguished object Y ∈ C . Then the groupoids
G1(A, C, Y ) and G2(A, C, Y ) are equivalent.

Proof. We define the functor Φ : G1(A, C, Y ) → G2(A, C, Y ) as follows. Let (f ∗, θ) ∈
G1(A, C, Y ). The functor Φ(f ∗) : A → C is defined by the formulas

Φ
(
f ∗)(i) = f ∗(π(Pi)

)
,

and for x ∈ Aij ,

Φ
(
f ∗)(x) = f ∗(π(x)

)
.

We claim that the pair (Φ(f ∗), θ) is an object of G2(A, C, Y ). Indeed, let T ∈ Tors(A). Since the
sequence

π(T ⊗ A ⊗ A ⊗ A) → π(T ⊗ A ⊗ A) → π(T ⊗ A) → 0

is exact in QMod(A) it follows that the sequence

T ⊗ A ⊗ A ⊗ Φ
(
f ∗)(A) → T ⊗ A ⊗ Φ

(
f ∗)(A) → T ⊗ Φ

(
f ∗)(A) → 0

is exact in C , i.e.

TorA
0

(
Si,Φ

(
f ∗)) = TorA

0

(
Si,Φ

(
f ∗)) = 0.

Thus, the functor Φ is defined on objects. It obviously extends to morphisms.
Now we define the functor Ψ : G2(A, C, Y ) → G1(A, C, Y ) as follows. Let (F , σ ) ∈

G2(A, C, Y ). We claim that the formula

Ψ (F )
(
π(M)

) = M ⊗A F

well defines a functor Ψ (F ) : QMod(A) → C which is right exact and commutes with infinite
direct sums. Indeed it follows from the condition

TorA
0 (T , F ) = TorA

1 (T , F ) = 0

for torsion Aop-modules T .
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Hence, the pair (Ψ (F ), σ ) is an object of G1(A, C, Y ). This defines the functor Ψ on objects
and it obviously extends to morphisms.

It is clear that the composition Φ ◦ Ψ is isomorphic to the identity functor. To see this for the
composition Ψ ◦ Φ , it remains to note that each functor f ∗ from the pair in G1(A, C, Y ) can be
reconstructed from the functor Φ(f ∗) using exact sequences

π(M ⊗ A ⊗ A) → π(M ⊗ A) → π(M) → 0. �
Notice that it follows from the above theorem that each functor f ∗ : QMod(A) → C com-

muting with direct sums and right exact has the right adjoint f∗ : C → QMod(A) given by the

formula f∗(X) = π(f̃∗(X)),

f̃∗(X)(i) = HomC
(
f ∗(π(Pi)

)
,X

)
,

and for φ ∈ HomC (f ∗(π(Pj )),X), x ∈ Aij ,

φ · x = φ · f ∗(π(x)
)
.

Indeed, this follows from the formula

f ∗(π(M)
) = M ⊗A F .

It is clear that Xi(A) = (A → Gi (A,Mod-A,A)), i = 1,2, are presheaves of groupoids on
the category Algop

k , and the equivalence from the above theorem extends to the equivalence of
these presheaves.

However, not all functors f ∗ commuting with colimits should come from true morphisms
f : Sp(A) → Proj(A). Although a true presheaf of groupoids should be defined as a full (small)
subpresheaf of X2(A). We are going to make an attempt in this direction. Our motivation is the
following Proposition.

Proposition 9.3. Let A be a Z-algebra. Further, let C be a k-linear abelian category with in-
finite direct sums and with the distinguished object Y . Let (f ∗, θ) ∈ G1(A, C, Y ) and (F , σ ) ∈
G2(A, C, Y ) be objects which correspond to each other under the equivalence of Theorem 9.2.
The following conditions are equivalent:

(i) there exists a left derived functor Lf ∗ : D−(QMod(A)) → D−(C), and Lif ∗(π(Pj )) = 0
for i �= 0 and all j ;

(ii) we have TorA
i (T , F ) = 0 for all i � 0, T ∈ Tors(A).

Proof. Prove that (i) implies (ii). We have that the functor f ∗ ∼= − ⊗ F maps acyclic right
bounded complexes of direct sums of π(Pi) to acyclic complexes. Applying this to the projection
of the free resolution of a torsion module T , we obtain that TorA

i (T , F ) = 0 for i � 0.
Prove that (ii) implies (i). Since each object in QMod(A) can be covered by a direct sum of

π(Pi), it suffices to prove that f ∗ maps right bounded acyclic complexes of direct sums of π(Pi)

to acyclic complexes.
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Since the kernel and the cokernel of the morphism Pj → ωπ(Pj ) are torsion, we have
TorA

i (ωπ(Pj ), F ) = 0 for i > 0. Further, if K · is a right bounded acyclic complex of direct
sums of π(Pi) then ω(K ·) has torsion cohomology. Therefore,

f ∗(K ·) = ω
(
K ·) ⊗A F = ω

(
K ·) L⊗A F ,

and the last complex is acyclic since TorA
i (T , F ) = 0 for i � 0, T ∈ Tors(A). �

Definition 9.4. For each Z-algebra A we define the presheaf XA of groupoids on the category
Algop

k as follows. It is a full subpresheaf of X2(A) and the groupoid XA(A) ⊂ X2(A)(A) consists
of pairs (F , σ ) ∈ X2(A)(A) such that:

1) we have TorA
i (T , F ) = 0 for all i and T ∈ Tors(A);

2) the Aop-modules F (i) are flat.

It is clear that XA is indeed a subpresheaf of X2(A). For f = (F , σ ) ∈ XA(A) we denote
by f ∗ : QMod(A) → Mod-A the corresponding functor − ⊗A F . We also regard the objects
f ∈ XA(A) as maps from Sp(A) to Proj(A), where Sp(A) is a noncommutative affine scheme
corresponding to A.

The following lemma simplifies the complicated condition on Tori . Recall the torsion Aop-
modules Tp,q from Section 6.

Lemma 9.5. Let A be a positively oriented connected Z-algebra and let C be a k-linear abelian
category with infinite direct sums. Let F : A → C be a k-linear functor.

Suppose that TorA
i (Tj,j , F ) = 0 for all i and j . Then TorA

i (T , F ) = 0 for all i and all torsion
Aop-modules T .

Proof. First note that if T = T 1j , then T has a left resolution by direct sums of Tj,j . Hence,
lemma holds for such T .

Further, the torsion modules Tp,q , p � q , have finite filtrations with subquotients Tm such that
Tm = Tm1m, p � m � q . Hence TorA

i (Tp,q, F ) = 0 for all i, and p � q . Now lemma follows
from the observation that each torsion module has a left resolution by direct sums of modules
Tp,q . �
Definition 9.6. We say that a positively oriented Z-algebra A satisfies the condition (∗∗) if the
following hold:

(i) the algebra A is generated by its subspaces A0 and A1;
(ii) for each i ∈ Z, the object π(Pi) has a finite right resolution by direct sums of π(Pj ) with

j > i.

The next proposition motivates the condition (∗∗).

Proposition 9.7. Let A be a Z-algebra satisfying (∗∗), and A ∈ Algk . Then for each f =
(F , σ ) ∈ XA(A) we have Aut(f ) = {1}.
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Proof. Let g ∈ Aut(f ). Clearly, g(0) : F (0) → F (0) is the identity morphism. Further, for each
i ∈ Z the surjection Ai,i+1 ⊗ π(Pi) → π(Pi+1) is mapped by f ∗ to the surjection Ai,i+1 ⊗
F (i) → F (i + 1). Hence, we obtain by increasing induction over i that g(i) : F (i) → F (i) is
the identity for i � 0.

Finally, since A satisfies (∗∗), it follows from Proposition 9.3 that there exists an injection
of the form π(Pi) → ⊕

α π(Pjα ) with jα > i which is mapped by f ∗ to the injection F (i) →⊕
α F (jα). Hence, we obtain by decreasing induction on i that g(i) : F (i) → F (i) is the identity

for all i ∈ Z. �
Therefore, if A satisfies (∗∗) we may and will replace XA by the equivalent presheaf of trivial

groupoids π0(XA). It is easily seen from the proof of the above Proposition that π0(XA(A)) is
a set. Thus, XA is a presheaf of sets.

Now we would like to compare our definition of morphisms from Sp(A) to Proj(A) with the
morphisms from commutative Noetherian k-schemes to commutative projective k-schemes.

Note that we can restrict the presheaf XA to the full subcategory of Algk which consists
of commutative Noetherian k-algebras. Further, we can extend this restricted presheaf onto the
category Noethk of all commutative Noetherian k-schemes.

Definition 9.8. Let A be a positively oriented Z-algebra. We define the presheaf XA : Noethop
k →

Gpd as follows. The groupoid X A(Y ) is a full sub-groupoid of G2(A,QCoh(Y ), OY ) which
consists of objects (F , σ ) such that the following conditions hold:

1) we have TorA
i (T , F ) = 0 for all i and T ∈ Tors(A);

2) the sheaves F (i) are locally flat.

We also regard the objects of the groupoid X A(Y ) as maps from Y to Proj(A). The analogue
of Proposition 9.7 obviously holds for Noetherian k-schemes instead of associative algebras. For
each commutative Noetherian k-scheme Y we denote by Y∨ : Noethop

k → Sets the presheaf of
sets represented by Y .

Now let Z ⊂ P(V ) be a closed subscheme and let A be a Z-algebra associated to its homoge-
neous coordinate ring

⊕
d�0 SdV ∗/I .

Proposition 9.9. The Z-algebra A satisfies the condition (∗∗). The presheafs of sets Z∨ and
X A : Noethop

k → Sets on the category Noethop
k are isomorphic.

Proof. Recall that the category QCoh(Z) is equivalent to Proj(A) by Serre Theorem. The
sheaves OZ(i) correspond under this equivalence to π(Pi).

Let f : Y → Z be a morphism. Then the sheaves f ∗(OZ(i)) are invertible and hence are
locally flat. Further, f ∗ maps acyclic right bounded complexes of direct sums of OZ(i) to acyclic
complexes. Finally, we have an isomorphism f ∗(OZ) ∼= OY . Thus, we have a morphism of
presheaves Z∨ → X A.

Conversely, let Y ∈ Noethk and g ∈ X A(Y ). Notice that for each i ∈ Z we have an acyclic
Koszul complex on P(V ) twisted by OP(V )(i), and we can restrict it to Z:

0 → OZ(i) = ΛnV ∗ ⊗ OZ(i) → Λn−1V ∗ ⊗ OZ(i + 1) → ·· · → OZ(i + n) → 0.

In particular, the Z-algebra A satisfies the condition (∗∗).
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Hence, we have acyclic complexes

0 → g∗(π(Pi)
) = ΛnV ∗ ⊗ g∗(π(Pi)

) → Λn−1V ∗ ⊗ g∗(π(Pi+1)
) → ·· ·

→ g∗(π(Pi+n)
) → 0. (9.1)

In particular, we have surjections V ∗ ⊗ g∗(π(Pi)) → g∗(π(Pi+1)) and injections g∗(π(Pi)) →
V ⊗ g∗(π(Pi+1)). Since g∗(π(P0)) ∼= OY , we obtain by increasing and decreasing inductions
on i that all the sheaves g∗(π(Pi)) are coherent and are non-zero on each connected component
of Y . Since they are locally flat, they are locally free.

Further, put L = g∗(π(P1)). Clearly, g can be reconstructed from the surjective morphism
φ : V ∗ ⊗ A → L using the exact sequences

Λ2V ∗ ⊗ g∗(π(Pi−1)
) → V ∗ ⊗ g∗(π(Pi)

) → g∗(π(Pi+1)
) → 0

and

0 → g∗(π(Pi−1)
) → V ⊗ g∗(π(Pi)

) → Λ2V ⊗ g∗(π(Pi+1)
)

from complexes (9.1). Suppose that rank(L|Y0) � 2 on some connected component Y0 ⊂ Y .
Then it is easy to see that the morphism Λn−1V ∗ ⊗ OY0 → Λn−2V ∗ ⊗ L|Y0 is injective. Hence
g∗(π(P−1))|Y0 = 0, a contradiction. Thus, L is an invertible sheaf.

The surjective morphism φ above defines a morphism g̃ : Y → P(V ). It follows that g̃∗ ∼=
g∗ι∗, where ι : Z → P(V ) is the embedding. Hence, g∗(π(Pi)) ∼= L⊗i . Further, the induced
morphism of graded algebras

⊕
d�0

SdV ∗ →
⊕
i�0

H 0(L⊗i
)

passes through
⊕

d�0 SdV ∗/I , thus g̃ passes through Z, and we obtain a morphism Y → Z.
Hence we have a morphism of presheaves XA → Z∨.

The constructed morphisms of presheaves are inverse to each other. Proposition is proved. �
Now we want to describe the k-points of noncommutative Grassmanians.

Lemma 9.10. Let A be a geometric Z-algebra of period n. Then it satisfies the condition (∗∗).

Proof. By definition, AlgA is generated by A0 and A1. Further, the projections π(Ki) of Koszul
complexes are acyclic. The first non-zero term of π(Ki+n) equals to π(Pi) (since A! is Frobe-
nious). Therefore, each π(Pi) has the required right resolution. �

Denote by prm,V
r : Db

coh(P(V )) → T m,V the functor which is right adjoint to the inclusion
ι : T m,V → Db

coh(P(V )). The next theorem describes the k-points of noncommutative Grassma-
nians and the objects in T m,V corresponding to their structure sheaves under the equivalence of
Corollary 8.22.
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Theorem 9.11. The k-points of the noncommutative Grassmanian NGr(m,V ), i.e. the elements
f ∈ XAm,V (k), naturally correspond to vector subspaces W ⊂ V of dimension 1 � dimW � m.
Further, if f corresponds to W then f∗(k) is a perfect complex, and it corresponds to the object
prm,V

r (OP(W)) ∈ T m,V under the equivalence Perf(QMod(A)) ∼= T m,V .

Proof. Let f ∈ XA(k). For each i ∈ Z we have the natural acyclic complex

0 → f ∗(π(Pi)
) ∼= Am,V !∗

i+n,i ⊗ f ∗(π(Pi)
) → Am,V !∗

i+n,i+1 ⊗ f ∗(π(Pi+1)
) → ·· ·

→ f ∗(π(Pi+n)
) → 0.

In particular, we have surjective map V ∗ ⊗ f ∗(π(Pi)) → f ∗(π(Pi+1)) and injective map
f ∗(π(Pi)) → V ⊗ f ∗(π(Pi+1)). Since f ∗(π(P0)) ∼= k, we obtain by increasing and decreas-
ing inductions over i that all the spaces f ∗(π(Pi)) are non-zero and finite-dimensional. Further,
using the exact sequences

Λ2V ∗ ⊗ f ∗(π(Pi−1)
) → V ∗ ⊗ f ∗(π(Pi)

) → f ∗(π(Pi+1)
) → 0

and

0 → f ∗(π(Pi−1)
) → V ⊗ f ∗(π(Pi)

) → Λ2V ⊗ f ∗(π(Pi+1)
)
,

one can reconstruct f from the injection f ∗(π(P−1)) ↪→ V ⊗ f ∗(π(P0)) ∼= V . Thus, we can
associate a non-zero vector subspace W ⊂ V to each f ∈ XA(k) and f can be reconstructed
from the subspace W . We will show that W ⊂ V gives a k-point iff 1 � dimW � m.

First suppose that dimW > m and W gives a k-point f . Then

f ∗(π(P1)
) = coker

(
Λn−m−1V ⊗ W → Λn−mV

)
,

and the last space is zero since dimW > m. But f ∗(π(P1)) �= 0, a contradiction.
Now let 1 � dimW = d � m. Let S = {Ei} be a geometric helix in T m,V of period n−m+ 1

such that Ej = OP(V )(j) for m−n � j � 0. Then the endomorphism Z-algebra of S is equivalent
to Am,V . We define the functor F : A → k-Vect by the formula

F (i) = Hom(Ei, OP(W))
∨ = Hom

(
Ei,prm,V

r (OP(W))
)∨

.

We put f = (F , id).
Now we prove that f ∈ XAm,V (k). By Lemma 9.5, it suffices to show that Tori (Sj , F ) = 0 for

i > 0, j ∈ Z. Since the complexes

0 → Ei
∼= Am,V !∗

i+n,i ⊗ Ei → Am,V !∗
i+n,i+1 ⊗ Ei+1 → ·· · → Ei+n → 0

of objects in Db
coh(P(V )) have zero convolutions, it suffices to prove that

Homi
(
Ej ,prm,V

r (OP(W))
) = Homi (Ei, OP(W)) = 0
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for i �= 0, j ∈ Z. It is clear that this holds for m−n � j � 0. Further, we have a Koszul resolution
of the sheaf OP(W) on P(V ):

0 → Λn−d(V/W)∗ ⊗ OP(V )(d − n) → ·· · → (V/W)∗ ⊗ OP(V )(−1) → OP(V ).

Thus, prm,V
r (OP(W)) is isomorphic to the complex

· · · → 0 → Λn−m(V/W)∗ ⊗ OP(V )(m − n) → ·· ·
→ (V/W)∗ ⊗ OP(V )(−1) → OP(V ) → 0 → ·· · .

Since the helix {Ei} is geometric, we have Homi (Ej ,prm,V
r (OP(W))) = 0 for i > 0, j � 0.

Recall that Ej+n−m+1 = Φ−1(Ej ), where Φ = F [m − n], and F is a Serre functor on T m,V .
We have that

F−1(K ·) ∼= prm,V
l

(
K · ⊗ OP(V )(n)[1 − n]), (9.2)

where prm,V
l : Db

coh(P(V )) → T m,V is the functor which is left adjoint to the inclusion
ι : T m,V → Db

coh(P(V )).

Lemma 9.12. The functor prm,V
l : Db

coh(P(V )) → T m,V maps Ob(D
�i
coh(P(V ))) to

Ob(D
�i−m+1
coh (P(V )) ∩ T m,V ). The functor Φ−1 preserves Ob(D

�i
coh(P(V )) ∩ T m,V ).

Proof. The second statement follows from the first one by the isomorphism (9.2). To prove the
first statement, it suffices to note that

prm,V
l (X) ∼= LOP(V )(1) · · · · · LOP(V )(m−1)(X)[m − 1]. �

Since prm,V
l (O(i)) = 0 for i = 1, . . . ,m − 1, we have

Φ−1(prm,V
r (OP(W))

) = prm,V
l

(
prm,V

r (OP(W)) ⊗ OP(V )(n)
)[1 − m]

= prm,V
l

(
OP(W)(n)

)[1 − m],

and the last object belongs to Ob(D
�0
coh(P(V )) ∩ T m,V ) by Lemma 9.12. Again by Lemma 9.12

we have that Φ−l(prm,V
r (OP(W))) lies in Ob(D

�0
coh(P(V )) ∩ T m,V ) for l > 0. Thus, we have

Homi
(
Ej−(n−m+1)k,prm,V

r (OP(W))
) = Homi

(
Ej ,Φ

−k
(
prm,V

r (OP(W))
)) = 0

for i < 0, n − m � j � 0, and k > 0. Therefore,

Homi
(
Ej ,prm,V

r (OP(W))
) = 0

for i �= 0, j � 0.
To prove the same for j > 0, note that Homi (Ej ,prm,V

r (OP(W))) is the i-th cohomology of
the complex
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· · · → 0 → Λn−m(V/W)∗ ⊗ Homn−m
(
Ej , OP(V )(m − n)

) → ·· ·
→ (V/W)∗ ⊗ Homn−m

(
Ej , OP(V )(−1)

) → Homn−m(Ej , OP(V )) → 0 → ·· · ,
where the left non-zero term is in degree zero. This complex is dual to the complex

· · · → 0 → Hom(OP(V ),Ej−n+m−1) → (V/W) ⊗ Hom
(

OP(V )(−1),Ej−n+m−1
) → ·· ·

→ Λn−m(V/W) ⊗ Hom
(

OP(V )(m − n),Ej−n+m−1
) → 0 → ·· · ,

and the last one is isomorphic to the complex

· · · → 0 → Hom
(
E1−j , OP(V )(m − n)

) → (V/W) ⊗ Hom
(
E1−j , OP(V )(m − n + 1)

) → ·· ·
→ Λn−m(V/W) ⊗ Hom(E1−j , OP(V )) → 0 → ·· · . (9.3)

The complex (9.3) calculates Homi (E1−j ,X0), where X0 is the complex

· · ·0 → OP(V )(m − n) → (V/W) ⊗ OP(V )(m − n + 1) → ·· ·
→ Λn−m(V/W) ⊗ OP(V ) → 0 → ·· · .

Thus, it remains to show that Homi (Ej ,X0) = 0 for i < 0, j � 0.
If we prove this for n − m � j � 0, then the rest of the proof will be analogous to the proof

of the same vanishing for prm,V
r (OP(W)) instead of X0. So let i < 0, n−m � j � 0. We have the

chain of isomorphisms

Homi
(

OP(V )(j),X0
)

∼= Homn−m+i
(
prm,V

r (OP(W)), OP(V )(m − n − j)
) ∼= Extn−m+i

(
OP(W), OP(V )(m − n − j)

)
∼= Extm−i−1(OP(V )(m − j), OP(W)

)∨ = Hm−i−1(P(W), OP(W)(j − m)
)∨

,

and the last space is zero since m − i − 1 > d − 1 = dim P(W).
Thus, f is indeed a k-point. Furthermore, we have that the complex

· · · → 0 → Λn−m(V/W)∗ ⊗ π(Pm−n) → ·· · → (V/W)∗ ⊗ π(P−1) → π(P0) → 0 → ·· ·
is a resolution of f∗(k). Thus, f∗(k) is a perfect complex and it corresponds to the object
prm,V

r (OP(W)) under the equivalence Perf(QMod(Am,V )) ∼= T m,V . The theorem is proved. �
It turns out that the embedding of k-points Gr(d,V )(k) ↪→ NGr(m,V )(k) for 1 � d � m can

be extended to a morphism Gr(d,V ) → NGr(m,V ).

Proposition 9.13. Let V be a finite-dimensional vector space and let 1 � d � m � dimV = n.
Then there exists a natural morphism fd,m,V : Gr(d,V ) → NGr(m,V ) such that the derived
inverse image functor Lf ∗

d,m,V induces a full embedding

Perf
(
NGr(m,V )

) → Db
coh

(
Gr(d,V )

)
.
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Proof. For each W ∈ Gr(d,V ) denote by fW the corresponding k-point of NGr(m,V ). It is
clear that there exist vector bundles F (i) on Gr(d,V ) such that the fiber of F (i) over the point
corresponding to W is naturally identified with f ∗

W(π(Pi)) (in particular, F (−1) is a tautological
bundle). So we have a natural functor F : A → QCoh(Gr(m,V )). Also by Theorem 9.11 we have
that the complexes of vector bundles

0 → F (i) ∼= Am,V !∗
i+n,i ⊗ F (i) → Am,V !∗

i+n,i+1 ⊗ F (i + 1) → ·· · → F (i + n) → 0

are acyclic in the fibers over closed points (if the residue field of a point is greater than k we can
make an extension of scalars). Hence, these complexes are acyclic themselves. It follows from
Lemma 9.5 that the pair (F , id) defines a map fd,m,V : Gr(d,V ) → NGr(m,V ).

Further, for m−n � j � 0 we have that Lf ∗
d,m,V (π(Pj )) = f ∗

d,m,V (π(Pj )) = S−jE, where E

is a tautological bundle. The collection (Sn−mE, . . . ,E, OGr(d,V )) is a sub-collection of the full
strong exceptional collection on Gr(d,V ) constructed by Kapranov [9]. Moreover, the functor
Lf ∗

d,m,V induces isomorphisms

Hom
(
π(Pi),π(Pj )

) → Hom
(
S−iE,S−jE

)
for m − n � i � j � 0. Thus, the induced functor

Lf ∗
d,m,V : Perf

(
NGr(m,V )

) → Db
coh

(
Gr(d,V )

)
is a full embedding. �

Notice that the full embedding Lf ∗
1,m,V : Perf(NGr(m,V )) → Db

coh(P(V )) coincides with the

composition of the equivalence of Corollary 8.22 with the tautological embedding T m,V ↪→
Db

coh(P(V )).

10. Completions of local rings of k-points

Let X be a presheaf of sets on the category Algop
k of noncommutative affine schemes. Let

x ∈ X(k) be a k-point. Define the functor FX,x : art → Sets by the formula

FX,x(R) = {
f ∈ X(R)

∣∣ X(ι)(f ) = x
}
,

where ι : R → k = R/m is the projection.

Definition 10.1. Let X be a presheaf of sets on the category Algop
k of noncommutative affine

schemes, and x ∈ X(k) be a k-point. The completion of the local ring Ôx , if it exists, is defined
as a pro-artinian algebra which pro-represents the functor FX,x : art → Sets.

We would like to describe the local rings of a k-point xW of the noncommutative Grassmanian
NGr(m,V ) which correspond to a subspace W ⊂ V of dimension m. Recall that by Lemma 9.10
and by Proposition 9.7 we have that XAm,V is (equivalent to) a presheaf of sets (trivial groupoids).
Thus, the above definition is applicable to XAm,V .
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Proposition 10.2. Let W ⊂ V be a vector subspace, and dimV = n, 1 � m = dimW �
n − 1. Then the DG algebra R Hom·(OP(W), OP(W)) is formal, and the graded algebra
Ext·(OP(W), OP(W)) is isomorphic to the graded algebra

CW,V =
n−m⊕
d=0

Λd(V/W) ⊗ SdW ∗.

Proof. Denote by K ·
W the Koszul resolution

0 → Λn−m(V/W)∗ ⊗ OP(V )(m − n) → ·· · → (V/W)∗ ⊗ OP(V )(−1) → OP(V ) → 0

of the sheaf OP(W). Since

Extk
(

OP(V )(i), OP(V )(j)
) = 0

for k > 0, m − n � i, j � 0, the DG algebra R Hom(OP(W), OP(W)) is quasi-isomorphic to the
DG algebra Hom·

OP(V )
(K ·

W,K ·
W).

Further, we also have that

Extk
(

OP(V )(i), OP(W)

) = 0

for k > 0, m − n � i � 0. Thus, we have the chain of isomorphisms of graded vector spaces:

H ·(Hom·
OP(V )

(
K ·

W,K ·
W

)) ∼= H ·(Hom·
OP(V )

(
K ·

W, OP(W)

)) ∼= Hom·
OP(V )

(
K ·

W, OP(W)

)
∼=

n−m⊕
d=0

Λd(V/W) ⊗ SdW ∗ = CW,V . (10.1)

To prove the lemma, it suffices to construct a morphism of DG algebras

ϕ : CW,V → Hom·
OP(V )

(
K ·

W,K ·
W

)
,

which induces the identity in cohomology (under the isomorphisms 10.1). To define ϕ, one needs
to define its components

ϕd,i : Λd(V/W) ⊗ SdW ∗

→ Hom
(
Λ−i (V/W)∗ ⊗ OP(V )(i),Λ

−i−d(V/W)∗ ⊗ OP(V )(i + d)
)

for 0 � d � n − m, m − n � i � −d . To do that, choose a decomposition V = W ⊕ U . Then we
have natural maps

ψd,i : ΛdU ⊗ SdW ∗ ⊗ Λ−iU∗ → Λ−i−dU∗ ⊗ SdV ∗.
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We define ϕd,i to be the maps corresponding to ψd,i via the isomorphisms

Hom
(
Λ−i (V/W)∗ ⊗ OP(V )(i),Λ

−i−d(V/W)∗ ⊗ OP(V )(i + d)
)

∼= Λ−i (V/W) ⊗ Λ−i−d(V/W)∗ ⊗ SdV ∗,

and

Homk

(
Λd(V/W) ⊗ SdW ∗,Λ−i (V/W) ⊗ Λ−i−d(V/W)∗ ⊗ SdV ∗)

∼= Homk

(
ΛdU ⊗ SdW ∗ ⊗ Λ−iU∗,Λ−i−dU∗ ⊗ SdV ∗).

A straightforward checking shows that the map ϕ with components ϕd,i satisfies the required
properties. �

Note that the graded algebra CW,V = ⊕n−m
d=0 Λd(V/W)⊗SdW ∗ is quadratic Koszul. Indeed,

it coincides with “white” Manin product
⊕n−m

d=0 Λd(V/W)◦⊕
d�0 SdW ∗, and according to [14]

the white product of quadratic Koszul algebras is again Koszul.
Thus, if we denote by Ŝ the dual of its (augmented) bar construction, then we have that

the projection Ŝ → H 0(Ŝ) is a quasi-isomorphism, and the algebra H 0(Ŝ) is the completion
of CW,V ! with omitted grading. For convenience we will write C instead of CW,V . We denote by
A the completion Ĉ! of the algebra C! with omitted grading.

Theorem 10.3. Let W ⊂ V be a subspace of dimension 1 � m � n − 1. Let xW ∈ XAm,V (k) be
the k-point of noncommutative Grassmanian NGr(m,V ) corresponding to the subspace W ⊂ V .
Then the algebra Aop = Ĉ! op coincides with the completion of the local ring of the k-point xW .

Proof. We will construct some morphism uW : Sp(Aop) → NGr(m,V ) and then prove that it is
the universal one. For convenience, we will write A instead of Am,V .

The construction of the morphism uW : Sp(Aop) → NGr(m,V ). First we define an ob-
ject uW∗(A) in the category QMod(A), together with a morphism of algebras f : Aop →
End(uW∗(A)). Denote by M ·

W the complex of Aop-modules

· · · → 0 → Λn−m(V/W)∗ ⊗ Pm−n → ·· · → (V/W)∗ ⊗ P−1 → P0 → 0 → ·· · ,

where P0 is placed in degree zero. As in the proof of Lemma 10.2, the DG algebra B =
EndA(M ·

W) is quasi-isomorphic to C; moreover, each decomposition V = W ⊕ U gives a
quasi-isomorphism C → B. The DG algebra B is naturally augmented: the augmentation sends
each φ ∈ B0 to its component φ0 ∈ EndA(P0) = k. As usual, we have a natural element
α ∈ M C((BB̄)∗ ⊗ B). We put

M ·
W ⊗α (BB̄)∗ = (

B ⊗α (BB̄)∗
) ⊗B M ·

W .

This is a DG (A ⊗ (BB̄)∗)op-module. Thus, H 0(M ·
W ⊗α (BB̄)∗) is an (A ⊗ A)op-module.

We put

uW∗(A) = π
(
H 0(M · ⊗α (BB̄)∗

)) ∈ QMod(A).
W
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The map f : Aop → End(uW∗(A)) is the projection by π of the Aop-action on H 0(M ·
W ⊗α

(BB̄)∗).
Define the functor F : A → A-Mod by the formula

F (i) = HomAop
(
HomQMod(A)

(
π(Pi), uW∗(A)

)
,A

)
.

Further, note that we have an isomorphism of DG (BB̄)∗-modules

(BB̄)∗ ∼= Hom·
Aop

(
P0,M

·
W ⊗α (BB̄)∗

)
.

Passing to H 0, we obtain an isomorphism

A → HomAop
(
P0,H

0(M ·
W ⊗α (BB̄)∗

))
.

Composing it with the projection by π , we obtain the map

σ ′ : A → HomQMod(A)

(
π(P0), uW∗(A)

)
.

Applying the functor HomAop(−,A) to the map σ ′ we obtain the map

σ : F (0) → A.

Lemma 10.4.

a) The map σ ′ (and hence σ ) is an isomorphism, and Hi(M ·
W ⊗α (BB̄)∗) = 0 for i �= 0.

b) The pair (F , σ ) defines an object of XA(Aop), i.e. a morphism Sp(Aop) → Proj(A) =
NGr(m,V ).

Proof. a) Choose a decomposition V = W ⊕ U . As we already mentioned above, such a de-
composition gives a quasi-isomorphism of DG algebras C → B. Composing the Koszul dual
morphism (BB̄)∗ → Ŝ with the projection Ŝ → H 0(Ŝ) = A, we obtain the quasi-isomorphism
β : (BB̄)∗ → A. Thus, we may replace M ·

W ⊗α (BB̄)∗ by M ·
W ⊗β∗(α) A. The last object is the

complex of projective (A ⊗A)op-modules. Furthermore, we have the isomorphism of complexes
of Aop-modules (

M ·
W ⊗β∗(α) A

) ⊗A k ∼= M ·
W .

Further, according to the proof of Theorem 9.11 Hi(M ·
W) = 0 for i �= 0 It follows that

Hi(M ·
W ⊗β∗(α) A) = 0 for i �= 0.

The space HomQMod(A)(π(P0), uW∗(A)) is thus the zeroth cohomology group of the complex
Hom·

QMod(A)
(π(P0),π(M ·

W ⊗β∗(α) A)). It follows that σ ′ is an isomorphism.

b) First prove that Extk(π(Pi), uW∗(A)) = 0 for k > 0, i ∈ Z, and Hom(π(Pi), uW∗(A)) is a
free finitely generated Aop-module for i ∈ Z.

For i � 0, according to a), we have that Extk(π(Pi), uW∗(A)) is the k − th cohomology of
the complex Hom·(π(Pi),π(M ·

W ⊗β∗(α) A)). It is concentrated in non-positive degrees, hence
Extk(π(Pi), uW∗(A)) = 0 for k > 0. Further, it is bounded below complex of free finitely
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generated Aop-modules with the only cohomology in degree zero. Thus, this cohomology
Hom(π(Pi), uW∗(A)) is free and finitely generated.

For i > 0, according to a), Extk(π(Pi), uW∗(A)) is the k − th cohomology of the com-
plex Extn−m(π(Pi),π(M ·

W ⊗β∗(α) A)[m − n]). This is a complex of free finitely gener-
ated Aop-modules concentrated in degrees 0,1, . . . , n − m. If we multiply it by the left A-
module k, we will obtain the complex Extn−m(π(Pi),π(M ·

W )[m − n]). This complex computes
Extk(π(Pi), xW∗(k)). Thus, the only cohomology of the source complex is in degree zero and is
a free finitely generated Aop-module.

Now we obtain that all F (i) are free (and hence flat) A-modules, and the complexes

· · · → 0 → A!∗
k,k−n+m ⊗ F (k − n + m) → ·· · → A!∗

k,k−1 ⊗ F (k − 1) → F (k) → 0 → ·· ·

are acyclic. By Lemma 9.5, it follows that the pair (F , σ ) defines an object of XA(Aop) �
We define uW as the pair (F , σ ). If π : A → k is the projection, then by the very construction

of uW , we have XA(π)(uW ) = xW .
Universality. Now we prove that the constructed morphism uW is universal. More precisely,

the pair (F , σ ) gives the morphism of functors

Φ : hA → FXA,xW
,

such that for each f : A → R, Φ(f ) = XA(f )(uW ). And we prove that Φ is an isomorphism of
functors.

In the proof of Theorem 9.11 we have already seen that each element f ∈ XA(k) is uniquely
determined by the injection f ∗(π(P−1)) ↪→ V ⊗ f ∗(π(P0)) = V . The same observation evi-
dently holds for arbitrary algebras R instead of k.

Choose again a decomposition V = W ⊕ U . Choose some bases (e1, . . . , em) of the vector
space W , and (em+1, . . . , en) of the vector space U . Let R be some complete local augmented
algebra with the (maximal) augmentation ideal m, and let π : R → k be the projection. Let f =
(F ′′, σ ′′) ∈ XA(R) be some element such that XA(π)(f ) = xW . In particular, we have a natural
isomorphism F ′′(−1) ⊗A k ∼= W . Since the module F ′′(−1) is flat, it is free. Let I : F ′′(−1) ↪→
V ⊗ R be the structure injection. Clearly, there is a unique lift (ẽ1, . . . , ẽm) onto F ′′(−1) of the
basis (e1, . . . , em) such that

I (ẽj ) = ej ⊗ 1 +
n∑

i=m+1

ei ⊗ yij ,

where yij ∈ m. Thus, for each (F ′′, σ ′′) as above we have associated a matrix (yij ), m + 1 �
i � n, 1 � j � m, of elements in m. Moreover, (F ′′, σ ′′) can be reconstructed (up to a natural
isomorphism) from this matrix.

If g : R → S is a morphism of complete local augmented algebras and (yij ) is the matrix
associated to f ∈ XA(R), then the matrix associated to XA(g)(f ) equals to (g(yij )).

In the case R = Aop, and f = uW = (F , σ ), the associated matrix is the following:

xij = e∗ ⊗ ej ∈ (V/W)∗ ⊗ W ⊂ Aop.
i
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The elements xij are topological generators of the algebra A. The quadratic relations on them
are the following:

[xij , xlj ] = 0 for m + 1 � i < l � n, 1 � j � m, (10.2)

[xij + xik, xlj + xlk] = 0 for m + 1 � i < l � n, 1 � j < k � m. (10.3)

It follows that the morphism Φ is injective. To prove the surjectivity and the theorem, it
suffices to prove the following lemma.

Lemma 10.5. Let R be a local complete augmented algebra and let f = (F ′′, σ ′′) be as above.
Let (yij ), m+1 � i � n, 1 � j � m, be the associated matrix, yij ∈ m. Then the relations (10.2),
(10.3) are satisfied for yij instead of xij .

Proof. Using bases changes, we can reduce the problem to the only relation [yn−1,m, yn,m] = 0.
We have

F ′′(1) ∼= coker
(
φ : Λn−m−1V ⊗ F ′′(−1) → Λn−mV ⊗ R

)
.

Choose the basis of (ẽ1, . . . , ẽm) of the Rop-module F ′′(−1) as above. Then the explicit form
of the map φ is the following:

φ
(
(ei1 ∧ · · · ∧ ein−m−1) ⊗ ẽj

) = (ei1 ∧ · · · ∧ ein−m−1 ∧ ej ) ⊗ 1

+
n∑

i=m+1

(ei1 ∧ · · · ∧ ein−m−1 ∧ ei) ⊗ yij .

It is clear that the vector space F ′′(1) ⊗R (R/m) is one-dimensional and generated by the
projection of the element (ek+1 ∧· · ·∧en)⊗1. According to Nakayama lemma and the condition
on F ′′(1) to be flat, the Rop-module F ′′(1) is freely generated by the projection of the same
element.

Finally, we notice that

φ
(
(ek+1 ∧ · · · ∧ en−1) ⊗ ẽmyn−1,m + (ek+1 ∧ · · · ∧ en−2 ∧ en) ⊗ ẽmyn,m

+ (ek+1 ∧ · · · ∧ en−2 ∧ em) ⊗ ẽm

)
= (ek+1 ∧ · · · ∧ en) ⊗ (yn,myn−1,m − yn−1,myn,m).

Therefore, the image of the RHS in F ′′(1) is zero, and hence [yn−1,m, yn,m] = 0. �
The theorem is proved. �
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