Vol.19 No.2

CHINESE JOURNAL OF AERONAUTICS

May 2006

Numerical Aerodynamics at DLR

Cord-Christian ROSSOW, Norbert KROLL, Dieter SCHWAMBORN

Abstract:  Some years ago the national CFD project MEGAFLOW was initiated in Germany to com-
bine many of the CFD development activities from DLR, universities and aircraft industry. Its goal was
the development and validation of a dependable and efficient numerical tool for the aerodynamic simula-
tion of complete aircraft which met the requirements of industrial implementations. The MEGAFLOW
software system includes the block-structured Navier-Stokes code FLOWer and the unstructured Navier-
Stokes code TAU. Both codes have reached a high level of maturity and they are intensively used by
DLR and the German aerospace industry in the design process of new aircraft. Recently, the follow-on
project MEGADESIGN and MEGAOQOPT were set up which focus on the development and enhancement
of efficient numerical methods for shape design and optimization. This article highlights recent improve-
ments of the software and its capability to predict viscous flows for complex industrial aircraft applica-
tions.
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Aerospace industry is increasingly relying on
advanced numerical flow simulation tools in the
early aircraft design phase. Today, computational
fluid dynamics has matured to a point where it is
widely accepted as an essential, complementary
analysis tool to wind tunnel experiments and flight
tests. Navier-Stokes methods have developed from
specialized research techniques to practical engi-
neering tools being used for a vast number of indus-
trial problems on a routine basis''). Nevertheless,
there is still a great need for improvement of nu-
merical methods, because standards for simulation
accuracy and efficiency are constantly rising in in-

dustrial applications. Moreover, it is crucial to re-
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duce the response time for complex simulations, al-
though the relevant geometries and underlying
physical flow models are becoming increasingly
complicated.

In order to meet the requirements of German
aircraft industry, the national project MEGA-
FLOW was initiated some years ago under the lead-
ership of DLR!2*). The main goal was to focus and
direct development activities carried out in indus-
industrial

DLR and universities towards

try,
needs. The close collaboration between the partners
led to the development and validation of a common
aerodynamic simulation system providing both a

structured and an unstructured prediction capability
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for complex applications.

In the first phase of the project the main em-
phasis was put on the improvement and enhance-
ment of the block-structured grid generator
MEGACADS and the Navier-Stokes solver FLOW -
er. In a second phase the activities were focused on
the development of the unstructured/hybrid
Navier-Stokes solver TAU. In addition to the
MEGAFLOW initiative, considerable development
and validation activities were carried out in several
DLR internal and European projects which- con-
tributed to the enhancement of the flow solvers.

Recently, based on the MEGAFLOW net-
work the national project MEGADESIGN (2004-
2007) as well as the complimentary DLR project
MegaOpt were set upm . Their main objective is to
enhance and establish numerical shape optimization
tools within industrial aircraft design processes.

The present article describes the main features
of the MEGAFLOW software and demonstrates its
capability on the basis of several industrial relevant
applications[s]. Finally, the perspective and future

requirements of CFD for industrial applications are

shortly outlined.

1 MEGAFLOW Software

1.1 Grid generation

For the generation of block-structured grids
the interactive system MEGACADS has been de-
veloped. Specific features of the tool are the para-
metric construction of multi-block grids with arbi-
trary grid topology, generation of high-quality
grids through advanced elliptic and parabolic grid
generation techniques, construction of overlapping
grids and batch functionality for efficient integra-
tion in an automatic optimization loop for aerody-
namic shape design'®!. The limitation of MEGA-
CADS is the non automatic definition of the block
topology which may result in a time consuming grid
generation activity.

In contrast to the block-structured approach,
no major development activities have been devoted

to the generation of unstructured meshes within the

MEGAFLOW project. A strategic cooperation,
however, has been established with the company
CentaurSoft which provides the hybrid grid genera-
tion package Centaur’”’.

1.2 Flow solvers

The main components of the MEGAFLOW
software are the block-structured flow solver
FLOWer and the unstructured hybrid flow solver
TAU. Both codes solve the compressible three-di-
mensional Reynolds averaged Navier-Stokes equa-
tions for rigid bodies in arbitrary motion. The mo-
tion is taken into account by transformation of the
governing equations. For the simulation of aero-e-
lastic phenomena both codes have been extended to
allow geometry and mesh deformation. In the fol-
lowing sections the specific features of the Navier-
Stokes solvers are briefly described.

(1) Block-structured Navier-Stokes code
FLOWer

The FLOWer-Code is based on a finite-volume
formulation on block-structured meshes using either
the cell vertex or the cell-centered approach. For
the approximation of the convective fluxes a central
discretization scheme combined with scalar or ma-
trix artificial viscosity and several upwind dis-
cretization schemes are available!®’. Integration in
time is performed using explicit multistage time-
stepping schemes. For steady calculations conver-
gence is accelerated by implicit residual smoothing,
local time stepping and multigrid. Preconditioning
is used for low speed flows. For time accurate cal-
culations an implicit time integration according to
the dual time stepping approach is employed. The
software is highly optimized for vector and parallel
computer'®’ .

A variety of turbulence models is implemented
in FLOWer, ranging from simple algebraic eddy
viscosity models over one-and two-equation models
up to differential Reynolds stress models. The
Wilcox k-w model is the standard model in FLOW-
er which is used for all types of applications, while
for transonic flow the linearized algebraic stress

model LEA!') and the nonlinear EARSM of

Wallin!'!! have shown to improve the prediction of
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shock locations. Furthermore, the SST model of
Menter''?) is available for a better prediction of sep-
arating flows. All two-equation models can be com-
bined with Kok’ s modificationt'?! for improved
prediction of vortical flows. For supersonic flows
different compressibility corrections are available.
Recently, within the European project FLOMANI-
A Reynolds stress models based on the Wilcox
stress-w modell™! and the so-called SSG/LRR-w
model, a combination of the Wilcox stress-w and

1115) . have been

the Speziale-Sarkar-Gatski mode
implemented into FLOWerl16],
SSG/LRR-w@ model has been applied to a wide va-

riety of test cases, ranging from simple airfoils to

Particularly the

complex aircraft configurations and from transonic
to high-lift conditions. Generally improved predic-
tions have been obtained, while the numerical be-
havior of the Reynolds stress models appeared to be
as robust as that of two-equation models. Fig. 1
shows the predicted pressure and the skin friction
distribution obtained with the Wilcox k-w and with
the SSG/LRR-w model for the Aerospatiale A air-
foil demonstrating the improvement by Reynolds

stress modeling.
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Fig.1 Pressure distribution (near leading and trailing
edge) , skin friction distribution for Aerospatiale
A airfoil (Ma =0.15, a=13.3", Re=2X
10°) FLOWer with Reynolds stress turbulence
model

Besides the modeling accuracy for turbulent
flows, the numerical robustness of the respective
transport equation turbulence models for complex
applications has been a major issue. In FLOWer
numerical stability has been enhanced by an implic-
it treatment of the turbulence equations and differ-
ent limiting mechanisms that can be activated by
the user. The convergence behavior of the FLOW-
er-Code for a rather complex application is demon-
strated in Fig.2. Results of a viscous computation
for a helicopter fuselage are shown!'”!. The rotor is
modeled through a uniform actuator disc. For this
low Mach number case the preconditioning tech-
nique has been employed. The fully implicit inte-
gration of the turbulence equations also ensures ef-
ficient calculations on highly stretched cells as they
appear in high Reynolds number flows! 8.

FLOWer is able to perform transition predic-
tion on airfoils and wings using a module consisting
of a laminar boundary layer code and an e-
database method based on linear stability theo-
ry[m. Fig. 3 shows the predicted and measured
force polars and transition locations of a subsonic
laminar airfoil.

An important feature of FLOWer is the
Chimera technique, which considerably enhances

the flexibility of the block-structured ap-

]

proach[zo’u. This technique mainly developed

within the German / French helicopter project
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Fig.2 Viscous calculation for Dauphin helicopter fuselage at Ma .. =0.044, convergence behavior of mass and k-« turbu-

lence equations

CHANCE!??) enables the generation of a grid
around a complex configuration by decomposing the
geometry into less complex components. Separate
component grids are generated which overlap each
other and which are embedded in a Cartesian back-
ground grid. In combination with flexible meshes,
the Chimera technique enables an efficient way to
simulate bodies in relative motion. The potential of
the Chimera technique is demonstrated in Fig. 4 for

the viscous calculation of a 3D high-lift configura-

tion.
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Fig.3 Transition prediction with e"-database method

for laminar Sommers airfoil at Mao = 0.1 and

Re=4X10°, force polars calculated fully turbu-
lent and with transition. computed and mea-

sured transition locations

(2) Hybrid Navier-Stokes code TAU
The Navier-Stokes solver TAU makes use of

)
2324} and em-

the advantages of unstructured grids!
ploys a dual-grid approach. The mesh may consist
of a combination of prismatic, pyramidal, tetrahe-

dral and hexahedral cells and therefore combines
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Fig.4 Viscous computation about a 3D high-lift config-
uration using the Chimera technique of the block-
structured FLOWer-Code, Ma,, =0.174, a =
7

the advantages of regular grids for the accurate res-
olution of viscous shear layers in the vicinity of
walls with the flexibility of grid generation tech-
niques for unstructured meshes. The use of a dual
mesh makes the solver independent of the type of
cells that the initial grid is composed of. Various
spatial discretization schemes were implemented.
The basic hybrid TAU-Code uses an explicit
Runge-Kutta multistage scheme in combination
with an explicit residual smoothing. In order to ac-
celerate convergence, a multigrid procedure was
developed based on the agglomeration of the control

volumes of the dual grid for coarse grid computa-

tions. In order to efficiently resolve detailed flow
features, a grid adaptation algorithm for hybrid
meshes based on local grid refinement, de-refine-
ment and wall-normal mesh movement in semi-
structured near-wall layers was implemented.

With respect to unsteady calculations, the
TAU-Code has been extended to simulate rigid
bodies in arbitrary motion and to allow grid defor-
mation. In order to bypass the severe time-step re-
striction associated with explicit schemes, the im-
plicit method based on the dual time stepping ap-
proach is used. For the calculation of low-speed
flows, preconditioning of the compressible flow e-
quations similar to the method used in FLOWer
was implemented. One of the important features of
the TAU-Code is its high efficiency on parallel
computerst®’. The software is further optimized ei-
ther for cache or vector processors through specific
edge coloring procedures.

The standard turbulence model in TAU is the
Spalart-Allmaras model with Edwardsmodification,
yvielding highly satisfactory results for a wide range
of applications while being numerically robust. Be-
sides this model, a number of different k- models
with and without compressibility corrections are
available. Also nonlinear Explicit Algebraic
Reynolds Stress Models (EARSM) and the lin-
earized LEA model''®) have been integrated. Sever-
al rotation corrections for vortex dominated flows
are available for the different models. Finally,
there are options to perform Detached Eddy Simu-
lations (DES) based on the Spalart-Allmaras mod-
el'?) and so-called Extra-Large Eddy Simulations
(XLES)[26],

The explicit character of the solution method
severely restricts the CFL number which in turn
often leads to slow convergence, especially in the
case of large scale applications. In order to improve
the performance and robustness of the TAU-Code,
an approximately factored implicit scheme has been
recently implememed[m. The Lower-Upper Sym-
metric Gauss-Seidel(L.LU-SGS) scheme has been se-
lected as a replacement for the Runge-Kutta

scheme. In contrast to fully implicit schemes, this
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method has low memory requirements, low opera-
tion counts and can be parallelized with relative
ease.

the explicit Runge-Kutta

method, the LU-SGS scheme is stable with almost

Compared to

no time step restrictions. An example of the per-
formance improvement achieved is given in Fig. 5,
where two convergence histories for viscous calcula-
tions of a delta wing are shown. In terms of itera-
tions LU-SGS can be seen to converge approxi-
mately twice as fast as the Runge-Kutta scheme.
iteration of LU-SGS costs
roughly 80% of one Runge-Kutta step.

Furthermore, one
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Fig. 5 Convergence of TAU for viscous flow around a
delta wing Ma = 0.5, «a =9°.
Runge-Kutta scheme (RK) and the implicit LU-

SGS scheme

Comparison of

As the Chimera technique has been recognized
as an important feature to efficiently simulate ma-
neuvering aircraft, it has been also integrated into
the TAU-Code!?’. In the context of hybrid mesh-
es the overlapping grid technique allows an efficient
handling of complex configurations with movable
control surfaces. In Fig. 6, results of a viscous
Chimera calculation for a delta wing with trailing

edge flaps are shown!?!.
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Fig.6 Viscous computation of a delta wing with trailing

edge flap using TAU with Chimera, surface
pressure distributions for flap deflection angle

d=0° at 60% and 80% chord

2 Software Validation

Software validation is a central and critical is-
sue when providing reliable CFD tools for industrial
applications. Among others, the verification and
validation exercises should address consistency of
the numerical methods, accuracy assessment for
different critical application cases and sensitivity
studies with respect to numerical and physical pa-
rameters. Best practice documentation is an essen-
tial part of the work. Over the last few years the
MEGAFLOW software has been validated within
various national and international projects for a
wide range of configurations and flow condi-

[5.30

tions !, This section shows sample results for a

subsonic and transonic validation test case.
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Flow prediction for a transport aircraft in
high-lift configuration is still a challenging problem
for CFD. The numerical simulation addresses both
complex geometries and complex physical phenom-
ena. The flow around a wing with deployed high-
lift devices at high incidence is characterized by the
existence of areas with separated flow and strong
wake/boundary layer interaction. The capabilities
of the MEGAFLOW software to simulate high-lift
transport aircraft configurations has been exten-
sively validated within the European high-lift pro-
gram EUROLIFT-103!).
test cases is the DLR-Fl1 wing/body/flap/slat

configuration.

One of the investigated

Fig.7 highlights a comparison of lift and total
drag results of the unstructured TAU-Code and the
block-structured FLOWer-Code with experimental
data from the Airbus LWST low speed wind tunnel
in Bremen, Germany. Both, the block-structured
grid generated by the DLR software MEGACADS
and the hybrid mesh generated by FOI contain
about 3 million grid points to allow for a fair com-
parison of the merhods. Calculations for the start

configuration were performed with FLOWer and

)
—a— LSWT experiment, complex model
—o— FLOWER SA model; mandat. structured grid
| —a— TAU SA model, unstructured grid
| L P IS S | JET |
alt”)
G

—®— LSWT experiment, complex model
—©— FLOWER SA model. mandat. structured grid
—&— TAU SA model. unstructured grid

1 L L n " 1

Cn

Fig.7 Viscous computations for DLR-F11 high-lift con-
figuration at Mu..=0.18, Re=1.4% 10%

TAU using the Spalart-Allmaras turbulence model
with Edwards modification. In both cases precon-
ditioning was used.

In the framework of the 1 AIAA CFD Drag
Prediction Workshop!®?), the accuracy of the
MEGAFLOW software was assessed to predict
aerodynamic forces and moments for the DLR-F4
wing-body configuration'**. In Fig. 8 lift coeffi-
cient as function of drag and angle of attack for
Case 2 calculated with FLOWer and TAU are pre-
sented. These results were obtained using grids
generated in-house at DLR. On request all calcula-
tions were performed fully turbulent. The FLOW-
er computations were carried out on a grid with 3.5
million points using central discretization with a
mixed scalar and matrix dissipation operator and
the 2 /w-LEA turbulence model. The TAU results
are based on an initial grid containing 1.7 million
points which was adapted for each angle of attack
yielding grids with 2.4 million points. Turbulence
was modeled with the one-equation model of
Spalart-Allmaras. As can be seen from Fig. 8 the
fully turbulent FLOWer computations over predict
the measured drag curve by approximately 20 drag
counts. [nvestigations have shown that inclusion of
transition in the calculation reduces the predicted
drag by 14 drag counts, reducing the over predic-
tion of drag to approximately 6 drag counts ! .
The results of the unstructured fully-turbulent
computations with TAU perfectly match with the
experimental data. However, as for the structured
computations, hybrid calculations with transition
setting will reduce the predicted level of drag, in
this case by approximately 10 drag-counts. Fig. 8
also shows the comparison of predicted and mea-
sured lift coefficient as a function of angle of at-
tack. The values calculated by FLOWer agree very
well with the experiment, whereas the results ob-
tained with TAU over predict the lift almost in the
whole range of angle of attack. For the pitching
moment the results obtained with FLOWer agree
very well with experimental data. This is due to
the fact that the surface pressure distribution pre-

dicted with the FLOWer-Code is in good agreement
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with the experiment. In case of the hybrid TAU-
Code there are some discrepancies between the pre-
dicted and measured surface pressures resulting in a
significant over prediction of the pitching moment.
Further investigations have shown that the im-
proved results obtained with the FLOWer-Code are
mainly attributed to a lower level of numerical dis-
sipation (grid resolution and matrix dissipation )
combined with the advanced two-equation k/w-
LEA turbulence model ¥ .
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Fig.8 Viscous calculations for DLR-F4 wing/body con-
figuration, AIAA DPW-I, Muw =0.75, Re =

3x10°
Within the 2nd AIAA Drag Prediction Work-
shop the hybrid TAU-Code was further assessed

with respect to performance calculations for a

wing/body /pylon/nacelle configuration'*'*%. For
this exercise the Spalart-Allmaras one-equation tur-
bulence model was used. The drag polar is predict-
ed in good agreement with the experimental data
while the lift is constantly over predicted (see Fig.
9). A detailed analysis of the flow features reveals
that in principle all areas of flow separations on the
investigated DLR-F6 configuration are identified,
however, compared with experiments the sizes of
those areas are slightly under predicted (wing up-
per side) or over predicted (wing lower side). Fig.
10 compares measured and predicted flow features
near the pylon inboard side at the wing lower side.
This difference results in systematic deviations of

the pressure distributions and pitching moments.
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Fig.9 TAU results for DLR-F6 wing/body/pylon/ na-
celle configuration, AIAA DPW-II, Ma. =

0.75, Re=3x10°
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Fig.10 Oil flow patterns (experiments) and streamlines
(TAU), DLR-F6 wing/body/pylon/nacelle
configuration, wing lower and pylon inboard

side, Ma =0.75, C,=0.5

3 Industrial Applications

Some typical large scale applications listed be-
low  demonstrate the capability of the
MEGAFLOW software to support aircraft and heli-
copter design.

3.1 Civil transport aircraft at cruise flight con-
ditions

One key issue during the design of a civil air-
craft is the efficient engine-airframe integration.
Modern very high bypass ratio engines and the cor-
responding close coupling of engine and airframe
may lead to substantial Joss in lift and increased in-
stallation drag. At DLR, numerical and experi-
mental studies have been devoted to estimate instal-
lation drag with respect to variations of engine con-

136.37] " For nu-

cepts and the installation positions
merical investigations in this field both the block-
structured FLOWer-Code and the hybrid TAU-
Code have been used. In Fig.11 the lift as a func-
tion of the installation drag is plotted for three dif-
ferent positions of the CFM56 long duct nacelle.
The engines are represented by through-flow na-
celles. Results predicted with the TAU-Code
(symbols) and measured in the ONERA S2MA
wind tunnel (lines) are shown. The agreement is
very satisfactory demonstrating that the influence
on installation drag due to varying engines locations
or sizes can be accurately predicted by the TAU

software! 8! .
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Fig. 1l Engine-airframe interference drag (TAU), lift

as a {unction of installation drag for three differ-
ent position of CFM56 engine, Ma., = 0.75,
Re=3 X% 10°, symbols: calculation, lines: ex-

periment

3.2 Civil transport aircraft at high-lift flight
conditions

Based on thorough development and validation
efforts of the hybrid unstructured approach em-
pioying both the Centaur grid generation software
and the Navier-Stokes-Code TAU, complex high-
lift flows become more and more accessible. As an
exanmiple the flow around the DLR ALVAST model
in high lift configuration equipped with two differ-
ent engine concepts, the Very High Bypass Ratio
(VHBR) and the Ultra High Bypass Ratio( UH-

1 .
31 The numerical

BR) engine has been computed[
simulations are focused on complex {low phenome-
na arising from the engine installation at high-lift
conditions. Special attention was paid to a possible
reduction of the maximum lift angle resulting from
dominant three-dimensional effects due to engine
installation. Fig. 12 displays the surface pressure
coefficient of the ALVAST high-lift configuration
with installed VHBR and UHBR engine at an angle
of attack of a = 12° in take-off conditions. The
computations were performed on a hybrid grid gen-
erated with Centaur. In Fig. 13 the vortex shed-
ding from the inboard side of the nacelle is shown.
The vortex originates from the rolling-up of the

shear layer and crosses the slat and the wing upper
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side. Using the computational data as input this
vortex system could be identified with PIV visual-

ization in a recent wind tunnel campaign. Fig.13

{

Viscous simulation of the ALVAST high-lift
configuration with VHBR (top) and UHBR
(bottom) engine using TAU, surface pressure
distribution, Mae =0.22, a=12°, Re=2X

Fig. 12

_____ Simulation VHBR
Simulation UHBR(CRUF)
Re=2x10°
Ma.=0.22

17
a=1i

Engine (

Engine extension ‘.

0.4
Vs
Fig. 13 Engine interference for ALVAST high-lift con-
figuration with VHBR and UHBR engine
Ma. =0.22, a=12°, Re=2x10°%, top: na-
celle vortex, bottom: lift distribution of wing

and nacelle

also shows the impact of the two different engine
concepts on the span wise lift distribution. For the
VHBR concept the lift loss on the wing due to en-
gine mounting is roughly compensated by the lift
generated by the nacelle itself. For the UHBR con-
cept the wing lift loss is slightly stronger than for
the VHBR. Nevertheless, it is overcompensated by
the higher lift carried by the large nacelle.

One key aspect of the development of a new
transport aircraft is the design of a sophisticated
and optimal high-lift system for take-off and land-
ing conditions. A possibility to increase maximum
lift is the usage of small delta wing like plates on
the engine nacelles, the so-called nacelle strakes.
These strakes generate vortices which run above
the wing for high angles of attack. These vortices
influence the wing and slat pressure distributions
and shift the flow separations to higher angles of
attack. At cruise flight conditions the strakes
should not produce any significant additional drag.
In order to quantitatively predict the lift increment
due to the strakes, care must be taken generating
and adapting the grid with and without strakes.
The idea has been to use the final adapted grid of
the configuration with nacelle strakes and to fill the
strakes with tetrahedral elements so that a nearly i-
dentical grid for the configuration with and without
strakes can be build. The initial grid generation has
been performed with Centaur. The TAU grid
adaptation has been used. The three times adapted
grid contains approximately 16. 7 million points.
The filling of the strake volume has been performed
using customized tools based on MEGACADS!®’
and the NETGEN!*®! software. The solutions have
been calculated using the TAU-Code for various
flow conditions. Fig. 14 demonstrates the resolu-
tion of the strake vortex and an iso-vorticity plane
for @ = 10°. It has been shown that for this config-
uration a lift increase of AC; =0. 1 can be found
both from the numerical calculations and the exper-
iments although the absolute maximum lift values
differ#!].
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Fig.14 High-lift configuration with nacelle strake, cal-
culated streamlines and iso-vorticity cut planes.

Mae. =0.18, a =10, Re=3x 10°

3.3 Helicopter

At DLR large effort is devoted to the enhance-
ment of the MEGAFLOW software for helicopter
applications. The development and validation activ-
ities are carried out in the German/French project
CHANCE'?2,

tion of the isolated rotor in hover and forward flight

They include performance predic-

as well as the quasi-steady and time-accurate simu-
lation of a helicopter including engines and main
and tail roror.

The aerodynamic assessment of helicopter
main rotors requires a computational procedure
with fluid-structure coupling including trim. The
results which are presented here were obtained
with a weak coupling between the RANS solver
FLOWer and the comprehensive rotor simulation
code S4 in which the blade structure is modeled as
a beam!*?). The test case is the four-bladed 7A-ro-
tor with rectangular blades in high-speed forward
flight (Ma R =0.64, Ma. =0.256, advance ra-
tio . =0.4). Fig. 15 presents the grid system used
while Fig. 16 compares the measured with the pre-
dicted data. The overall agreement of the coupled
solution (FLOWer/54 coupling) with the experi-
mental data is acceptable although the negative
peak in normal force around 120° azimuth is not
well computed. This phenomenon is subject of on-
going research. The results of the simplified blade
element aerodynamic module of S4 are presented by
dashed lines in Fig. 16. It is obvious that this sim-
plified acrodynamic model is not able to capture the

time dependent blade load history.

RS G
Child gnds 7% |
i
|
(A"
|

Ma..

! Background grid
|

Fig.15 Chimera grid around 4-bladed 7A-rotor

Fig.16  Comparison of predicted and measured normal
force and pitching moment coefficients versus
azimuth for a high-speed forward flight test

case of the 7A rotor

A quasi-steady computation of the flow-field
around the Eurocopter EC-145 helicopter has been

(17431 " The effect of engines and rotors

carried out
has been simulated by means of in-/outflow bound-
ary conditions and by actuator discs respectively.

As visualized in Fig. 17, the rotor downwash re-

Fig.17

¢,-distribution and friction lines on the EC145

fuselage, visualization of separation areas on the

boot and vertical siabilizers

© 1994-2010 China Academic Journal Electronic Publishing House. Open access under CC BY -NC-ND license. http://www.cnki.net


http://creativecommons.org/licenses/by-nc-nd/4.0/

May 2006

Numerical Aerodynamics at DLR - 145 -

sults in an asymmetrical flow pattern on the fuse-
lage surface. The figure shows separation lines and
singular points on the boot and tail boom. More-
over, the right vertical stabilizer experiences a

much higher loading as the left one.

4 Multidisciplinary Simulations

The aerodynamic performance of large trans-
port aircraft operating at transonic conditions is
highly dependent on the deformation of their wings
under aerodynamic loads. Hence accurate perfor-
mance predictions require fluid/structure coupling
in order to determine the aerodynamics of the con-
figuration in aero-elastic equilibrium. Consequent-
ly, at DLR major effort is currently devoted to cou-
ple the flow solvers FLOWer and TAU with nu-
merical methods simulating the structure. The ac-
tivities include the development of efficient and ro-
bust grid deformation tools, accurate interpolation
tools for transferring data between the fluid grid
and the structure grid as well as the implementa-
tion of suitable interfaces between the flow solvers
and the structural solvers. Concerning structure,
both high-fidelity models ( ANSYS, NASTRAN
software) and simplified models (beam model) are
considered.

The importance of fluid/structure coupling is
demonstrated in Fig. 18. Within the European pro-
ject HiReTT Navier-Stokes calculations were per-
formed for a wing-body configuration of a modern
high speed transport type aircraflt. FLOWer was
used with the 2/w turbulence model. Two types of
calculations were carried out. On the one hand the
aerodynamic behavior of the jig-shape was predict-
ed. On the other hand the aero-elastic equilibrium
was determined by a fluid/structure coupling. For
this calculation the coupling procedure of the Uni-
versity of Aachen was used!**!. It is based on
FLOWer for the fluid and a beam model for the
structure. From Fig. 18 it is obvious that good a-
greement with experimental data obtained in the
European Transonic Wind tunnel can only be

achieved with the fluid/structure coupling.

B30 Jig shape

Equilibrium conference
. Experiment

E-I.S _______
=
E
=]
£
S 0
Re=32.5x10°
Ma=0.85
1.5 1 1 1 j
0 0.25 0.5 Q.75 1.00
x/c
3.0r <o Jig shape

Equilibrium conference
. Experiment

E-I.S :
=
E
=]
=
= 0
Q
Re=32.5x10°
- Ma~0.85 7=0.95
IS 1 1 1 J
0 0.25 0.5 0.75 1.00

x/c

Fig.18 ¢,-distribution for different span wise sections

for a wing/body configuration, numerical re-
sults obtained for pre-deformed geometry
(dashed line) and with fluid/structure coupling
(full line)

5 Numerical Optimization

For aerodynamic shape optimization, FLOWer
and TAU offer an inverse design mode which is
based on the inverse formulation of the small per-
turbation method according to Takanashi'**’. The
method has been extended to transonic flows and is
capable of designing airfoils, wings and nacelles in

(46) " In the context of re-

inviscid and viscous flows
gional aircraft development various wing designs for
transonic flow were performed at DLR with the in-
verse mode of FLOWer. As design target suitable
surface pressure distributions were specified subject
to geometrical constraints and a given lift coeffi-
cient. Fig. 19 shows the comparison of drag rise
between an early baseline wing and an improved
wing as a function of Mach number. The reduction
of drag in the higher Mach number range is clearly
visible. The constraint with respect to the lift coef-

ficient was satisfied. The inverse design methodol-

ogy coupled to the hybrid TAU-Code was also ap-
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plied to the design of wing-mounted engine na-

celles!*7.
Navier-Stokes( “ Exposed wing ” ) | 0.6
g 1 - » - Anfangskonfig.
—e— DLR-Entwurf
3
" 10.5
318 S
> 3
K
104
1
0.3
-
AMa=0.02 Ma
Fig.19 Inverse wing design using FLOWer, drag rise

and lift as function of Mach number for baseline

configuration and optimized configuration

The inverse desigh method is very efficient;
however it is restricted to a prescription of a target
pressure distribution. A more general approach is
the numerical optimization in which the shape, de-
scribed by a set of design parameters, is determined
by minimizing a suitable cost function subject to
some constraints. At DLR high-lift system opti-
mization is of major interest. Hence, the
MEGAFLOW software has been coupled to various
optimization strategies. As a demonstration results
of a drag optimization for a 3-element airfoil in
take-off configuration are presented in Fig. 20148’ .
A limit in pitching moment has been prescribed as

secondary constraint. In total 12 design variables

——— Initial N
Optimal
-16 ¢
Optimized:
-14 F Test case:
: —_ 0,
ok DRANHLPLIT2? ~ 3Gi20815%
Ma.=0.2
- [
-10 Re=3.56x10 Design parameter:
-8 E Cr=const=3.77 - flap deflection
< ] =Cn<=Co, stant - cove geometry
6 Lk
4 F \
2t \
S
°F W >~
2 3 " 1 L L " B I L PR ) Y
0 0.5 1.0
X/fcln:nn

Fig.20 Setting optimization of a 3-element airfoil using
FLOWer

rameters

are taken into account. These are slat and flap gap,
overlap and deflection. In addition, the slat and
flap cut-out contours are parameterized by three
variables each. The optimization method is based
on a deterministic SUBPLEX strategy. The
Navier-Stokes FLOWer-Code is used to predict the
flow field. The optimization affects the element
chord, setting and deflection angle as well as the
angle of attack. The optimization results in a de-
crease in total drag of 21% , while the maximum
lift is slightly improved by 2%.

Because detailed aerodynamic shape optimiza-
tions still suffer from high computational costs, ef-
ficient optimization strategies are required. Regard-
ing the deterministic methods, the adjoint approach
is seen as a promising alternative to the classical fi-
nite difference approach, since the computational
cost does not depend on the number of design pa-
S within the
MEGAFLOW project an adjoint solver following

the continuous adjoint formulation has been devel-

Accordingly,

oped and widely validated for the block-structured
flow solver FLOWer*®). The adjoint solver can
deal with the boundary conditions for drag, lift and
pitching-moment sensitivities. The adjoint option
of FLOWer has been validated for several 2D as
well as 3D optimization problems controlled by the
adjoint Euler equations. Within the ongoing
MEGADESIGN project the robustness and effi-
ciency of the adjoint solver will be further im-
proved, especially for the Navier-Stokes equations.
The adjoint solver implemented in FLOWer is cur-
rently transferred to the unstructured solver TAU.

To demonstrate the capability of the adjoint
approach to handle many design parameters with
low cost, the optimization of a supersonic transport
wing/body configuration has been carried out!3'’.
The baseline geometry is based on the EUROSUP
geometry (see Fig.21), which is a supersonic com-
mercial aircraft of 252 seats capacity, designed for
a range of 5 500 nautical miles with supersonic
cruise at Mach number Ma ., =2.052'. The opti-
mization goal is to minimize the drag at a fixed lift

coefficient of C; =0.12. The fuselage incidence is
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Fig.21 Shape optimization of supersonic transport air-

craflt at Ma . =2.0 (drag minimization at con-

stant lift)

allowed to change in order to maintain the lift coef-
ficient but it should not be greater than 4 degrees to
the onset flow. In order to explore the full poten-
tial of the adjoint technique, no specific restrictions
are set to define the parameterization. 74 design
variables were used to change the twist, the thick-
ness and the camber line at specific wing sections
and 10 more design variables allowed changing the
radial distribution of the fuselage. A minimum al-
lowable value of the fuselage radius and a minimum

wing thickness law were imposed in order to pre-

vent unrealistic aircraft. After geometrical modifi-
cations, the intersection of wing and fuselage is re-
calculated automatically by the DLR in-house grid
generator MegaCads for each new configuration.
At Ma. = 2.0, the main aerodynamic effects are
well predicted using the Euler equations. There-
fore, the aerodynamic states are computed by
FLOWer running in Euler mode. In the present
optimization problem, the unique aerodynamic con-
straint is the lift, which is handled directly by
FLOWer and the geometrical constraints are auto-
matically fulfilled during the parameterization.
Fig.21 shows the evolution of the drag coeflicient
during the optimization, where an optimization
step includes the evaluation of the gradient and the
line search. About 8 optimization steps were neces-
sary to achieve the optimum, which represents 54
aerodynamic computations and 8 adjoint flow eval-
uations. This approach is more than 11 times faster
than using brute force optimization based on finite
differences. The optimum configuration has 14. 6

less drag counts than the baseline geometry.

6 Conclusion and Perspective

The main objective of the MEGAFLOW ini-
tiative was the development of a dependable, effec-
tive and quality controlled software package for the
aerodynamic simulation of complete aircraft. Due
to its high level of maturity, the MEGAFLOW
software system is being used extensively through-
out Germany for solving complex aerodynamic
problems-especially in industrial development pro-
cesses. However, since industry is still demanding
more accurate and faster simulation tools, further
development is required despite the high level of
numerical flow simulation established today. Four
major fields of further research activities may be i-
dentified.

The first field is the enhancement of numerical
methods by new algorithms and solution strategies.
Here, accuracy, robustness, and efficiency have to
be addressed, while recognizing that these are con-
tradicting requirements. In the design process of

the aerospace industry with its severe time con-
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straints, the difficult set-up of highly accurate
computations can not be tolerated. However, to es-
tablish numerical simulation during design, where
decisions involving extreme economical risks have
to be made, accuracy and reliability are crucial,
which is why expensive wind tunnel testing is still
indispensable. Furthermore, the efficiency of nu-
merical methods has to be substantially improved.
Relying solely on the progress of computational
hardware is not an option, since over the last two
decades the size of the problems to be simulated in-
creased in parallel to or even faster than advance-
ments in computer technology.

Second, the physical modeling of fluid flow
needs further to be addressed. Despite long-time
efforts, the current status of modeling of turbu-
lence and transition is still inadequate for the highly
complex flows to be simulated in aircraft design.
Due to the immense computational effort required,
the Direct Numerical Simulation (DNS) or even
Large Eddy Simulation (LES) of fluid flow will
not be a practical alternative even for the next four
or five decades. Therefore, reliable modeling of
turbulence and transition will become decisive to
bring numerical simulation as a routinely used tool
into the aeronautical design process.

Third, the architecture of the simulation soft-
ware is becoming more and more a strategic issue.
On the one hand the software architecture must
thoroughly exploit computational capabilities like
parallelism, which requires a certain degree of ded-
ication to a certain computational environment; on
the other hand the software should be portable to
different hardware arrangements. Furthermore,
the software must be flexible with respect to cou-
pling with other disciplines and integration into op-
timization strategies to allow the definition of an in-
terdisciplinary simulation and optimization environ-
ment.

The last field to be addressed is validation.
This requires on the one hand the thorough defini-
tion of suitable experiments by using most advanced
measuring techniques. Especially for the envisaged

simulation of unsteady flows with moving bodies

and actuated control surfaces, corresponding exper-
imental data are lacking. On the other hand, due
to unavoidable effects such as grid dependency and
limitations in physical modeling, the assessment of
uncertainties in numerical simulation and a result-
ing statement of reliable applicability is becoming a

major matter of future concern.
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