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Abstract

In our paper, by employing Krasnoselskii fixed point theorem, we investigate the existence of multiple positive periodic solutions for functional differential equations

\[ \dot{x}(t) = A(t, x(t))x(t) + \lambda f(t, x_t), \]

where \( \lambda > 0 \) is a parameter. Some easily verifiable sufficient criteria are established.
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1. Introduction

Let \( \mathbb{R} = (-\infty, +\infty), \mathbb{R}_+ = [0, +\infty), \mathbb{R}_- = (-\infty, 0] \) and \( \mathbb{R}^n_+ = \{(x_1, \ldots, x_n)^T : x_i \geq 0, 1 \leq i \leq n\} \), respectively. For each \( x = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n_+ \), the norm of \( x \) is defined as \( |x| = \sum_{i=1}^{n} |x_i| \). Let \( BC \) denote the Banach space of bounded continuous functions \( \phi : \mathbb{R} \rightarrow \mathbb{R}^n \) with the norm \( \|\phi\| = \sup_{\theta \in \mathbb{R}} \sum_{i=1}^{n} |\phi_i(\theta)| \), where \( \phi = (\phi_1, \phi_2, \ldots, \phi_n)^T \).

As it is well known, the existence of positive periodic solutions for functional equations was extensively studied, see [1,2,4–10] and references therein. One of effective approaches to fulfill
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such a problem is employing fixed point theorem, and some prior estimations of possible periodic solutions are obtained.

For example, Wang [9] studied the following functional equation:

\[ x'(t) = a(t)g(x(t))x(t) - \lambda b(t)f(x(t - \tau(t))). \]  

(1.1)

In [10], Ye, Fan and Wang discussed in detail a class of more general functional equations

\[ \dot{x}(t) = -a(t)x(t) + f(t,u(t)), \]
\[ \dot{x}(t) = a(t)x(t) - f(t,u(t)), \]  

(1.2)

where

\[ u(t) = (x(g_1(t)), \ldots, x(g_{n-1})(t), \int_{t-\infty}^{t} k(t-\theta)x(\theta)d\theta) \text{ and } \int_{-\infty}^{0} k(r)dr = 1. \]

In paper [5], Jiang et al. investigated the existence, multiplicity and nonexistence of positive periodic solutions to a system of infinite delay equations

\[ \dot{x}(t) = A(t)x(t) + \lambda f(t, x_t). \]  

(1.3)

In the present paper, by utilizing the fixed point theorem due to Krasnoselskii, we aim to study the existence of multiple positive periodic solutions for the following functional differential equations

\[ \dot{x}(t) = A(t, x(t))x(t) + \lambda f(t, x_t) \]  

(1.4)

in which \( \lambda > 0 \) is a parameter, \( A(t, x(t)) = \text{diag}[a_1(t, x(t)), a_2(t, x(t)), \ldots, a_n(t, x(t))] \), \( a_i \in C(R \times R, R) \) is \( \omega \)-periodic, \( f = (f_1, f_2, \ldots, f_n)^T \), \( f(t, x_t) \) is a functional defined on \( R \times BC \) and \( f(t, x_t) \) is \( \omega \)-periodic whenever \( x \) is \( \omega \)-periodic. If \( x \in BC \), then \( x_t \in BC \) for any \( t \in R \), where \( x_t \) is defined by \( x_t(\theta) = x(t + \theta) \) for \( \theta \in R \).

In our paper, we will discuss the existence of positive periodic solutions in more cases than the above mentioned papers and obtain some easily verifiable sufficient criteria.

Throughout the paper, we make the assumptions:

\( (H_1) \) There exist continuous \( \omega \)-periodic functions \( b_i(t), c_i(t) \), such that \( b_i(t) \leq a_i(t, x(t)) \leq c_i(t) \), for \( 1 \leq i \leq n \).

\( (H_2) \) \( f_i(t, \phi_t) \int_0^\infty a_i(s, x(s))ds \leq 0 \) for all \( (t, \phi) \in R \times BC(R, R^n) \), \( 1 \leq i \leq n \).

\( (H_3) \) \( f(t, x_t) \) is a continuous function of \( t \) for each \( x \in BC(R, R^n) \).

\( (H_4) \) For any \( L > 0 \) and \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that \( [\phi, \psi \in BC, \|\phi\| \leq L, \|\psi\| \leq L, \|\phi - \psi\| < \delta, 0 \leq s \leq \omega] \) imply \( |f(s, \phi_s) - f(s, \psi_s)| < \varepsilon \).

In addition, the parameters in this paper are assumed to be not identically equal to zero.

To conclude this section, we summarize in the following a few concepts and results that will be needed in our arguments.

**Definition 1.1.** Let \( X \) be Banach space and \( E \) be a closed, nonempty subset of \( X \), \( E \) is said to be a cone if

(i) \( \alpha u + \beta v \in E \) for all \( u, v \in E \) and all \( \alpha, \beta > 0 \);

(ii) \( u, -u \in E \) imply \( u = 0 \).

**Lemma 1.2 (Krasnoselskii fixed point theorem).** [3] Let \( X \) be a Banach space, and let \( E \) be a cone in \( X \). Suppose \( \Omega_1 \) and \( \Omega_2 \) are open subsets of \( X \) such that \( 0 \in \Omega_1 \subset \bar{\Omega}_1 \subset \Omega_2 \). Suppose that

\[ T : E \cap (\bar{\Omega}_2 \setminus \Omega_1) \rightarrow E \]

is a completely continuous operator and satisfies either
(i) \( \| T_x \| \geq \| x \| \) for any \( x \in E \cap \partial \Omega_1 \) and \( \| T_x \| \leq \| x \| \) for any \( x \in E \cap \partial \Omega_2 \); or

(ii) \( \| T_x \| \leq \| x \| \) for any \( x \in E \cap \partial \Omega_1 \) and \( \| T_x \| \geq \| x \| \) for any \( x \in E \cap \partial \Omega_2 \).

Then \( T \) has a fixed point in \( E \cap (\bar{\Omega}_2 \setminus \Omega_1) \).

2. Some lemmas

In this section, we make some preparations for the following sections. Let

\[
B_i = \max\{|b_i|, |c_i|\}, \quad 1 \leq i \leq n.
\]

For \((t, s) \in \mathbb{R}^2\), \(1 \leq i \leq n\), we define

\[
\sigma = \min \left\{ \exp \left\{ -2 \int_0^\omega B_i(\tau) d\tau \right\} \left| \frac{\exp\left\{ -\int_0^\omega c_i(\tau) d\tau \} - 1}{\exp\left\{ -\int_0^\omega b_i(\tau) d\tau \} - 1} \right|, 1 \leq i \leq n \right\} \tag{2.1}
\]

and

\[
G_i(t, s) = \frac{\exp\left\{ -\int_t^s a_i(\tau, x(\tau)) d\tau \right\}}{\exp\left\{ -\int_0^\omega a_i(\tau, x(\tau)) d\tau \} - 1}. \tag{2.2}
\]

We also define

\[
G(t, s) = \text{diag}\left[ G_1(t, s), G_2(t, s), \ldots, G_n(t, s) \right].
\]

It is clear that \( G(t, s) = G(t + \omega, s + \omega) \) for all \((t, s) \in \mathbb{R}^2\) and by \((H_2)\),

\[
G_i(t, s) f_i(u, \phi_u) \geq 0
\]

for \((t, s) \in \mathbb{R}^2\) and \((u, \phi) \in \mathbb{R} \times BC(R, \mathbb{R}^n)\).

A direct calculation shows that

\[
m_i := \frac{\exp\left\{ -\int_0^\omega B_i(\tau) d\tau \right\}}{\exp\left\{ -\int_0^\omega b_i(\tau) d\tau \} - 1} \leq |G_i(t, s)| \leq \frac{\exp\left\{ \int_0^\omega B_i(\tau) d\tau \right\}}{\exp\left\{ -\int_0^\omega c_i(\tau) d\tau \} - 1} =: M_i. \tag{2.3}
\]

Let

\[
X = \left\{ x \in C(R, \mathbb{R}^n): x(t + \omega) = x(t), \ t \in R \right\}
\]

and define

\[
E = \left\{ x \in X: x_i(t) \geq \sigma \|x_i\|, \ t \in [0, \omega], \ x = (x_1, x_2, \ldots, x_n)^T \right\}. \tag{2.4}
\]

One may readily verify that \( E \) is a cone.

We also assume

\[(H_5) \inf_{\|\phi\|=r} \int_0^\omega |f(s, \phi_s)| ds > 0 \] for \( \phi \in E \) and \( r > 0 \).

Moreover, define, for \( r \) a positive number, \( \Omega_r \) by

\[
\Omega_r = \left\{ x \in E: \|x\| < r \right\},
\]

Note that \( \partial \Omega_r = \{ x \in E: \|x\| = r \} \).
Let the map $T_\lambda : E \to E$ be defined by

$$(T_\lambda x)(t) = \lambda \int_t^{t+\omega} G(t, s) f(s, x_s) \, ds$$

for $x \in E$, $t \in \mathbb{R}$, and let

$$(T_\lambda x) = (T_\lambda^1 x, T_\lambda^2 x, \ldots, T_\lambda^n x)^T.$$

To prove the existence of positive solutions to Eq. (1.4), we first give the following lemmas.

**Lemma 2.1.** Assume $(H_1)-(H_4)$ hold, then $T_\lambda : E \to E$ is well defined and $T_\lambda$ is compact and continuous.

**Proof.** By $(H_3)$, for $x \in E$, we have $(T_\lambda x)$ is continuous in $t$ and

$$
(T_\lambda x)(t+\omega) = \lambda \int_t^{t+\omega} G(t, s) f(s, x_s) \, ds
= \lambda \int_t^{t+\omega} G(t, v) f(v, x_v) \, dv = (T_\lambda x)(t).
$$

Thus, $(T_\lambda x) \in X$. In view of (2.3), for $x \in E$, we have

$$
\|T_\lambda^i x\| \leq \lambda M_i \int_0^\omega |f_i(s, x_s)| \, ds,
$$

and

$$
(T_\lambda^i x)(t) \geq \lambda m_i \int_0^\omega |f_i(s, x_s)| \, ds \geq \frac{m_i}{M_i} \|T_\lambda^i x\| \geq \sigma \|T_\lambda^i x\|.
$$

Therefore, $(T_\lambda x) \in E$ and by $(H_4)$ it is easy to show that $T_\lambda$ is compact. ∎

**Lemma 2.2.** Assume $(H_1)-(H_4)$ hold. Equation (1.4) is equivalent to the fixed point problem of $T_\lambda$ in $E$.

**Proof.** If $x \in E$ and $T_\lambda x = x$, then

$$
\dot{x}(t) = \frac{d}{dt} \left( \lambda \int_t^{t+\omega} G(t, s) f(s, x_s) \, ds \right)
= \lambda G(t, t+\omega) f(t+\omega, x_{t+\omega}) - \lambda G(t, t) f(t, x_t) + A(t, x(t)) T_\lambda x(t)
= \lambda \left[ G(t, t+\omega) - G(t, t) \right] f(t, x_t) + A(t, x(t)) T_\lambda x(t)
= A(t, x(t)) x(t) + \lambda f(t, x_t).
$$
Thus \( x \) is a positive \( \omega \)-periodic solution of (1.4). On the other hand, if \( x \) is a positive \( \omega \)-periodic function, then
\[
\lambda f(t, x(t)) = \dot{x}(t) - A(t, x(t))x(t)
\]
and
\[
(T_\omega x)(t) = \lambda \int_t^{t+\omega} G(t, s) f(s, x(s)) ds
\]
\[
= \int_t^{t+\omega} G(t, s) [\dot{x}(s) - A(s, x(s))x(s)] ds
\]
\[
= G(t, s)|x(s)|^{t+\omega} + \int_t^{t+\omega} G(t, s)A(s, x(s))x(s) ds - \int_t^{t+\omega} G(t, s)A(s, x(s))x(s) ds
\]
\[
= x(t).
\]
Therefore, together with the proof of Lemma 2.1, we complete the proof. \( \square \)

**Lemma 2.3.** Assume \((H_1)-(H_4)\) hold and there exists \( \eta > 0 \) such that
\[
\int_0^{\omega} |f(s, \phi_s)| ds \geq \eta \| \phi \|, \text{ for } \phi \in E.
\]
Then
\[
\| T_\omega x \| \geq \lambda m \eta \| x \|, \text{ for } x \in E,
\]
where \( m = \min_{1 \leq i \leq n} m_i. \)

**Proof.** If \( x \in E \), then
\[
(T_i^{\omega} x)(t) \geq \lambda m_i \int_t^{t+\omega} \left| f_i(s, x_s) \right| ds = \lambda m_i \int_0^{\omega} \left| f_i(s, x_s) \right| ds.
\]
Thus, we have
\[
\| T_\omega x \| = \sup_{t \in \mathbb{R}} \left| (T_\omega x)(t) \right| \geq \sum_{i=1}^{n} \lambda m_i \int_0^{\omega} \left| f_i(s, x_s) \right| ds
\]
\[
\geq \lambda m \int_0^{\omega} \left| f(s, x_s) \right| ds \geq \lambda m \eta \| x \|. \quad \square
\]

**Lemma 2.4.** Assume \((H_1)-(H_4)\) hold and let \( r > 0 \). If there exists a sufficiently small \( \varepsilon > 0 \) such that
\[
\int_0^{\omega} |f(s, \phi_s)| ds \leq \varepsilon r, \text{ for } \phi \in E \cap \partial \Omega_r,
\]
then
\[ \| T_\lambda x \| \leq \lambda M \varepsilon \| x \|, \quad \text{for } x \in E \cap \partial \Omega_r, \]
where \( M = \max_{1 \leq i \leq n} M_i. \)

**Proof.** For any \( x \in E \cap \partial \Omega_r \), we obtain
\[
\| T_\lambda x \| = \sup_{t \in \mathbb{R}} \sum_{i=1}^{n} \left| \left( T_i \lambda x \right)(t) \right| \\
\leq \sup_{t \in \mathbb{R}} \sum_{i=1}^{n} \lambda \int_{t}^{t+\omega} \left| G_i(t, s) \right| \left| f_i(s, x_s) \right| ds \\
\leq \sum_{i=1}^{n} \lambda M_i \int_{0}^{\omega} \left| f_i(s, x_s) \right| ds \leq \lambda M \int_{0}^{\omega} \left| f(s, x_s) \right| ds \leq \lambda M \varepsilon r = \lambda M \varepsilon \| x \|.
\]

3. **Main results**

In order to state our main results, we assume the following limits exist and let
\[
\sup f_0 = \lim_{\| \phi \| \downarrow 0} \frac{\int_{0}^{\omega} \left| f(s, \phi_s) \right| ds}{\| \phi \|}, \quad \inf f_0 = \lim_{\| \phi \| \downarrow 0} \frac{\int_{0}^{\omega} \left| f(s, \phi_s) \right| ds}{\| \phi \|}, \\
\sup f_\infty = \lim_{\| \phi \| \uparrow +\infty} \frac{\int_{0}^{\omega} \left| f(s, \phi_s) \right| ds}{\| \phi \|}, \quad \inf f_\infty = \lim_{\| \phi \| \uparrow +\infty} \frac{\int_{0}^{\omega} \left| f(s, \phi_s) \right| ds}{\| \phi \|}.
\]
Moreover, we list several assumptions
\[
(P_1) \quad \inf f_0 = \infty, \quad (P_2) \quad \inf f_\infty = \infty, \\
(P_3) \quad \sup f_\infty = 0, \quad (P_4) \quad \sup f_0 = 0, \\
(P_5) \quad \sup f_0 = \alpha_1 \in \left( 0, \frac{1}{\lambda M} \right), \quad (P_6) \quad \inf f_\infty = \beta_1 \in \left( \frac{1}{\lambda m \sigma}, \infty \right), \\
(P_7) \quad \inf f_0 = \alpha_2 \in \left( \frac{1}{\lambda m \sigma}, \infty \right), \quad (P_8) \quad \sup f_\infty = \beta_2 \in \left[ 0, \frac{1}{\lambda M} \right],
\]
where \( \sigma \) is defined in (2.1) and \( m, M \) are defined in Lemmas 2.3 and 2.4.

**Theorem 3.1.** If \( (P_1) \) and \( (P_3) \) hold, then (1.4) has at least one positive \( \omega \)-periodic solution.

**Proof.** By \( (P_1) \), one can find \( r_0 > 0 \) such that
\[
\int_{0}^{\omega} \left| f(s, \phi_s) \right| ds \geq \eta \| \phi \|, \quad \text{for } \phi \in E, \ 0 < \| \phi \| \leq r_0,
\]
where the constant \( \eta > 0 \) satisfies \( \lambda m \eta > 1 \). Then by Lemma 2.3, we have
\[
\| T_\lambda x \| \geq \lambda m \eta \| x \| > \| x \|, \quad \text{for } x \in E \cap \partial \Omega_{r_0}.
\]
Again, by \((P_3)\), for any \(0 < \varepsilon \leq 1/(2\lambda M)\), there exists \(N_1 > r_0\) such that
\[
\int_0^\omega |f(s, \phi_s)| \, ds \leq \varepsilon \|\phi\|, \quad \text{for } \phi \in E, \ |\phi| \geq N_1.
\]
Choose
\[
r_1 > N_1 + 1 + 2\lambda M \sup_{\|\phi\| < N_1} \int_0^\omega |f(s, \phi_s)| \, ds.
\]
If \(x \in E \cap \partial \Omega_{r_1}\), then
\[
\|T_\lambda x\| \leq \lambda M \int_0^\omega |f(s, x_s)| \, ds
\]
\[
= \lambda M \left( \int_{I_1} |f(s, x_s)| \, ds + \int_{I_2} |f(s, x_s)| \, ds \right)
\]
\[
\leq \frac{r_1}{2} + \frac{\|x\|}{2} = \|x\|,
\]
where \(I_1 = \{x \in E: \|x\| < N_1\}, I_2 = \{x \in E: \|x\| \geq N_1\}\). This implies that \(\|T_\lambda x\| \leq \|x\|\) for any \(x \in E \cap \partial \Omega_{r_1}\).

In conclusion, under the assumptions \((P_1)\) and \((P_3)\), \(T_\lambda\) satisfies all the requirements in Lemma 1.2, then \(T_\lambda\) has a fixed point in \(E \cap (\overline{\Omega}_{r_1} \setminus \Omega_{r_0})\). By Lemma 2.2, we complete the proof. \(\square\)

**Theorem 3.2.** If \((P_2)\) and \((P_4)\) hold, then (1.4) has at least one positive \(\omega\)-periodic solution.

**Proof.** By \((P_4)\), for any \(0 < \varepsilon \leq 1/(\lambda M)\), there exists \(r_2 > 0\) such that
\[
\int_0^\omega |f(s, \phi_s)| \, ds \leq \varepsilon \|\phi\| \leq \varepsilon r_2, \quad \text{for } \phi \in E, \ 0 < \|\phi\| \leq r_2.
\]
Then by Lemma 2.4, we have
\[
\|T_\lambda x\| \leq \lambda M \varepsilon \|x\| \leq \|x\|, \quad \text{for } x \in E \cap \partial \Omega_{r_2}.
\]
Next, by \((P_2)\), there exists \(r_3 > r_2 > 0\) such that
\[
\int_0^\omega |f(s, \phi_s)| \, ds \geq \eta \|\phi\|, \quad \text{for } \phi \in E, \ \|\phi\| \geq r_3,
\]
where \(\eta > 0\) is chosen so that \(\lambda m \eta > 1\). It follows from Lemma 2.3 that
\[
\|T_\lambda x\| \geq \lambda m \eta \|x\| > \|x\|, \quad \text{for } x \in E \cap \partial \Omega_{r_3}.
\]
It follows from Lemma 1.2 that (1.4) has a positive \(\omega\)-periodic solution satisfying \(r_2 \leq \|x\| \leq r_3\). \(\square\)

In the following, we will introduce two extra assumptions to assure some basic theorems:
There exists $d_1 > 0$ such that $\int_0^\omega |f(s, \phi_s)|\, ds > d_1/(\lambda m)$, for $\sigma d_1 \leq \|\phi\| \leq d_1$.

(P10) There exists $d_2 > 0$ such that $\int_0^\omega |f(s, \phi_s)|\, ds < d_2/(\lambda M)$, for $\|\phi\| \leq d_2$.

**Theorem 3.3.** If (P3), (P4) and (P9) hold, then (1.4) has at least two positive $\omega$-periodic solutions $x^1$ and $x^2$ satisfying

$$0 < \|x^1\| < d_1 < \|x^2\|.$$  

**Proof.** By the assumption (P4), for any $0 < \varepsilon \leq 1/(\lambda M)$, there exists $r_4 < d_1$ such that

$$\int_0^\omega |f(s, \phi_s)|\, ds \leq \varepsilon \|\phi\|, \quad \text{for } \phi \in E, \ 0 < \|\phi\| \leq r_4,$$

then by Lemma 2.4, we obtain

$$\|T_\lambda x\| \leq \lambda M \varepsilon \|x\| \leq \|x\|, \quad \text{for } x \in E \cap \partial \Omega r_4.$$  

Likewise, from (P3), for any $0 < \varepsilon \leq 1/(2\lambda M)$, there exists $N_2 > d_1$ such that

$$\int_0^\omega |f(s, \phi_s)|\, ds \leq \varepsilon \|\phi\|, \quad \text{for } \|\phi\| \geq N_2.$$

Choose

$$r_5 > N_2 + 1 + 2\lambda M \max_{\|\phi\| < N_2} \int_0^\omega |f(s, \phi_s)|\, ds.$$  

If $x \in E \cap \partial \Omega r_5$, then

$$\|T_\lambda x\| \leq \lambda M \int_0^\omega |f(s, x_s)|\, ds$$

$$= \lambda M \left( \int_{I_1} |f(s, x_s)|\, ds + \int_{I_2} |f(s, x_s)|\, ds \right)$$

$$\leq \frac{r_5}{2} + \frac{\|x\|}{2} = \|x\|,$$

where $I_1 = \{x \in E: \|x\| < N_2\}$, $I_2 = \{x \in E: \|x\| \geq N_2\}$, which shows that $\|T_\lambda x\| \leq \|x\|$ for all $x \in E \cap \partial \Omega r_5$.

Set $\Omega_{d_1} = \{x \in X: \|x\| < d_1\}$. Then, by (P9), for any $x \in E \cap \partial \Omega_{d_1}$, we have

$$\|T_\lambda x\| \geq \lambda m \int_0^\omega |f(s, x_s)|\, ds \geq \lambda m \frac{d_1}{\lambda m} = d_1 = \|x\|,$$

which yields $\|T_\lambda x\| \geq \|x\|$ for all $x \in E \cap \partial \Omega_{d_1}$. By Lemma 1.2, there exist two positive $\omega$-periodic solutions $x^1$ and $x^2$ satisfying $0 < \|x^1\| < d_1 < \|x^2\|$. This completes the proof.  

From the arguments in the above proof, we have the following consequence immediately.
**Corollary 3.4.** If \((P_1), (P_2)\) and \((P_{10})\) hold, then \((1.4)\) has at least two \(\omega\)-periodic solutions \(x^1\) and \(x^2\) satisfying

\[
0 < \|x^1\| < d_2 < \|x^2\|.
\]

To obtain better results in this section, we give a more general criterion in the following, which plays an important role in the consequence.

**Theorem 3.5.** Suppose that \((P_9)\) and \((P_{10})\) hold, then \((1.4)\) has at least one positive \(\omega\)-periodic solution \(x\) with \(\|x\|\) lying between \(d_2\) and \(d_1\), where \(d_1\) and \(d_2\) are defined in \((P_9)\) and \((P_{10})\), respectively.

**Proof.** Without loss of generality, we may assume that \(d_2 < d_1\). If \(x \in E \cap \partial \Omega_{d_2}\), then by \((P_{10})\), one can get

\[
\|T_{\lambda}x\| \leq \lambda M \int_0^\omega |f(s, x_s)| \, ds < \lambda M \frac{d_2}{\lambda M} = d_2 = \|x\|.
\]

In particular, \(\|T_{\lambda}x\| < \|x\|\) for all \(x \in E \cap \partial \Omega_{d_2}\).

On the other hand, by \((P_9)\), one has

\[
\|T_{\lambda}x\| \geq \lambda m \int_0^\omega |f(s, x_s)| \, ds > \lambda m \frac{d_1}{\lambda m} = d_1 = \|x\|,
\]

which produces \(\|T_{\lambda}x\| > \|x\|\) for all \(x \in E \cap \partial \Omega_{d_1}\). Therefore, by Lemma 1.2, we can obtain the conclusion and this completes the proof. \(\square\)

**Theorem 3.6.** If \((P_5)\) and \((P_6)\) hold, then \((1.4)\) has at least one positive \(\omega\)-periodic solution.

**Proof.** By assumption \((P_5)\), for any \(\varepsilon = \frac{1}{\lambda M} - \alpha_1 > 0\), there exists a sufficiently small \(d_2 > 0\) such that

\[
\sup_{x \in E} \frac{\int_0^\omega |f(s, x_s)| \, ds}{\|x\|} \leq \alpha_1 + \varepsilon = \frac{1}{\lambda M}, \quad \text{for } \|x\| \leq d_2,
\]

that is

\[
\int_0^\omega |f(s, x_s)| \, ds \leq \frac{1}{\lambda M} \cdot \|x\| \leq \frac{d_2}{\lambda M}, \quad \text{for } \|x\| \leq d_2,
\]

so, \((P_{10})\) is satisfied.

By assumption \((P_6)\), for \(\varepsilon = \beta_1 - \frac{1}{\lambda m \sigma} > 0\), there exists a sufficiently large \(d_1 > 0\) such that

\[
\inf_{x \in E} \frac{\int_0^\omega |f(s, x_s)| \, ds}{\|x\|} > \beta_1 - \varepsilon = \frac{1}{\lambda m \sigma}, \quad \text{for } \|x\| \geq \sigma d_1,
\]

and this completes the proof.
that is,
\[
\int_0^\omega |f(s, x_s)| ds > \frac{1}{\lambda m\sigma} \|x\| \geq \frac{1}{\lambda m\sigma} \sigma d_1 = \frac{d_1}{\lambda m}.
\]

Therefore, \((P_9)\) holds. By Theorem 3.5 we complete the proof. \(\square\)

**Theorem 3.7.** If \((P_7)\) and \((P_8)\) hold, then (1.4) has at least one positive \(\omega\)-periodic solution.

**Proof.** By assumption \((P_7)\), for any \(\varepsilon = \alpha_2 - \frac{1}{\lambda m\sigma} > 0\), there exists a sufficiently small \(d_1 > 0\) such that
\[
\inf_{x \in E} \frac{\int_0^\omega |f(s, x_s)| ds}{\|x\|} > \alpha_2 - \varepsilon = \frac{1}{\lambda m\sigma}, \quad \text{for } 0 < \|x\| \leq d_1.
\]

Therefore, we have
\[
\int_0^\omega |f(s, x_s)| ds > \frac{1}{\lambda m\sigma} \sigma d_1 = \frac{d_1}{\lambda m}, \quad \text{for } \sigma d_1 \leq \|x\| \leq d_1.
\]

That is, \((P_9)\) holds.

By consumption \((P_8)\), for \(\varepsilon = \frac{1}{\lambda M} - \beta_2 > 0\), there exists a sufficiently large \(d\) such that
\[
\sup_{x \in E} \frac{\int_0^\omega |f(s, x_s)| ds}{\|x\|} < \beta_2 + \varepsilon = \frac{1}{\lambda M}, \quad \text{for } \|x\| > d.
\]

In the following, we consider two cases to prove \((P_{10})\) to be satisfied: \(\sup_{x \in E} \int_0^\omega |f(s, x_s)| ds\) bounded and unbounded. The bounded case is clear. If \(\sup_{x \in E} \int_0^\omega |f(s, x_s)| ds\) is unbounded, then there exists \(y \in \mathbb{R}^n_+, \|y\| = d_2 > d\), such that
\[
\int_0^\omega |f(s, x_s)| ds \leq \int_0^\omega |f(s, y_s)| ds, \quad \text{for } 0 < \|x\| \leq \|y\| = d_2.
\]

Since \(\|y\| = d_2 > d\), then we have
\[
\int_0^\omega |f(s, x_s)| ds \leq \int_0^\omega |f(s, y_s)| ds < \frac{1}{\lambda M} \|y\| = \frac{d_2}{\lambda M}, \quad \text{for } 0 < \|x\| \leq d_2,
\]

which implies the condition \((P_{10})\) holds. Therefore, by Theorem 3.5 we complete the proof. \(\square\)

**Theorem 3.8.** Suppose that \((P_6)\), \((P_7)\) and \((P_{10})\) hold, then (1.4) has at least two positive \(\omega\)-periodic solutions \(x^1\) and \(x^2\) satisfying \(0 < \|x^1\| < d_2 < \|x^2\|\), where \(d_2\) is defined in \((P_{10})\).

**Proof.** From \((P_6)\) and the proof of Theorem 3.6, we know that there exists a sufficiently large \(d_1 > d_2\), such that
\[
\int_0^\omega |f(s, x_s)| ds > \frac{d_1}{\lambda m}, \quad \text{for } \sigma d_1 \leq \|x\| \leq d_1.
\]
From (P₇) and the proof of Theorem 3.7, we can find a sufficiently small \( d₁^* \in (0, d₂) \) such that

\[
\int_0^\omega |f(s, x_s)| \, ds > \frac{d₁^*}{\lambda M}, \quad \text{for} \ \sigma d₁^* \leq \|x\| \leq d₁^*.
\]

Therefore, from the proof of Theorem 3.5, there exist two positive solutions \( x^1 \) and \( x^2 \) satisfying

\[
d₁^* < \|x^1\| < d₂ < \|x^2\| < d₁. \quad \Box
\]

From the arguments in the above proof, we have the following consequence, too.

**Corollary 3.9.** Suppose that (P₅), (P₈) and (P₉) hold, then (1.4) has at least two positive \( \omega \)-periodic solutions \( x^1 \) and \( x^2 \) satisfying

\[
0 < \|x^1\| < d₂ < \|x^2\| < d₁.
\]

**Theorem 3.10.** If (P₁) and (P₈) hold, then (1.4) has at least one positive \( \omega \)-periodic solution.

**Proof.** From the assumption (P₁) and the proof of Theorem 3.1, we know that \( \|T_\lambda x\| \geq \|x\| \) for all \( x \in E \cap \partial \Omega_{r₀} \).

From (P₈) and Theorem 3.7, as \( \|x\| \leq r₁ \), we know that \( \int_0^\omega |f(s, x_s)| \, ds < \frac{r₁}{\lambda M} \) and

\[
\|T_\lambda x\| \leq \lambda M \int_0^\omega |f(s, x_s)| \, ds < \lambda M \frac{r₁}{\lambda M} = r₁ = \|x\|,
\]

which implies \( \|T_\lambda x\| < \|x\| \) for all \( x \in E \cap \partial \Omega_{r₁} \). This completes the proof. \( \Box \)

Similar to Theorem 3.10, one immediately has the following consequences.

**Theorem 3.11.** If (P₂) and (P₅) hold, then (1.4) has at least one positive \( \omega \)-periodic solution.

**Theorem 3.12.** If (P₃) and (P₇) hold, then (1.4) has at least one positive \( \omega \)-periodic solution.

**Theorem 3.13.** If (P₄) and (P₆) hold, then (1.4) has at least one positive \( \omega \)-periodic solution.

**Theorem 3.14.** If (P₁), (P₆) and (P₁₀) hold, then (1.4) has at least two positive \( \omega \)-periodic solutions \( x^1 \) and \( x^2 \) satisfying

\[
0 < \|x^1\| < d₂ < \|x^2\|,
\]

where \( d₂ \) is defined in (P₁₀).

**Proof.** Let \( \Omega_{r_*} = \{x \in X : \|x\| < r_*\} \), where \( r_* < d₂ \). By assumption (P₁) and the proof of Theorem 3.1, we know \( \|T_\lambda x\| \geq \|x\| \) for all \( x \in E \cap \partial \Omega_{r_*} \).

Let \( \Omega_{d₁} = \{x \in X : \|x\| < d₁\} \). By the assumption (P₆) and the proof of Theorem 3.6, we can see that \( \int_0^\omega |f(s, x_s)| \, ds > \frac{d₁}{\lambda M} \) for \( \sigma d₁ \leq \|x\| \leq d₁ \). Incorporating (P₁₀) and the proof of Theorem 3.5, we know that there exist two positive \( \omega \)-periodic solutions \( x^1 \) and \( x^2 \) satisfying

\[
0 < \|x^1\| < d₂ < \|x^2\|. \quad \Box
\]
**Theorem 3.15.** If \((P_2)\), \((P_7)\) and \((P_{10})\) hold, then (1.4) has at least two positive \(\omega\)-periodic solutions \(x^1\) and \(x^2\) satisfying
\[
0 < \|x^1\| < d_2 < \|x^2\|,
\]
where \(d_2\) is defined in \((P_{10})\).

**Theorem 3.16.** If \((P_3)\), \((P_5)\) and \((P_9)\) hold, then (1.4) has at least two positive \(\omega\)-periodic solutions \(x^1\) and \(x^2\) satisfying
\[
0 < \|x^1\| < d_1 < \|x^2\|,
\]
where \(d_1\) is defined in \((P_9)\).

**Theorem 3.17.** If \((P_4)\), \((P_8)\) and \((P_9)\) hold, then (1.4) has at least two positive \(\omega\)-periodic solutions \(x^1\) and \(x^2\) satisfying
\[
0 < \|x^1\| < d_1 < \|x^2\|,
\]
where \(d_1\) is defined in \((P_9)\).
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