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Let G be a locally compact abelian group. A translation-invariant subspace in 
L,(G) may or may not be complemented depending on the structure of its hull in 6. 
Techniques for deciding this complementation problem in a variety of situations are 
developed and illustrated with examples. A complete characterization is obtained 
for those ideals with a discrete hull. cx 1984 Academic Press, Inc. 

0. INTRODUCTION 

In [ 131, Rosenthal gave necessary conditions on a subset A of r, the dual 
group of a locally compact abelian group G, for an ideal Z c L,(G) with 
hull(Z) = A to be complemented in L,(G). For the special case G = R, the 
first two authors [l] were able to complete the characterization of the 
complemented ideals. In this paper, we expand the investigation to other 
locally compact abelian groups. We are not able to determine in general 
whether a given ideal is complemented; however, we have been able to prove 
some useful theorems and uncover some interesting phenomena which do not 
occur in L,(R). 

Rosenthal proved in [ 131 that if an ideal Z c L,(G) is complemented, then 
h(Z) = {y E r = G: 3(y) = 0 for all f E Z} is an element of the coset ring of r 
with the discrete topology. Obviously h(Z) is closed in r in the usual 
topology; and thus, a necessary condition for an ideal Z to be complemented 
in L,(G) is that h(Z) be a closed subset of r which is an element of the coset 
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ring of Z,, i.e., Z with the discrete topology. In case of G = R, Rosenthal 
[ 131 proved that such sets were of the form uf=i (aiZ +pi)\~, where 
ai, pi, i = l)...) n, are real numbers and F is a finite set. Subsequently, other 
authors [2,3, 12, 16, 171 showed that in general a closed subset of Z which 
belongs to the coset ring of Z, is of the form lJ f= i yi + (Z,\UJL i yij + Z(j), 
where yi, rij,j = l,..., ni, i = l,..., n, are elements of Z, Zi, i = l,..., IZ, are 
closed subgroups of Z’, and r,, j = l,..., ni, are clopen subgroups of Zi. 
Moreover, they showed that these sets are strong Ditkin sets and, thus, in 
particular they are sets of spectral synthesis. 

In the case of L,(R), the characterization of the complemented ideals is 
that Z is complemented if and only if h(Z) = UF=, (aiZ + p,)p as above with 
{ai} pairwise rationally dependent, see [ 11. Unfortunately, any charac- 
terization for general L,(G) cannot be so simple. Several things contribute to 
the simplicity of the result in L,(R): the elements of the coset ring to be dealt 
with are discrete, independent translations of the cosets do not alter the 
characterizing conditions, and these characterizing conditions only involve 
pairs of cosets. We will show that in various situations the failure of these 
properties causes difficulties. Because we do not have a complete charac- 
terization of the complemented ideals, we will emphasize examples in this 
exposition to illustrate the basic difficulties of the complementation question. 

The first section of this paper is devoted to notation, definitions, and some 
simple lemmas. In the second section, we generalize the characterization of 
complemented ideals in L,(R) to case of ideals in L,(G) with discrete hulls. 
The main result here is Theorem 2.3 which loosely speaking says that the 
proper generalization of the algebraic condition of rational dependence used 
in L,(R) is the topological condition of uniform seperation of the cosets. The 
third section is devoted to the creation of an inductive procedure for proving 
implementation in a large number of cases. This procedure is complicated, 
but it seems to be needed even to prove this result: an ideal Z in L,(R”) is 
complemented if the hull A is a finite union of affine subspaces. In the fourth 
and final section some possible directions for further work are described and 
an extension of one of the results of Section 2 is proved. This theorem says 
that if Zi and Zz are closed subgroups of G, then Z(Z, U Z,) is complemented 
if and only if Z, + r, is closed modulo Zi n Z2. 

Let us remark that while most proofs are given for general locally 
compact abelian groups, the reader will find that in most cases little of 
interest is lost in assuming that the group is R” or one of its closed 
subgroups. In fact, the following examples from R2 and R3 will be used to 
illustrate most of the results that we prove. 

Let Z(A) denote {fE L,(G):flu) = 0 for all a E A}. To avoid the use of 
large numbers of parentheses, we will follow the convention that algebraic 
operations and Cartesian products precede unions, intersections, and set 
differences. unless otherwise indicated. 
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0.1. EXAMPLES. (i) Z(lJF=‘=, eiR) c L,(Z?*), where oiR denotes the line 
x tan(oi) =y. This is complemented. See Section 3. 

sectiof{ Z(Z x R U R X Z) c L ,(R ‘). This is complemented. See 

(iii) Z(Z X R U R X Z U @R) c L,(R*). This is complemented if and 
only if tan(B) is rational. See Sections 1 and 3. 

(iv) Z(R x Z X {0} U (0) X fl Z X R) c L,(R “). This is not com- 
plemented. Sections 2 and 4. 

(v) Z(R x Z x {0} U {0} x \/2Z x R U (0) x R x {0}) c L,(R3). 
This is complemented. See Section 4. 

Even from these few examples, one can see that there are grave difficulties 
in formulating a conjecture for a characterization of the complemented ideals 
in terms of their hulls. The main unresolved question is whether there is a 
geometrical, topological, or algebraic condition on the hull which is 
necessary and sufficient for the ideal to be complemented in L,(R). Recently, 
the first named author has been able to use the techniques of this paper to 
give a complete characterization of the complemented ideals in L,(R*). The 
characterization is not easily stated and this work will be published 
elsewhere. 

1. DEFINITIONS, NOTATION, AND PRELIMINARY RESULTS 

Throughout this paper, G (possibly with subscripts) will be a Hausdorff 
locally compact abelian (LCA) group and H will be a closed subgroup of G. 
The dual of G, 6, will usually be denoted by Z. Because our basic examples 
are in L,(R”), we will use additive notation in both G and Z unless otherwise 
noted. See Rudin [ 1.51 for standard notation and facts. 

If H is a closed subgroup of G, then H’ = {y E Z: y(h) = 1 for all h E H} 
n 

and we will identify H’ with G/H in the canonical manner. The map rr, (or 
if the subgroup H is fixed, then just 7~) will denote both the quotient map of 
groups 7~~: G + G/H and the induced map nH: L,(G) + L,(G/H) given by 
7rHf(x) = l,f(x + y) &z,(y) for a.e. [m,,,], x E G/H, where mH is a Haar 
measure on H. If H is compact, then m,(H) = 1; if H is not compact, then 
we will always assume suitable normalizations so that the formula 

is correct for alIfE L,(G). 
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Let us remark that the quotient map rcH: L,(G) + L,(G/H) has many right 
inverses. In particular, if # is a locally bounded, locally measurable function 
on G, i.e., 4 E LIZ(G), satisfying 

c H 4(x + Y> &r(Y) = 1 a.e- h,Hly 

then Sf(g) =f(g + H) 4(g), for f E L,(G/H), defines an isometry of 
L,(G/H) into L,(G) such that nHS = ZL,(G,Hr, the identity operator. Reiter 
[ 11, Chap. 8, Sect. 1.81, proves that such 4, actually satisfying stronger 
properties, always exist and, following Reiter [ 111, we call such a function a 
Bruhat function. In Theorem 4.4, we will need 4 EL,(G) and uniformly 
continuous. Indeed, it is not hard to show there exists a m,-measurable set 
M such that m&4+x)= m,(M+xnH)= 1 for all x E G. Then let 
f E C,(G), j”,f(x) &z,(x) = 1, and let (b = f * 1,. Then $ is uniformly 
continuous Bruhat function with I# ( < ]]f]], . 

One simple and well-known consequence of the existence of S is that 

n,&,(G)) =L,(G/W. M oreover, we have 3(y) =a(?) for y E HL = G% 
and fE L,(G). We wish to carry this one step further. Suppose that A is a 
closed subset of Z. We would like to know that z,(Z(A)) = Z(A n HI), as a 
subspace of L,(G/H). A sufficient condition for this equality to hold is that 
A be a strong Ditkin set (see Definition 1.1) because this implies that 
A n ZZ’ is a set of spectral synthesis. Actually A n ZZ’ is also a strong 
Ditkin set. 

1.1. DEFINITION. A subset A of Z is said to be a strong Ditkin set if 
there is a net {p,} of measures in M(G) such that 

(i) ]]iuJ < M < co for all a, 

(ii) lim, ]]pu, * f]] r = 0 for f E Z(A), 

(iii) p, = 1 on a neighborhood of A, for all a (the neighborhood 
depends on a). 

The class of strong Ditkin sets is closed under finite unions and inter- 
sections. Moreover, if A and B are strong Ditkin subsets of Z, then 

Z(A n B) = Z(A) + Z(B). 

This follows from a general argument using approximate identities. See 
Gilbert [3], Rosenthal [ 121, and Rudin [ 141. Also, because A U B is a set of 
spectral synthesis, Z(A U B) = Z(A) n Z(B). 

As was mentioned in the Introduction, we will be concerned only with 
certain special closed subsets of Z. Let us denote the coset ring of Z by n(Z) 
and let 0,(Z) be all closed sets in Z which are in the ring Q(Z,), where Z, 
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denotes r with the discrete topology. We may state Rosenthal’s results as 
follows. 

1.1. PROPOSITION. If I is a complemented translation invariant subspace 
ofL,(G), then h(I) E O,(I). 

Also, summarizing the results of [2, 13, and 171, we have 

1.2. PROPOSITION. If A E n,(I), then A is a strong Ditkin set and A is 
of the form UyEl yi + (Ii\UJY1 yij+Iii), where {yi: i= I,..., n} CT, 
{yij:j= l,..., ni) c Ii, Ii is a closed subgroup of I and Tij is a clopen 
subgroup of ri for all i = l,..., n; j = I,..., n,. 

Because the elements of 0,(r) are sets of spectral synthesis, we can use 
the notation I(A) to denote the ideal with h(I(A)) = A. 

Let us now recall that the translation-invariant projections are given by 
convolution against idempotent measures [ 15 ] and that by Cohen’s theorem, 
the Fourier transform of such a measure is the characteristic function of a 
set in Q(r). Rosenthal observed that there are ideals which are 
complemented, but not by a translation invariant projection. In particular, 
I(Z) is complemented in L,(R) by 

pf (4 =f (4 - 1 f (x + W 110,2n~W 
nEZ 

for all f E L,(R). The abstract version of this was proved in [lo]. We include 
a proof of this result here because it provides intuition for later arguments. 
For ,U E M(G), define b(A) =,a(-A) for axore sets A. Then define 

C,:L,(G)+Li(G) by C,(f)=,uuJ Then C,(J)=$.ffor allfEL,(G). 

1.3. PROPOSITION. Let I1 be a closed subgroup of I and let A E Q(I,). 
Then I(A) is complemented in L,(G). 

Proof: Let H=r:={gEG:y(g)= 1 for all YET,} and let 4 be a 
Bruhat function for H. Because A E Q(r,), by Cohen’s theorem there exists 
,U E M(G/H) such that @ = 1,. Define Qfk>=O(g)C,%f(g+W and 
Pf =f - Qf for all f E L,(G), g E G. Then Q and P are continuous 

projections. Notice that for a E ri, a4 =.m and Go) = 

m(a) = P(a) 6&O H ence if f E I(A), then C,(nhf) E L,(G/H) and 

m= 0 on G2= r,. So f E I(A) implies Qf = 0. Ifsa) = 0 for all 
aEr,, then %(a) = 0 for all a EA. Hence, ker(Q) =I(A) and P is a 
projection onto I(A). I 
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Let us note that if A E Q,(Z) and Z(A) is complemented, and y E Z’, then 
Z(y + A) is complemented. Also, it was observed in [lo] that under suitable 
conditions, if Z(A) and Z(B) are complemented, then Z(A U B) is also com- 
plemented: 

1.4. LEMMA. Zf A and B are closed subsets of Z such that Z(A) and Z(B) 
are complemented in L,(G), and there is a measure ,u E M(G) such that 
@IA = 1 and & = 0, then Z(A U B) is complemented in L,(G). 

Proof. Let P, and P, be the projections on Z(A) and Z(B), respectively, 
and let QA and QB be their complementary projections. Define Q on 
L,(G) by Qf= (I-C$Q,f+ (C,Q,f) for fEL,(G). Then Q*F’= 
Q,*(F - C,(F)) + QT(C,(F)) for FE L,(G). If c E A U B, then Q*c = c. 
Thus, Q* is the identity on the w*-closed span of A U B. Also, 
range (Q*) c@%“‘*(A) + m”‘*(B) c$?Si”*(A U B). Because A U B is a 
set of spectral synthesis, P = Z - Q is a projection onto Z(A U B). 1 

We now consider the question of the existence of a measure p as in 
Lemma 1.4. 

1.5. LEMMA. Let A and B be closed sets in Z. The following are 
equivalent: 

(i) there exists ,u E M(G) such that $ IA = 1 and p lR = 0; 

(ii) there exists a compact neighborhood W of 0 in Z such that 
A+ WnB+ W=0; 

(iii) there does not exist a pair of nets {a,} c A, {b,} c B such that 
lim, a, - 6, = 0. 

Proof. Suppose (i). Because ~2 is uniformly continuous, there exists a 
compact neighborhood W of 0 in Z such that for all y, with ,k(y,) = 0, 
il;(y)i < i if y E yi t W, and for all yz with k(rJ = 1, I&)1 > 4 if 
y E y2 + W. So A t W f? B + W = 0. The equivalence of (ii) and (iii) is easy 
to see. Assume (iii). Then let /?A and PB denote the closures of A and B in 
the Bohr compactification /IZ of Z. Condition (iii) means /IA npB = 0. 

Because L I@) = M@) is a normal algebra on @, there exists f E L ,@?) 

such that& = 1 andfloa = 0. Since @= G,, f has the form C,“=i c, l,, i, 
where Is,} c G and CEl Ic,I c 00. It follows that the measu;e 
~=C~==,c,6,ninM(G)hasPI,=1 andpl,=O. 1 

The next lemma will be used in Section 3. It gives a slightly stronger result 
than the previous lemma for elements in n,(Z). 
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1.6. LEMMA. If A, B E Q,(r), and there is a neighborhood W of 0 in r 
such that A + W n B + W = 0, then there exists a measure p E M(G) with 
compact support such that ,$ = 1 and &Is = 0. 

ProoJ: Let /3r denote the Bohr compactification of r; and for A c r, let 
/?A denote the closure of A in Dr. Since A + W CT B + W = 0, /?A CT /3B = 0. 
But also DA, ,f3B E Q,(/3r). Indeed, by Proposition 1.2, A = Uy=, yi + (Ti\Bi), 
where yi E r, ri are closed subgroups of r, and Bi is a finite union of clopen 
cosets of ri, i = l,..., n. If C is a clopen coset of Ti, then 
C + C n (ri\C) + C = 0 and SO ,K n p(r,\C) = 0. Also, pri = PC u 

PVi\C)- SO PC is a clopen coset of /ITi. It follows that PB, is a finite union 
of clopen cosets of /Vi and b(r\Bi) = PrlpBi. Hence, /?A = U yEI yi + 
Gar,pB,) and /?A is a closed set in n((Jr),). Also, below we construct 

p E M(G,), G, =/$, such that b = 1 on PA, $ = 0 on /3B, and also ,u has 
compact support. But then ,U is a finite linear combination of Dirac masses in 
G such that ,Z = 1 on A and $ = 0 on B. 

By the above, we may assume r is compact, A, B E a,(r), and 
A n B = 0. By Proposition 1.2, and by taking sums of convolutions of the 
measures constructed below, we may assume that there are closed subgroups 
r,,Tz in r,a,,p,Er such that A=a,+A,,B=/?,+B, for some 
A, E .n(r,>, B, E W,>. H ence, it is enough to assume that we have closed 
subgroups r,,rz in r, A E Q(r,), B E Q(r,), y0 E r such that 
A n B + y0 = 0, and then construct p E M(G) with compact support such 
that,Z=l onA,p=OonB+y,. 

First, assume y,, @ r, + Tz. Then there is g E G such that yO( g) = a # 1, 
and y(g)=1 for YEr,+r,. Letp=(l/(l-a))(6-,-ad,). Then&-l 

and i;leiyo = 0. Otherwise y,, E r, + Tz, and then there is no harm in 
assuming r= ri + r2. If A is an open subgroup of r,, then 
AnA+B+yo=O and A+B+yoER(T) because r=r,+r2. Hence, 
there exists an idempotent measure ,U E M(G) with p = 1, +B + ,,,. The measure 
p necessarily has compact support. But then p satisfies p = 0 on A, ,L? = 1 on 
B+Y,, and $ has compact support. By translating p, this argument also 
handles the case where A is a coset of an open subgroup of r,. Finally, if 
A E Q(r,), then A = U;= i Ai, where each Ai is a coset of an open subgroup 
ofr,.Choose~iasabovewithPi=OonAi,p=1onB+y,,and~ihas 
compact support. Let p = 6, -pi t ... * ,un. Then ,U has compact support, 
,~?=l onA,andj?=OonB+y,. 1 

Remark. We see from the proof that the measure p constructed above is 
a finite linear combination of Dirac masses in G. 

Let us now consider some examples in L,(R’). Let A = Z X Z\{O} X Z 
and let B = {O} x fl Z. By Proposition 1.3, both I(A) and I(B) are 
complemented. Moreover, A and B are separated as in Lemma 1.5. So by 
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Lemma 1.4, I(A UB) is complemented. We will see in this section that 
I(Z X Z U B) is not complemented. This shows that unlike the case of 
L,(R), the relatively clopen cosets that are removed from a subgroup which 
is part of the hull of an ideal can have a significant part in determining com- 
plementation. 

A second instance in which the general case and L,(R) differ is in the 
importance of translations. Indeed, I(Uy= i a,Z + pi) is complemented in 
L,(R) if and only if I(Uy= I a,Z) is complemented. However, 
1((O) xzu {l} XflZ) is complemented in L,(R 2), but as we will see in 
this section, 1((O) X Z U (0) X fl Z) is not complemented. 

Now let us consider some nondiscrete examples. First the ideal 
1((O) x R U R x {0}) is complemented in L ,(R ‘). Indeed, define 

Q2.0~3 Y> =jm f(s, Y> ds - l,o,~,W 
-m 

for all fe L,(R ‘). Then Q, and Q2 are projections on L I(R ‘) having the 
same form as Q in the proof of Proposition 1.3. An easy calculation shows 
that P = (I - Q,)(l - Q2) = (I- Q,)(l - Q,) is the required projection. 
Second, the ideal I(Z x R U R X Z) is complemented in L,(R2); this is 
Example 0.1 (ii). Indeed, define 

QJk Y) = c f(x> 27m+ Y> 4,,2,,(~), PIE.7 
Qzf(x> Y> = x f(2nn + x, Y) 1 ro.27c1(~>, rtEZ 

for fEL,(R’). As above, P=(I-Q,)(I-Q,)=(I-Q,)(I-Q,) is the 
required projection. 

Both of these examples illustrate a phenomenon not present in L,(R); 
namely, the hull in each case has the form r1 U r2, where the closed 
subgroups ri and T2 do have (many) points close together, i.e., given E > 0, 
there are infinitely many points y1 E ri, y2 E r2 with d(y,, y2) < E for a 
metric d on R2 in the usual topology. But these examples are also special in 
that the projections Q, and Q2 which correspond to the subgroups r, and r2 
are commuting projections. In general it seems unlikely that we can find 
commuting projections like this. 

The next proposition shows what is needed to build projections induc- 
tively. 

1.7. PROPOSITION. Let A E Q,(r) and let r, be a closed subgroup of I-. 
Let H = rf. Suppose that B E f2(r,) and that ,u E M(G/H) has D = l,,b. 
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Then Z(A U (T,\B)) is complemented in Z(A) if and only if there is a 
subspace X of I(A) such that C, 711, is an isomorphism of X onto 
Z((T, n A) UB) c L,(G/H). 

Proof. Suppose that X is complementary to Z(A U (T,\B)) in Z(A) and 
that P is a projection of Z(A) onto X. Note $Z(A)) = Z(A n Z,) and thus 
C, x(Z(A)) = Z((A n Z,) U B). Now ker(C, rc) = Z(A U (Z,\B)) and so C, z], 
is one-to-one and onto Z((A f? Z,) U B) as required. 

Conversely, define P, f = (Cu7c]x)-’ C,rc(f) for all fE Z(A). Then 
P = Z - P, is a projection from Z(A) onto Z(A U (T,\B)). g 

In the sequel, we will refer to X as a lift of Z((A f?Z,) U B). With the 
same notation as in Proposition 1.7, we have the following: 

1.8. COROLLARY. Suppose that I(A U (T,\B)) is complemented in 
L,(G). Then Z(A) is complemented if and only if I((A nr,) U B) is 
complemented in L , (G/H). 

Prooj If Z(A) is complemented, let X be the complement of 
Z(A U (T,\B)) in Z(A). Then X is complemented in L,(G) and by 
Proposition 1.7 it is isomorphic to .Z = Z((A f7 I-,) U B) in L ,(G/H). Hence, J 
is isomorphic to a complemented subspace of L,(G) and thus J is 
complemented in its second dual J**. But also, by Gilbert [2], .Z1 is 
complemented in L I(G/H)*. Hence, .Z itself is complemented in L ,(G/H). 
See [7]. 

Conversely, suppose that Z((A n Z,) U B) is complemented in L,(G/H) by 
a projection P,. Let X be the complement of Z(A U (Z’,\B)) in Z(A), let 
@ = (Crn.jx)-’ with domain(@) =Z((A f?T,)UB), and let P, be a 
projection from L,(G) onto Z(A U (T,\B)). Then P = P, + @P, C,x gives a 
projection of L,(G) onto Z(A U (T,\B)) + X = Z(A). 1 

Remark. In the first part of this proof, we used a general lemma for 
Banach spaces. Let .Z be a closed subspace of Z with Z complemented in 
Z* * and J’ complemented in Z*. Then .Z is complemented in Z if and only 
if .Z is complemented in J* *. See [ 1, 6, 7, 81 for details. 

This last corollary gives us a technique for showing that some ideals are 
not complemented. Indeed, consider Z(Z x R U R x Z U a), where tan(e) is 
irrational; this is Example 0.1 (iii). If this ideal were complemented in 
L,(R*), then the fact that Z(Z x R U R x Z) is also complemented would 
imply that Z((Z x R U R x Z) n 8) is complemented in L,(R */gR) - L,(R). 
Because tan(o) is irrational, the two sets a,Z = (Z X R) f? $ and 
a,Z = (R X Z) n 3 have rationally independent periods a, and a2. Conse- 
quently, by Alspach and Matheson [ 11, Z(a, Z U a,Z) = Z((Z X R U 
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R x Z) n eR) is not complemented in L,(R ‘/eR). This contradiction shows 
that Example 0.1 (iii) is not complemented if tan(e) is irrational. 

Our next result relines Corollary 1.8. 

1.9. PROPOSITION. Suppose A, B E J2,(ZJ and I(A U B) is com- 
plemented in Z(A) with complementary subspace X. Then 

(i) I(B) @ X = I(A n B), 
(ii) if in addition I(A) and I(B) are complemented in L,(G), then 

I(A n B) is complemented in L,(G). 

Proof: It follows that Z(B) + I(A) = Z(A n B) and I(A) f7 Z(B) = I(A U B) 
as we observed earlier. Thus I(B) + I(A) = I(B) + Z(A U B) + X = I(B) + X, 
and I(B) n X = (0). This proves (i). 

For (ii), note that X is complemented in L,(G) and therefore 
I(B) @ X = Z(A n B) is isomorphic to a complemented subspace of a second 
conjugate space, L,(G)* * 0 L,(G)* * in this case. So I(A n B) is 
complemented in I(A n B) * *. By Gilbert [2], I(A n B)’ is complemented in 
L,(G) = L:(G). Hence, by the previous remark, Z(A r\ B) is 
complemented. I 

This proposition will be used later to give other examples of ideals which 
are not complemented. 

2. IDEALS WITH A DISCRETE HULL 

The main result of this section is a characterization of the complemented 
ideals with a discrete hull. This is the natural generalization of the 
complemented ideals in L,(R). As was noted in the discrete examples in the 
last section, the result is complicated by the necessity of dealing with the 
cosets removed from and translated in the hull. There are two main steps to 
the theorem. First, we will give an obstruction criterion for the lift of 
Proposition 1.7; second, we will prove a decomposition result for discrete 
hulls. 

2.1. PROPOSITION. Let rl be a discrete subgroup of r, A an infinite set 
in Q(r,), and B E n,(r) such that 

(i) AnB=QI, 
(ii) for each compact neighborhood W of 0 in r, there exists 

a E A, b E B, such that a -b E W. 

Then I(A U B) is not complemented in I(B). 
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Proof. Suppose that Z(A U B) were complemented in Z(B) by a 
projection P. Then by Proposition 1.7, there is a subspace X = ker(P) c Z(B) 
such that C, RI, is an isomorphism onto Z(Z,\p) = Z((Z,\p) U (B fl r,)) c 
L,(G/H), where H = Z: and ,u is an idempotent measure on G/H with 
k = 1,. Because Zr is discrete, G/H is compact and so A c L ,(G/H) when A 
is considered as a set of continuous bounded functions on G/H. 

For each a E A, y E Z,\p, using multiplicative notation in Z, 

That is, u E Z(Z,\A). Hence for each a E A, there is an element x(a) E X 
such that C,n(x(a))=u with Ilx(u)llI < /I(C,;rr/,)-‘11. We will arrive at a 
contradiction by showing {x(u): a E A} is not relatively weakly compact, 
while A c L,(G/H) is clearly relatively weakly compact. 

Because x(u) E Z(B),&& = 0. But also $$(a) = $(a) = 1 since A c Z, . 
Because the topology on Z is the compact-open topology, for any compact 
neighborhood V of 0 in G, there is a neighborhood W of 0 in Z such that 

l6ihY) - a( < s if y-y’EW,uEA. If (x(u):uEA} is in fact 
weakly relatively compact, then it would be uniformly integrable; thus, given 
any E, > 0, there is a compact K such that lix(u)lKC/I, < E, . Now let V above 
be a compact set containing K, let E, = E = l/4. Then for some neighborhood 
w of 0, 

Ixkiv(Y) - &kY’)l < d 

for all y - y’ E W, a EA. But by (ii), there is an a E A and b E B such that 
a - b E W. Hence, 

i > I6&v (a> -x6% PI 

> 6&, -&h - i$W -%$&I 

-E;(b) - $hl 
>l-21(x(u)-x(u)l,/~,=l-2(i)=& 

This contradiction completes the proof. 1 

2.2. LEMMA. Zf A E O,(r) and A is discrete, then there are discrete 
closed subgroups Ti, i = l,..., n, of r, { yi : i = l,..., n } c r, and finite unions Bi 
of cosets of subgroups of ri such that 

(9 A = U i”= 1 Yi + (ri\8J, 
(ii) (yi + (Ti\Bi)) n (yj + (Tj\Bj)) = 0fir i #j, i, j = l,..., n. 
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Proof. We know that A = uf=, pi + (Ai\Uj~ 1 pij + A,), where Ai are 
closed subgroups of r, pi E r, pij E Ai, and A, are clopen subgroups of Ai. 
Because A is discrete, all the subgroups Ai can be taken to be discrete. 
Hence, we can write A = lJf= r yi + (ripi), where yi E r, Ti are closed 
discrete subgroups of r, and Bi are finite unions of cosets of subgroups of Ti. 
Our task is to guarantee disjointness of the terms {yi + (Tipi): i = I,..., n}. 

First, let 9 consist of all sets of the form y0 + (r,,\8& where y0 E r, r, is 
a closed discrete subgroup of r, and B, is a finite union of cosets of 
subgroups in r,,. We claim that Y is a semi-ring; that is, 

(i) if A, B E 9, then A n B E Y, 

(ii) if A, B E 9, then A\B = (JJ=i Cj, where the pairwise disjoint sets 
cj E 9, j = l)...) n. 

To prove (i), let ai + (r,\g,) an d a2 + (T,\B,) be in 9. Without loss of 
generality a, + ri n a, + r, f 0; so there is an a E r such that 

al+(r,\B,)na2+(r2\82)=a+(rlnr2)\(a,+B,Ua2+B2) 

= a + (r, n r,)\a + B, = a + (r, n T,\B,), 

where B, is a finite union of cosets in r, n r2. 
To prove (ii), first note that U y=, yi + ri = lJ y=, (ri + r,\U f:\ ys + r,), a 

pairwise disjoint union of sets in 9’ because each yi + r,\l.J~~~ ys + r, takes 
the form yi + (ripi) for some finite union Bi of cosets in ri. Now 

b5 + v-,w)\(Y, + (r2P2)) 

= (rl + r,uh + 4 u y2 + r,)) u b2 + B, n yI + K\W 

Since B, = r,, y1 + r,\(r, + 4 u yz + r,> and y2 t B,\(Y, + r,\8J are 
disjoint. Clearly, y, + r,\(y, + B, U y2 + r,) E 9. But also, by the remark 
above, y2 + B, = lJJ’= i Cj, Cj E 9, Cj pairwise disjoint, i = l,..., n. Hence, 
Y2 +B2wy, + v-m is also a disjoint union of sets in 9 by (i). This 
proves (ii). 

It is a routine set theory argument to show that any finite union of 
elements of a semi-ring 9 is a finite union of disjoint elements in S. See [S, 
p. 331. I 

We are now ready to prove our characterization of complemented ideals 
with discrete hulls. 

2.3. THEOREM. Let A E n,(r) be discrete, and let A = U I= 1 yi t (ri\Bi), 
where yi E r, ri is a closed discrete subgroup of r, and Bi is a union of cosets 
of subgroups of Ti. Assume yi t (rip,) n Yj + (rj\Bj) = 0 if i Z.i, 
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i, j= l,..., n. Then Z(A) is complemented if and only if there is a 
neighborhood W of 0 E r such that for all i fj, i, j = I,..., n, 

Yi + (ri\Bi) + w n Yj + (rj\Bj) + W = 0. 

Proof: Suppose that there is such a neighborhood W of 0 E Z. Each of 
the ideals Z(Zi\Bi) is complemented by Proposition 1.3. Say Pi is a projection 
onto Z(Zi\Bi). Then define T(f) = y,P,(y,‘f) for all f E L,(G). Then 3 is 
a projection onto Z(y, + (Zi\Bi)). N ow apply Lemmas 1.4 and 1.5 inductively 
to show that Z(A) is complemented. 

Conversely, suppose that no such W exists. Then there is some i # j such 
that for all neighborhood W of 0 E Z, yi + (Zipi) n Uj+i yj + 
(Zj\Bj) + W # 0. By Proposition 2.1, we know that Z(A) is not 
complemented in Z(U jt i yj + (Zj\Bj)). H ence, Z(A) is not complemented in 

L,(G). I 

As a corollary of this theorem, we get the characterization of 
complemented ideals in L,(R); see [ 11. 

2.4. THEOREM. Zf A E Q,(R), then Z(A) is complemented if and only if 
A = iJ;=, aiZ+Pi\F, where ai,PiE R,F is jinite, and {a,:i= l,...,n} are 
pairwise rationally dependent. 

Proof. The only closed proper subgroups of R are of the form aZ, a E R; 
so A = lJ:=, aiZ +pi\F. If the {ai: i = l,..., n} are pairwise rationally 
dependent, then it is easy to write Ur= i aiZ + pi as a finite union of cosets 
of one subgroup OZ. Thus, there is an E > 0 such that any two of these cosets 
is uniformly separated by a distance E. By Theorem 2.3, Z(A) is com- 
plemented. 

Conversely, if there are two rationally independent ai, then in any decom- 
position of A into pairwise-disjoint sets of the form aiZ + bi\Fi, Fi finite, 
there exists some as, af which are rationally independent. Thus, there is no 
neighborhood W of 0 such that 

(a,Z + b,\F,) + W n (a,Z + b,wJ + W = 0. 

Hence, again by Theorem 2.3, Z(A) is not complemented. m 

Theorem 2.3 also applies to the two examples discussed in Section 1. Both 
the ideals Z(Z x Z U {O} x fl Z) and Z( {O} x Z U {0} x fl Z) are not 
complemented in L l(R “). 
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3. A SUFFICIENT CONDITION FOR COMPLEMENTATION 

In this section, we will develop an inductive procedure for building 
projections on ideals. At the end, we will need to know G is u-compact. So 
we assume this now. We will explicitly point out where this is used. The 
procedure in full is rather technical, so we will begin with some special cases. 
The basic idea is simple. If A = U I= i yi + (Ti\Bi), then we build projections 
from Z(lJ:=, yi + (Zip,)) onto Z(lJfz: yi + (Zi\Bi)) for k = 0, 1, 2,..., n - 1 
by using lifts as in Proposition 1.7. 

First, suppose that we wish to find a relative projection from 
Z(U f= , yi + (Zi\Bi)) onto Z(lJf2: yi + (Zip,)) and Z,l+ , = Hk+ , is compact. 
Without loss of generality, we may assume yk+ i = 0. In this case, 4(g) = 1 
for all g E G defines a Bruhat function for Hk+ i. Let X be the subspace of 

L 1 (G/H) consisting of all functions hW(g + Hk+ A where 
fEZ([Z,+, n Uf=, yi + (Ti\Bi)] UBk+l). We claim that XcZ(Ub=, yi + 
(Zi\Bi)). Indeed, if y E U:=, yi + (Ti\Bi) and x E X, x(g) = 
#(g)f(g + Hkflh then 

Hence, z(y) = 0 if f E Z( [Z,, i n U:= i yi + (Zipi)] U Bk+ ,). It follows from 
Proposition 1.7 that Z(lJfz: yi + (Zi\Bi)) is complemented in Z(tJ:: i yi + 

(ri\Bi)). 

If G were compact, then Q,(Z) = Q(Z) and by Cohen’s theorem, Z(A) is 
complemented for any A E a,(Z). The above argument used inductively 
gives the following generalization of this fact: 

3.1. PROPOSITION. Suppose A E 0,(r) and A = U YE 1 yi + (ri\Bi), where 
each ri has r/ri discrete, i = l,..., n, and each Bi E Q(ri). Then Z(A) is 
complemented in L ,(G). 
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As a second example, consider the ideal I(,$ U n,4R) c L ,(R *), where 
,R = {(x, y) E R*: y = tan(o) x}. This is complemented by a projection 
similar to the one given for Z(,R U ,,,R) in Section 1, but the technique used 
there does not seem to extend to a spectrum composed of three lines in R*. 
We develop instead in this section a completely different technique. In order 
to motivate the rather lengthy arguments used for this, we are going to show 
how to find a relative projection from Z(,R) onto Z(,R U n,4R) by this new 
technique. This case, being unencumbered by other details, should provide 
some intuition for what follows. The success of this method depends on the 
following observations: 

(i) as a subspace of L,(R*/,,,Rl), Z(,R fl n,4R) -L;(R) =Z((O}) - 
EnezX,Jl,, where X, = If-(E”fWdt lIo,ll: supp(f)= [n,n + 111; 

(ii) if &Jx, y) = (l/k) l,,,+]((x - y)/fl), k E Z’, and we define X,,,, 
to be {$k(x,~)f((~ + y>/fl>:fE X,1, then lim,,, ll~~~l~,,~ll = 0 for each 
n> 1; 

(iii) there is a sequence of integers (k,) and perturbations XA of Xn,k, 
such that XL c Z&R) for all n > 1 and nn,4R 1 restricted to the closed span of 
lJ XL is an isomorphism onto Z(,R n n,4R). 

Our approach here is to imitate the compact case as nearly as possible. 
The difficulty with this is that the lifting needed depends on each part of the 
space and, thus, the resulting map is not given by a single Bruhat function 
lifting as was used previously. We now examine each of the observations (i), 
(ii), (iii) in more detail. 

For (i), note that ,+,R 1 = _ ,+,R and therefore L,(R’/,,,R ‘) can be iden- 
tified with L,(R) by composition with the map (x, y) H (x + y)/fi. Also, at 
the same time, Z(,R f’ ,+R) gets identified with L!(R) by this map. But also, 
ifx,EX,, nEZ, then 

= ,,&,, IIXkllW+llh + xo- nE;,o, j:+‘x,(t)dt . l,oq,ll~ ,. II 

But j: x,(t) dt = 0, so this shows 

(‘> ,,;\,, /Ixkil + (i> ltxOill- 2 

Since L:(R) can be identified with {CnEzxn: x, E X,}, this shows 
L!(R) - (Cn,zXn>,l. The importance of having an I, sum here is that we 
can lift each piece X,, independently and still be assured that the resulting 
span is isomorphic to its image in L ,(R 2/-s/4 R). 
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In (ii), we have defined liftings for each X, which as k+ 00 are close to 
being in the correct ideal I($) because integrals along lines n,2R + (a, 0), 
u E R, are close to being zero for large k. To see that 11 ~c~~&,,II --t 0 as 
k-+azo, observe that C,,, = supp(9,) n {(x3 Y): (x + u)/fi E [O, 11 U 
[n, n + l]} has the property that most vertical lines which intersect C,,, will 
intersect each of the two pieces of C,,, in a set of linear measure fl. Indeed, 
the proportion of these good vertical lines has the form (k - c,J/k, where c, 
depends only on II. On each of these good vertical lines, the integral of any 
x E X&k is zero. This shows that lim,,, I1~LoR~IXn.kll = 0. 

Finally, we can show that for large enough k, there are perturbations of 
X n,k in Z&R). Indeed, the map S~=x--~~i(x)l~~,~,~,, xEX,,,, is an 
isomorphism of X,,, into Z(,R) for k sufficiently large. In particular, 
Il~-~~~~lI,~Il~~,~~~>ll~~ S o c h oose k, such that llnORIIXn,k,Il < i. Then if 
x, E X,,k,, we have 

Let X:, = S(XnJ. Then clearly X= J/X:, cZ(,R) and by standard 
arguments zn,4R I Ix is an isomorphism of X onto xx,4R~(C Xn,k,) = 
Z(,R U n,4R). Thus, by Proposition 1.7, we have Z(,R U n,4R) complemented 
in Z(,R). 

This very same method allows us to prove this proposition. 

3.2. PROPOSITION. Zf rI ,..., r,, are hyperplanes in Rk, k > 2, then 
Z(U;= 1 r,) is complemented in L l(Rk). 

To prove this requires as much argument and notation as our general 
inductive procedure, and so we do not treat this case separately. However, it 
would be good to bear this case in mind (even with n = 3, k = 2) in the 
sequel. 

We now begin to formulate these ideas in general. First, we have some 
perturbation results. 

3.3. DEFINITION. If P: L,(G) -+ Z(Uf= i yi + (r,\8i)) is a projection, we 
say that P respects the ideals Z(y, + (Tipi)) with bound A4 if 
ll(z-p>xllI G”Cf=I IIC~~~ifiXN1 f or all x E L,(G), where 7zi = ?rr,l and 
Pi = lr,\Bi* 

The notation of this definition will be used throughout this section. 
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3.3. PROPOSITION. Suppose that X is a subspace of L,(G) such that 
Crr,7cnlX is an isomorphism onto Z(T, n (Uyi: yi + (Ti\Bi)) U B,) c 
L,(G/H,). Also assume that Z(U~~~ yi + (Ti\Bi)) is complemented in L,(G) 
by a projection P which respects the ideals I(?, + (ri\8i)), i = l,..., PI - 1, 
with constant M. Let 0 < E < I/~(,u, 11. Then if 11 C,,TCiKlxi[ < 
tz/2n IJ(CLl,x”IX)-’ II M Il,a,l/, for i = l,..., n - 1, the subspace X, = PX 
Of Z(U~Z: Yi + (riBi)) is mapped isomorphically by Cu,?&, onto 
Z(f’, n (U;Z,’ yi + (TiPi)) LJ B,). Moreover, Ilx,- (C,,,~nIX)p’ Cwnnnx, /II < 
2~ lkll /l(C~,~,/x)-‘ll IIxlII1 for all xl EX,, and lI(C~,~,I,,)-‘II G 
wC~“7&-‘I/ llPll* 

Proof. If x E X, 
n-1 

l/Cp,~,(X-Px)Il* < lI(Zpp)X/)* lIPnIl < llPu,llM x lIc~i~iyixlll 
i=l 

Hence, 

)lC~“~“~~Il,~/l~~,~,~/I1-II~~“~,,~~--P)~II~ 
2 (2n - E(n - 1)) /lxll,/2~ ll(C~,~nlX)~‘ll 

> IlXllIl~ ll(C&lxr’ Il. 

Hence, C,,,nn maps X, = PX isomorphically into Z(T, f? (U~I: Yi + 
(J-,\B~))u B,). Also, since E < l/ll~,I[, it follows by a standard perturbation 
argument that range(C,“z, Ix) = range(C,“q, IPx). This proves our first 
assertion. 

For the second, let x, E X, x, = Px. Then 

//x1- (QrnlJ1 CU,qJII, = IIPX- (C~“~nIX)~lCp,~LnPXII1 
< IlPx- (Cu,&-’ C&XIII + lI(q4*>r1 C&%(X -px)lll 

< Ilpx--lll + lIPnIl lI(Cp,~nIX~rll llx-wll 
< (1 + II/&II Il(c,“7&~*II)~(~ - ~)llxllI/2~ lI(c,,~nIx)-‘II llrunll 
GE IIXIII < 2E llP,ll II(Cu,““IX)-lll lIxJ1. 

Finally, 

IlC,,7rnPXIl, > llxll,/2 ll(c,,~,Ix>-lII > IIPXll~/2 IIPII II(Cr”~nIX)-‘Il’ 

Hence, ll(C~,~,Ix,>-‘II ,< 2 IIPII II(Ca,~,IJIIle 1 
The next lemma shows that liftings of 1, summands can be done indepen- 

dently with appropriate control of the terms. 
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3.4. PROPOSITION. If Z(I’,, f7 (Uy:: yi + (Ti\Bi) U II,,) = closed 
span(C Y/) is isomorphic to (2 Y,),, with isomorphism constant C,, and 
there are subspaces X, of L,(G) such that CW,7&, is an isomorphism 
onto Y, fir each 1 with II(Cp,q,IXI)-l/l ,< C, and IIC,,,~~~jjl~,ll < 
e/C:Cz II(CWn7c,IxJ-1 I/, then X= closed span(CX,) is a subspace of L,(G) 
such that C,“z,(X) = I(T, f~ (U y:; yi + (Tipi) U B,), while Il(Cu~xlx)-’ II < 
‘I’* and II cfii~ivilXll G & IIPnll/ll(C~n~nIX~’ II. 

ProoJ: Suppose x, E X,, I = 1,2,3 ,... . Then 

Thus, Cn,z, Ix is an isomorphism onto I(T, n (Urz,’ yi + (ripi)) U B,) with 

ll~c,,dJ’II G CI c,. *h 

Remark. X above is C, C, Ilpu, [I-isomorphic to (,YJ XI)!, . 
We now turn to the task of finding the lifts X,. In the actual induction, 

these subspaces will be compactly supported, and this will be of technical 
importance in assuring that the induction can be completed. The next two 
measure-theoretic lemmas will be used in the induction to follow. 
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3.5. LEMMA. Suppose that C is a compact subset of G and 1 > E > 0. 
Then there is a nonempty open set V with closure v being compact such that 

(l + &) mG(v> > mG (ice+ ‘) amG(v> 

We omit the proof of this lemma since it says simply that a locally 
compact abelian group satisfies the Folner condition. See Rudin [ 15, p. 521, 
and Greenleaf [4]. In the next lemma, m,(A) = m,(A nH) for a Bore1 
subset A of G. 

3.6. LEMMA. Suppose V c G is as in Lemma 3.5 and H is a closed 
subgroup of G. Then there is a Bore1 set V, c V such that 

6) mG(Vd > (l - 2 &) mG(v)9 

(ii) (1 - ~5) m,(V - ) u < mR(flccc c + V - u) < m,(V - 0) < 
?AJCEC c+ V-v)<(l+&)m,(V-u)forallvE V,. 

Prooj We may assume that 0 E C. Define h, g, f E L,(G/H) by 

W + W = %JJcEc ct V-x), g(xtH)=m,(V-x), and f(xtH)= 
mH(ncEC c + V-x) for all x E G. Note that h > g > f and 

>(I -6) jgd%,w 

Let v E M(G/H) be given by dv = g dm,,,/j g dm,,,. If g(x) = 0, then we 
define the ratios (f/g)(x), (h/g)(x) to be 0. Let 1 > p > 0 and define 
A = {x: (f/g)(x) > 1 - p}, B = {x: (h/g)(x) < 1 t p}. Then we have 

(I--)G(‘(f/g)dvOW+(1-p)(l-v(4) 

=pv(A) t (1 -p). 

So v(A) > 1 - (E/P). Also, 

1 t E 2 1 h/g dv 2 (1 + p)( 1 - v(B)) + v(B) 

= 1 +p -pv(B), 
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so v(B) > 1 - (E/P). Let p = & and let V, = ((A n B) + H) n V. We then 
have m,(V,)=l,l+,gdm,,~=lgdm,,,.v(V, +HD (l-b’%lkd~G,H 
= (1 - 2 6) m,(V). Th’ is inequality and the definitions A and B show that 
(i) and (ii) hold. 1 

We need only clarify one more point before construction of the lifts. 
Recall that the perturbation Proposition 3.3 depends on estimating 
IICrirrijjii/xll. In order to keep control of this parameter, we need a 
relationship between mF, mHi, and mH,, where Hi = r,A, i = l,..., n. This will 
be provided by the assumption that 

(ri + rn)/ri n r, = ri/ri n r, 0 rnp-, n r, CD) 
for i = l,..., n - 1. To see this note that (D) implies with appropriate 
normalizations that 

(Hi + H,)/(H, n H, = Hi/Hi n H, @ H,/Hi n H, 

and hence 

dm WitH,)lHiNI, = dmHi/Him, x dmHnlHim,. 

Furthermore, 

dm, = dmHimn dmHilHiNI,dmH,lHiNI,dmGiHi+H,. 

Because dmHi = drnHiwn dmHilHiTW,, this is the relationship that we require. 

3.7. PROPOSITION. Suppose Ti, i= l,..., n, are closed subgroups of r 
such that (D) holds for i = l,..., II - 1. Let yi E Ti, i = l,..., n, Tij clopen 
subgroups of ri, j = l,..., ki, i = l,..., n, and yij E r,, n ri, for all i, j. Suppose 
X is u subspace of I(T, n tJ 1:: yi + (ri\(CJj”L 1 Yij + rij)) U uj”~ 1 Ynj + 
r,,j) c L,(G/H,), and there is a compact set K such that for all x E X, 
supp(x) c K. Then for all E > 0, there is a subspace Y c L ,(G) such that, if 
pi E M(ri) with 

then I)C,,7ci~lyil < E, i= I,..., n - 1, and also CLc,zn / ,, is an isometry onto X. 
Moreover, the support of Y is a compact subset of K f H,. If H, is not 
compact, then if8 > 0 and A c G, A compact, the subspace Y can be chosen 
so that ll~l,II,~~Ilyll,f~~~~~~~ Y. 

ProoJ By the remarks at the beginning of this section, we may assume 
H, is not compact. Let A4 be a compact subset of G such that rr,(M) = K. 

580/59/2 9 
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For each i, j, let H, = r;. Then H, 1 Hi and Hij/Hi is compact; thus 
M -M + Cfi i H, is a compact set in G/H,, i = l,..., n - 1. For each 
i = l,..., n, let Mf be a compact subset of H,, 0 E Mf, such that 
~n,iM(=P,(M-M+~jHijnHi+H,), where z,,~:G+G/H~~TH, is the 
quotient map and P, : Hi + H,/Hi n H, + Ha/Hi n H, is the coordinate 
projection guaranteed to exist by (D). Let C = (Cy:: A4; + MI + M-M) n 
H,. Choose a V as in Lemma 3.5 with G = H,. 

Define Cp: X + L 1(G) by @f(x) = f(x + H,) l,M + V(x)/m,n (A4 + V - x). 
Clearly, rc,, @f = f for all f E X. Define Y = Q(X). This construction gives 
the desired subspace Y. Indeed, C,,,rr,l,, = rr,ly and @ is an isometry. So 
CP,7c,ly is an isometry onto X. The final requirement of the theorem is easy 
to fulfill by taking V sufficiently large. The hard part is to estimate 
IICpj71i~ilYll* 

Fix i, 1 < i < n - 1. Notice that CPi( g) = nj”i, (6, - YijmHij) * g. TO 

estimate the above norm, we are going to replace functions by ones close to 
them which are more easily dealt with in making estimates. Let F be a 
compact subset of G such that xi(F) = (A4 + V+ C Hij)/Hi and 
m,i(F-(mfv-y))>i for all mEM, vEV, and YECHij. Let 

f&4 = %HEw” (M + v - (x + y))/m,,( V) for x E G and y E C H,. Because 
A4 and V are compact, {f,I,: y E ,JJ H,} is a lattice bounded subset of 
L ,(F, dm, lb.); and thus, because L ,(F, dm, I,) is a complete lattice, there is a 
lattice least upper bound g, E L ,(F, dm, IF) for {f, IF : y E 2 Hij}. Notice 
that g,(x) = g,(x f h) for x E F, x + h E F, and h E C H,. Define g by 
g(x t Hi) = 1 g,(x + h) dm,i(h)/j lF(x t h) dm,,,(h) for all x E F t Hi ; and 
g(x f Hi) = 0 otherwise. Then g E L *(G/H,), and g(x t y) = g(x) a.e. 

Im F/Hi1 Y E C ffij/Hi. M oreover, g(x + Hi) > fy(x) a.e. [m, 1 y E C H, ; and 
g(xtHi)< ~u~~.l:~~~m~,~i(Mt v-- (x+~))lm~~(V a-e. lm,lx E G. 

Choose V, as in Lemma 3.6 with H = H, f’ Hi, G = H,, and V and C as 
above. We want to estimate for f E X, 

I/ *iX@f(x)-gCx)!ly,+H ,H (Tif>(x+Y) 
I “” 

X dmHjtH,lII.(Y) 

as a norm in L,(G/H,). To do this we will need two estimates. 

Claim 1. With the notation above, 

SUP mHirul,(Mt V-x-z)-mHiTw,(Mt V-x-y) 
zel,Hij 

< elmHiNI,(M+ V-x-y) 
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for all XEM+ V, +CjHij, yEM+H,,-XnHi, where E,=&,(E) and 
E,+O as e-+0. 

Proof of Claim 1. Let x=Cjhijtm+v, where mEM, uE V,, 
~,EH,. If yEM+H,-xnHi, then y=m,+h,-(Chij+mtv), 
where m, E M, h, E H,. We view P, : Hi + H, + H, as defined on Hi + H, 
modulo Hi n H,, . Then P,y E Hi n H, and P,(y) = P,(m, - m + h, - 
U-Cjhij)=P,(m,-m-Cjhi,)+h,-v. Hence, y-P,y=m,-m- 
Cjh,+h’-P,( m, - m - Cj hij) for some some h’ E Hi n H,. Also, 

%inH,(~ + v - (x + Y>> 

= %finH” i 
M+ V-v-m,+P, 

= mHim, M-mm, $P, 

Hence, by the choice of V and since v E V,, 

I mHirw,Wf + V - (x + ~4) - mHiw,(V - 4 

G fi mHiM,V - 4 

< fi<l + fi) mHirw,(M + V- (x + Y>>. 

Similarly, if ZE CHij, then M+ V-x-z=M+V-m-v- 
2 h, - C h; for some h; E H,, z = Cj h;. If we take h; = -h,, all j, then 
M+ V-x-z=M-m t V-v. So 

in this case. This shows that SUP,,~~~~ m,,,,,(M+ V-x-z) is not 0 and is 
obtained by taking values of z with M + V-x - z fI Hi f? H, # 0. Note 
that this restriction on z forces us to have z E M( t M + u -x modulo 
Hi n H,, . Hence, as above, we can show 

suP mH,nH,(Mt V-x-z)-mHi,, 
ZEZJHfJ 

p--v)/ 

It follows that 

sup mH,,,,(M + V - x - z) - mHinH,(M + V - x - y) 
ZeZjHij 

where.s,=2&(1+&). 1 
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Claim 2. With the notation above, 

I m&4 + v - (x + Y)> - mH,v)I < &m”“(V) 

for all XEM+V+Hi+H,y yE (M+V-x+H,)nHi=(M-x+H,) n 
Hi. 

ProoJ Let x=m+v+h,+h,, mEM, vEV, h,EH,, h,EH,, and 
y=m,+v,-m-v-hi-h,+h; for m,EM, v,EV, h;EH,. Again, 
P”y E HiAH, and P,y=P,(m,-m)+v,-v+hA-h,. Thus y= 
y-P,y+h=m,-m-P,(m,-m)-hi+hforsomehEHinH,.Bythe 
choice of V, 

I m&pf + v - (x + Y>> - m,,(V>l 

= I m,p + v - (x + Y - p, Y>> - mHp>l 

= Im,pf+ v- ( m, - P,(m, - m) + v + h, + h)) - ~~(v>l 
=Im,n(M-m,+P,(ml-m)+V)-m”~(V)/ 

< EmHp). 

Having these two estimates, Claim 1 and Claim 2, we can return to our 
proof of Proposition 3.7. Let x E G/H,. Then 

?IiTiQlf(X)=j yi(x+Y)@f(x+Y)dmH,(Y) 
“i 

= j,~,H,,.k, 
Ti(X + Y + Z)f (X + Y + z + Hn) ‘M+ v(X + Y + Z) 

I I I n 

x [m,n(M + v - (x + y + z)>l -I dmHi,n(z) dmH,lH,fW,(y) 

=i 
7(X + Y)f (x + Y + H,) mHinH,(M + v - tx + Y>> 

HiIHin”, 

x [m,AM + v- (x + Y))l-’ ‘hi,Himn* 

Note that mHirw,(M + V - (x + y)) # 0 means that x + y E M + V + 
Hi n H, and so x E M + V + Hi. Identifying Hi + H,/H, with Hi/Hi f? H, , 
we can then write 

7ciTi@f(x)= dx)jH,+H ,” ?i(x +Y)f(x +Y + Hil) 

x dm,:+H,“:td l,+V,+~jHjj(x) + a(x), 
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where the error term a(x) is given by 

a(x) =,f jFi(X + y)f(x + Y + H,WHirw,W + v- cx + y)) HiIHiTWn 
x [mHn(A4+ ~-(x+YW 

-g(x) l&f+y(x + Y) lM+Vl+~jH(j(x)l dmHilHimn(y)* 

Our Claims 1,2 above show that on A4 + V, + CjHij, the error a(x) is 
bounded by 

E2 
II 

~i(X + v)f(X + Y + ff,) mHirw,Wf + v- Cx + Y)) 

HilHiTWn 

x [m,,(M + v - (x + y))] -’ dmHi,Hi,Hn(y> = E2 I 7ci7i @fCx)13 

where c2 = Ed + 0 as E + 0. Hence, 

II 1 M+V,+~j~ij~(X)ll~,(G,Hi) G &Z IIziPi@fllLI(GIHi) 

for all f~ X. On M + V+ Hi\M + V, + CjHij, the error a(x) can be 
estimated in norm as follows: 

x (lM+Y(X)- lM+V)+HiCJ(M+V)(X)) I dmG(x) 

< 1 If(x+Hn>i bHntM+ v-x)l-’ G,H 
” 

x (mHn(kf + v - x) - mf#f + ‘1 - x)> dmG,H,(x> 

= I ; If@ + ff!I)I 11 - m&f + v, - x)/m@ + v - x)l dm,,Hm(x) 

< I, If(x + HJI 11 - mH,(v,)/(l + &) mHm(v)l dmGiH,(x) 

G IV II L,(G,‘& - (l - 2 &)/(l + ‘)) = ‘3 I~&GIH,P 
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where ~~=a~(~)-+0 as s+O. 

E4 llf II 
These estimates show that 118 IILjCGIHij < 

L I(GIHd’ where E, = E,(E) -+ 0 as E + 0. 
Now we may estimate 11 Crri7CiPi~fIIL,(G,Hj) by calculating 

,Dj * g(X) C,,, ,H 7iCx + Y)fCx + y + Hn) 

I n ” 

’ dmHj+H,lH”(Y) ‘IV+ VI + 1 jHijCx)’ 

Because both g and I,, V,+ ZjHjj are H/j invariant for j = 1, L.., ki and 
because J”H,+H,/H,yi(X + ~)f(x + Y) dmHi+H,IH,(Y) is constant on cosets of 
Hi + H,, we have 

.Dj * g(x> !,_, ,H 7iCx + Y)fCx + Y + Hll) 

I nn 

= g(x) 
c 

vi * i,,, ,” 7iCx + Y)fCx + Y + Hn) 

I “” 

x %i+H,,H,(Y) l.w+v,+ziffii(x> ’ 
1 

where vi = nil (6, - vijVi,i) and Vij = mHij+H,/Hi+H, for j = I,..., ki. Now 
observe that if 7~: L,(G/H,) + L,(G/(H, + Hi)) is the canonical quotient map 
then 

vi * 
I 

H,+H ,H Yi(X + ~)f(x + Y + HaI dmHi+H,/H, (Y> = Vi * nr(7i.f). 
, nn 

But if y E rj f? r, , then a(r) =p(yi + y). So if y E ri n r,\Uj”; 1 yij + rij, 

then a(y) = 0 for all f E X. Hence, if F = vi * rcjjiif, f E X, then P(y) = 0 
for all y E ri n r,, . This means that 

pi * g(x)/H,+H ,H yi(X + ~)f(x + Y + ffn) 
L nn 

%fi+Hn,H,W l&f+ v,+ 2 jHip> = 0. 

Therefore, IIC~i~i7JyII< ( ) d ( > Ed E an s5 E can be made arbitrarily small by a 
suitable choice of V. 1 

We now extend Proposition 3.7 to handle ideals where not all of the cosets 
intersect r,. This is useful because it eliminates the hypothesis (D) when it is 
an unnecessary assumption. 
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3.8. PROPOSITION. Suppose that Ii, i = l,..., n, If, s = l,..., k, are closed 
subgroups of T. Let yi, y; E I’, i = l,..., n, s = l,..., k. Let Bi E Q(I,), 
Bj E Q(I;) be finite unions of clopen subgroups of Ti and I;, respectively. 
Assume there is a neighborhood W of 0 in I such that 
(I,\B,) + Wn U$= 1 yS + (T,\B,) = 0. Assume that (D) holds for (ri, I’,), 
i = l,..., n - 1, and X is a compactly supported subspace of I(I, n lJ;:i yi + 
(T,\B,)U B,). Then for any E > 0, there is a compactly supported subspace Y 
ofw:=1 rl f (C\B3 such that, tfpi E M(Ii) with pi = lBi, i = l,..., n - 1, 
then /) C,iZtyti),ll < E, i = l,..., n - 1, and also Cu,q,ly is an isomorphism onto 
X. Moreover, if H, is not compact, 6 > 0, and A c G, A compact, then the 
subspace Y can be chosen so that 1) y IA [I1 < 6 II y 11, for all y E Y. 

Proof Proposition 3.7 shows that we can find a subspace Y, of L,(G) 
fulfilling the requirements relative to C,,rciyi. Because U$=, yj + (I;\B;) is 
separated from I,\B,, by the Lemma 1.6, there is a compactly supported 
p E M(G) such that p = 1 on I,\B, and p = 0 on iJ:= I JJE + (I;\BI). Clearly, 

n 
if y E Y,, then p * y =y^ on I,\B,. We claim that Y = p* Y, is the subspace 
required above. 

First, if y E Y,, then Cu,rr&$ * y) = CMu,x,, y. Also, 

lIPnIl IIP * Y II1 h II Cuu,~nol * Y)lll 

= IICU”~,YII1 

; ;;;ll, y,l /;;;e Q&, is an isometr54 

I *1 * 

Hence, Crr.zz,Jy is an isomorphism onto X. Because both Y, and ~1 have 
compact support, Y has compact support. Also, if C ZI suppb), C compact, 
and if ll~l,+~ll~ < SIIYII~ for all YE Y,, then also IICU*Y)I~II~G 
~II~~~~IYI~~~W~~I~P~~~~IP*YII~ for all YE Y,. So we need now only 
estimate II CLcircijjilv\l to finish the proof. 

It is convenient here to think off E L,(G/H,) as a locally measurable 
function on G by f(g) = f (g + Hi), g E G. Observe that 7ci maps L,(G) into 
the locally measurable functions on G that are constant on cosets of Hi, i.e., 
xif = mHi * f. Also, C,i acts on these functions by convolution with the 
idempotent measure Y, where SUPP(V) C Hi and G= lribi. Thus, 
cfli7ci7icU * Y> = v * mHi * (yip * y) = ,U * v * m,,~~y. Hence, in L ,(G/H,), if 
YE y,> 

IICp,ni(TiP * Y>lll = IIP * v * mffiViY>lll 

G IIPII II cpi71iYiYl11 
GEllPII lIPill IIYIII 

G & IlrUll lIPill lIPnIl IIP * YIII. m 
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Remark. Here ll(Cll,~nly)-’ II < IM. 
We are now ready to formalize our induction procedure for constructing 

relative projections. We will need a few definitions. 

3.9. DEFINITION. If XC L ,(G) and X is isomorphic to (C Xi),,, we say 
that this sum decomposition is engulJing if 

(i) for any compactly supported Y cX, there exists some finite set F 
such that YC CieFXi, 

(ii) if E is finite and E > 0, there is a 6 > 0 and K compact such that if 
llvlRlll < 6 IlullI~ then IlWll < E IIYII,~ where PE is the coordinate projection 
of X onto CiEE Xi. 

3.10. DEFINITION. An operator P on Y c L,(G) is said to preserve 
compactness if, for any compactly supported subspace XC Y, PX is 
compactly supported. 

In order to make the induction procedure work, we will need to prove 
more than complementation at each stage. In particular, we will need to 
know that the projection constructed will respect the associated ideals, 
preserve compactness, and that the ideals being considered have a decom- 
position into an engulfing I, sum of compactly supported subspaces. The 
induction advances from Z(U 1:: yi + (Zipi)) to Z(Uy= 1 yi + (Ti\Bi)) if 
z((rn n UYi: Yi - Yn + (Ti\Bi)) u Bn) is complemented in L ,(G/Tt) by a 
projection of the same type and if (Zi, Z,) satisfy (D) for all i for which 
yi + (Zipi) is not separated from yn + (T,p,J. We will also need to impose 
an additional restriction on G so that the 1, sums will be countable. This will 
be guaranteed by assuming now that G is u-compact. 

To begin, let us note that L,(G) is isometric to an engulfing 1, sum of 
L,(Ki), i = 1, 2,3 ,..., where the (Ki) are pairwise disjoint measurable sets 
with nonempty interior, compact closure, and satisfy 02, Ki = G. Also 
observe that if B E Q(Z) and B is a finite union of clopen cosets in Z, then 
Z(ZjB) is complemented by a projection which preserves compactness and 
Z(ZjB) is isomorphic to an engulfing 1, sum of compactly supported 
subspaces. Indeed, let ~1 be an idempotent measure with $ = 1, and define 
Pf = f -p * f for fE L i(G). Because P has compact support, P preserves 
compactness. To see that Z(ZjB) is isomorphic to an engulfing I, sum of 
compactly supported subspaces, note that we can choose sets Ki in the 
decomposition of L i(G) with P * 1,. = 1,. and so p * L ,(Ki) c L ,(Ki). This 
follows from the fact that the supp@): is contained in a compact subgroup for 
any idempotent measure P. This gives Z(flB) = (cz, p * L ,(Ki))!,, which is 
an engulfing 1, sum. It easily follows then that Z(y + (Z’jB)), y E r, is 
complemented in L,(G) by a projection which preserves compactness; and 
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Z(y + (nZ3)) has a decomposition as an engulfing I, sum of compactly 
supported subspaces. This completes the first step of the induction. 

We are now ready for the inductive step. Suppose that 
z(UYL: Yi + CriBi)) is complemented in L,(G) by a projection P which 
preserves compactness and respects the ideals Z(yi + (Zipi)), i = l,..., n - 1. 
Also, suppose Z(lJ~~~ yi + (Zipi)) is isomorphic to an engulfing I, sum of 
compactly supported subspaces. Finally, assume that (ri, Z,) satisfies (D) 
for all i = l,..., n - 1 for which yn + (Zn\8,) is not separated from 
yi + (Zipi) and that Z(Z, n lJf=: yi - Y,, + (Zipi) U B,) is isomorphic to 
an engulfing 1, sum of compactly supported subspaces (this will be true in 
particular if this latter ideal is complemented by this procedure). We will 
show that Z((J YE 1 yi + (Zi\Bi)) is complemented by a projection which 
preserves compactness and respects the ideals Z(yi + (Zi\Bi)), i = l,..., II, ad 
I(U1= 1 Yi + (Ti\Bi)) is isomorphic to an engulfing 1, sum of compactly 
supported subspaces. 

By multiplication by yn and jjn, we may assume without loss of 
generality that yn = 0. We have Z(lJyzj yi + (ri\Bi)) - (C;“= I X,),, and 
Z((Z,, f’ lJy1: yi + (ri\Bi) U B,) - (C,” i Zp),, with the sums both being 
engulfing I, sums of compactly supported subspaces. There will be 1, si, (xi in 
the sequel which will be chosen to satisfy certain constraints that are 
described as we proceed. First, consider X, and let E, = { 1 }. There is a finite 
P,, 1 E F,, such that C,,rcLnX, c CPEF, Z,. Let P, be the coordinate 
projection of L,(G) onto X, and let K, be a compact subset of G and let 
6, > 0 such that if yE Xxi and IlylK,ll < 6, llylll, then Ilplylll < ~1 Ilylll. 
BY Proposition 3.8, there is a subspace Y, of L,(G) that 
CL& y, = CPEF, ZpY Ilyl~,Il~ < 61 Ilyll for all YE YI, IIc~i71i7ilY,lI < a12 
i = l,..., n - 1, and also II(Cr,xnlu,)-l 1) <A. Let E, be a finite set of integers, 
12) UE, c E,, such that PY, c CIEE2 X,. This completes the first cycle of 
the construction in the inductive step. We will do this once more for clarity 
and then state precisely what this procedure will produce. 

There is a finite set F,, { 2) U F, c F,, such that C@,rr, CIEEZ X, c 
CppFz Zp. Let P, be the projection onto CieE, Xi and let K, be a compact 
subset of G, K23KI, and a,>0 such that if IIylk,lll <8211yII,, YEJJX,, 
then 11 P, y/l < s2 I/ ~11. By Proposition 3.8, there is a subspace Y, c L,(G) 
such that QQ’2= CPEFZ~,ZpT IIYI~,II~ < 4 llvlll for all YE L 
IIc~i~i7ilY,ll < a29 j= l, 29***, n - 1, and /I(C,,Q.,))‘I( < 1. Let E, be a 
finite set of integers with { 3 } U E, c E, and PY, c CieE, Xi. 

In this way we get finite sets of integers Ei c Ei+ 1, Fi c Fi+, , i > 1, such 
that lJ 2 i Ei = lJ 2 1 Fi = N, compact subsets K, c Ki + I c G, i > 1, sequence 
(ai), 6, > 6i+1 > 0, i> 1, limf+,, ai = 0, and compactly supported subspaces 
Yi c L,(G) such that 

(a) C,“~,Yj=C{Z,:pEF,~j-l}, 
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(b) lI(C,n~,luj)~lIl <kj= 1, L..., 

(c) IIC~,ni7il*jll Q aj, j= 19***9 Iz - l, 
(d) ll~lg~ll < ~jIIYIl1 f or 

then Ilf’jVlll < Ej Il~lll, 
all YE Yj, and if YE Cxj, IIYI~~II~ < ~JVlll, 

where Pj is the coordinate projection onto CIEEjXI, 

(4 pyj c ClEEj+, xl* 

With the proper choice of the (czj: j = 1,2,3,...), by Propositions 3.3 and 
3.4, Y = P C Yj is a subspace of Z(Uy:; yi + (Zip,)) such that Cfin z, I,, 
is an isomorphism onto Z(Z,, n U y:,’ yi + (Zipi) U II,). Hence, by 
Proposition 1.7, R = (Z- (CNnzL,ly)-l Cu,7c,) P is a projection onto 
I(U Y= 1 Yi + tri\Bi)>* w e need to check that R preserves compactness and 
respects the ideals. 

If W is a compactly supported subspace of Z(U~~~ yi + (Zi\8i)), then 
(CVn7c,ly)-1 C,,x, W is compactly supported. Thus, if W, is a compactly 
supported subspace of L,(G), then W = PW, is a compactly supported 
subspace and, consequently, so is R W,. 

IffE Z,,(G), then 

Il(Z-R>flll < ll(Z-P)fll, + ~I(C&IY)-~ c~,%pf~I~ 
,< Il(Z-P)fll1 + II(CLl”~nlY-lII lI(c,,%wlll 
< ll(I-P>fll, i- ll(cp”~,lY)-lIl (IIC,n%fIII + llCrr”~nv-P)flll) 

n-l 
<M(l f II(Cpn~~ly-~ll lIPnIl> L IIC~~7Ci~iifll 

i=l 

i- II(Cp,7&-111 lICe,?tfll* 

Thus, R respects the ideals yi + (ri\8i), i = l,..., n. 
Finally, we need to show that Z(Uy= I yi t (Zipi)) is isomorphic to an 

engulfing I, sum of subspaces. We will first show that there are subspaces 
X/ c CIEEiX, such that Czl Xf + Y = Z(i.J~~~ yi + (Zip,)). Let Q = Z - R, 
let R, be the projection of x2, X, onto C(Xi: i E EIwl_,}, and let S, be 
the projection of the I, sum C PY, onto PY,. If y E PY! c CieE,+, Xi, then 
IIRl+l~-~ll=IIPlvll <~~llAl. Therefore, IIQRI+I~-~ll <~lllQllIlrll. 
Thus, if&[ < IIQII-l lISII/-‘/2, we would have IIS,QR,+,y--yll < Il~~ll/2 and 
consequently S,QR,+ I IL, would be an isomorphism. Assume that cl has 
been so chosen. 

Consider the projection 7’,: CiEE,+I Xi + PYl given by Tl = 
(S,QR,+,L)-’ SlQRl+,. Let 4 =CiPEIXi and Z+, = ker(T,)n 
CIxi:iEEl+~\E~~ and note 
because ker(T,) 1 CiEE, 

that PY, OX;+ 1 @ CisE,Xi = CieE,+, Xi 
Xi. Clearly, C,X; is isomorphic to an I, sum and is 

a complement for 2 PYi in C Xi. So C,X, @ Y = Z((Jyz: yi + (Zipi)). 
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Now we must perturb C X; to get a decomposition of 
NJ Y= 1 Yi + (rt\8d). However, 

Z ( iQl Yi + (TiPi)) =R (X PYj+xX;) =R (XX;) =xRX;. 

Also, R Ix; is an isomorphism and R preserves compactness, so 2 RX,’ is an 
I, sum decomposition of Z(Uj’=i yi + (r,\8i)) into compactly supported 
subspaces. We want to show that this is an engulfing I, sum. Before doing 
this, let us compute the estimates needed and how they restrict the choices of 
Ei, ai, 6i, and 1. 

Let C, be the 1, constant of C Zp. Let M be the bound for which P 
respects the ideals Z(yi + (Zipi)), i = l,..., n - 1. Let C, = Ilplj, where ~1 is the 
separating measure in Proposition 3.8. Let C, be the I, constant of 2 Xi. In 
our construction Iz = C, = lI,uJI by the remark following Proposition 3.8. We 
state the estimates needed below: 

(1) As a subspace of L,(G), JJ Y1 is C, C, lIpnIl isomorphic to 
(C YJr,. 

(2) Il~~r,~Ln/~r,~-111~~~~2. 
(3) IlCr,~iYil~ y,ll < a,C:C: IIP~I~I~~(C~,~~~~ y,)~‘II~ Here and in the 

following we assume aj+i <aj<cr,, j> 1; and so (3) comes from 
Proposition 3.4. 

(4) II(pIz ,J’ II < l/W - Wn - 1) a1 C, C, 11~~ II>. Indeed, for Y = 
c Y/ E c y,, Yl E yr> 

n-1 

llY-pYllI GM x lIc~ini7iiyl11~ i=l 
n-1 

GM Z C Ilc~i71i~iiylI11 
i=l I 

n-1 

GM Z Ca,II.hll, (by (c)l 
i=l I 

Hence, llvlll < IIY -Pulll + IIPYII~ <Mb - 1) a,C,G IM IlyllI + IIPJJII~ 
and IIPYII~> (1 -jW- ~~~,~,~~Iliu,ll>ll~ll~~ 

(5) II(CP,% Iz PY,> -‘/I < 2 ll(CL1,~& y,>-‘ll llpll G 2C,C, llpll by Prop- 
osition 3.3. 

(6) With Q=Z--R = (Crn/ZPYJ-l Cw,~,, IIQII G~IIP~II CIC2 IIPII by 
5). Also IIR II = III- Qll G 1 + 2 lblnll C,G IlPll. 
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(7) The spaces C PY, and (2 PY,),, are C, isomorphic for some 
constant C, which we estimate as follows. Let y, E Yr, 12 1. Then 

2 II(pl~u,>-‘IIr’ c,‘c,’ IIPnlJ1 IIPII-’ 2 IIW,. I 

Hence, C3 G lI(PIz y,>-’ II C, C, Ibnll IIPII. BY 4), C3 < Cl C, Il~,ll lIPII/(l - 
Mb - l)%C,C* II&II>. 

(8) II S,II < C,, where S, : C PY, + PYr is the coordinate projection. 

(9) IWI,x;)-‘II < IIKY~~II < 1+lI~~,lI < 1+C,wIl~,/l < 
1 + C: IIQII C, Il&Q~,+,IwJ~‘II~ so II(~I,xI)~lII < 1 + 2C: IIQII C,. 

We see then that our requirements on (ai) and (a,) could be, up to now, 
just that 

0) Ei < l/4 Il~,ll Cl C, llpll C,, i > 1, and 
(II) a, < l/2 nMIJ&l/3 c:c:. 

Indeed, with the requirement from (I) and (6) and (8), 
si < l/2 II Qll sup, I/ S,I[, i > 1, and so .sI < i /I Qll llS,ll as required earlier. Also 
(II) is exactly what is needed to apply Propositions 3.3 and 3.4 in both (3) 
and (5) and still satisfy the restriction in Proposition 3.3 that E < l/ll~,il for 
the appropriate E > 0. Moreover, (II) implies that a, ( j(n - 1) M Il,u,lI C, C, 
which is needed for (4) to be meaningful. 

In order to show C RX,’ is an engulfing I, sum, we first show that for any 
E > 0 and any m > 1, there is a compact set K and 6 > 0 such that if 
(IRCx&lli<6IIR CXilli, with XiEXi’, i> 1, then IIR C~z~Xiil < 
E IIR J/ xi(l. Since 2 RX,’ - (2 RX;),,, we need only show that for 
arbitrarily large n, there is a compact set K; and 6; > 0 such that if 
II~C~iI~~II~~~~IIRC~ilI~~ then IIRC~=~Xilll <~AlIRCxilll, with (&A) 
decreasing to 0. Indeed, if l< n, then there is a constant C = 
IIRII l[(R Izx,))I) C, independent of n, 1 such that C I/R Cyrl Xii/l > 
IIR Zf=l Xih,* Th W 
C&A IIR CXiII,* 

if IIR CXiI,:II, < 8; IIR CXiIIl, then IIR Cf=l XiIIl < 

Fix Z> 1. Let x=RCz,xi,xiEX;, with IJxIx,J, <6,IIxli,; then also 
I(xIK,II1 < 6, IIxI(~ for s = 2 ,..., 1. Hence, for s = 2 ,..., I, 

IlRs~lll = II@‘, -Ps-JxlII G IlPsxll~ + lips-,xIIl 
G 2c.4 IlPlXll < 2C,&, IlXlll by Cd). 
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Because T,+, = (S,+, QRsJpy,-,)-I S,-, QR,, it follows that 

IITs-,x11, < 2C,&, ll(LQRsl~~~)-~ LQII llxIl1. 
Now x=RCxi=(Z-Q)cxi and T,_,Xi=O, i>l; therefore, for 
s = 2,..., I, 

II 
T,-,QCXi ~~C~~III(~~-~QR~I~~,~,)-~~~-~QIIII~II~~ II 1 

If s > I, then 

~~Ts-*QZXil~,~~, < IlTs-,azXii,,- ((PI~,.,)-~T~-,QZX~) IK,/lI 

+ /I ((~~r,-,)-l T,-IQEXi) (L, /iI 

<as-,~(n-1) //(PI~~~,)-~ q-,Q,XXi /II 

+~s-l //(PI~~~,I-~ Ts-lQrXi 11 

h(~,r~(n-l)+~,,)ll(~~~~~,)I~T,-,Q~xill 
1 

because (d) holds, K,- , 3 KI, and P respects ideals with bound 44. Summing 
over s gives 

< 2(Z - 1) C,E, s=2,...,1 lI(hQRsl~m,)-~ Ss-,QII max 

x II(RI~x,)-~II /1 xxi II1 
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<W- l)c,~, max lI(Ss-,Q~sIpy,~,)-l S,-,QII s=z,..., I 

X ll(RI~X~>-‘ll lix xi 11, 

+ (a,M(n - 1) + 8,) C,C, Il~nll II(‘lz Y,Ipl QII //x Xii1 ; 

Hence, we have the estimate 

where 

P,=~,IIRII+~(~-~)C,&, ,z,yf,, IICLQUJ S,-,Qll llVlzx;>p’II 

+ (a&W - 1) + 4) C, C, lliu, II ll(PI1: v,) - ’ Q II. 

BY (6), VII,< 1 +2ll~nll C,C,llpll. BY (91, II(RI,xI)-lII‘< 1 +2C,C:IlQll. 
BY (4) and (6), 

IIV’Iz ,,,)-’ Qll < 2 lIlu,ll C, C, II~lll(1 - M(n - 1) a, C, C2 Ililr,ll>. 

And finally it is easy to see that lI(S,-, QR&-‘/I < 2 always. So 
maxs=z,...,i Il~~,-,Q~,>~‘~,-,Qll~~~,I/Qll~4ll~,ll~,~,~,ll~li by (6) 
and (8). Hence, 

P/G h(1 + 2 II&II CIC, lI~ll> 
+~~~-~~~/II~1,Il,~~~~~~lI~Il~~+4Ilrll,ll~,~~~~~:lI~Il~ 

+ %04(~ - 1) + s,> w: lIPu,l12 IIW(1 -MN - 1) a,C,C, Ilu,ll>. 

We now make the assumptions that 

(III) lim,_, le, = 0 and lim l+ca a/ = 0. 

It is clear than (E!) and (al) can be chosen to satisfy (I), (II), (III) 
simultaneously. 

But now we have that for any t > 1, there exists I(t) > t such that 
p!(l) < 6,. Hence, 
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Q IIR II &/(r) 
1 

Since lim I+ao &I(1) = 0, this establishes (ii) in Definition 3.9 for the decom- 
position JJ RX,’ of Z(U YE r yi + (Zi\Bi)). 

Finally, for (i) of Definition 3.9, let W be a compactly supported subspace 
of Z(U I=, yi + (Zi\B,))* Then W c CiEE, Xi for some 1. Hence, 

This completes all of the details of proving that under our inductive 
hypotheses, the ideal Z(uy=, yi + (r,~i)) is complemented by a pro- 
jection R which preserves compactness, respects the ideals, and that 
I(U ?= 1 Yi + tTiVi)) is isomorphic to an engulfing I, sum of compactly 
supported spaces. We remark that in this induction we used the fact that G is 
u-compact and we do not know if this restriction can be removed, although it 
seems likely. 

Our inductive method gives a proof for complementation of 
Z(U;= I yi + (ri\8i)) in special cases. 

3.11. THEOREM. Suppose G is o-compact and Zi, i = l,..., n, are closed 
subgroups of Z. Assume that the pairs (Zj n n;=, Zi, Z,- 1 n n I=, Zi) for 
1 <j < s - 2, s = 3,..., n, and the pairs (Zi, Z,), i = l,..., n - 1, satisfy (D). 
Then for all yi E Z, i = l,..., n, and all finite unions Bi of cosets of clopen 
subgroups of Ti, i t l,..., n, the ideal Z(Uy=, yi t (Zipi)) is complemented. 
Moreover, there is a complementing projection which preserves compactness 
and respects the ideals Z(yt t (Z,\B,)). 

This is a much weaker result than our induction procedure allows because 
(D) is not required for pairs that have their associated cosets separated. We 
get this corollary which generalizes Proposition 3.2. 

3.12. COROLLARY. Suppose Ti is isomorphic to Rk”’ c R”, where 
1 < k(i) < n. Let F, be a finite set. Then Z(CJr=, vi + Zi V F,) is 
complemented for any choice of vectors vi c R”, i = l,..., n. 



288 ALSPACH,MATHESON,AND ROSENBLATT 

Remark. We know generally that for a-compact metric groups G, an 
ideal Z(lJ y=, yi + (ri\8i)) c L,(G) is a pi space. Also, the ideal is 
complemented if and only if it is isomorphic to L, [0, 11. This says something 
a posteriori about some particular ideals above which are (or are not) 
complemented. However, to use this information to prove the complemen- 
tation theorems does not seem possible from what is known about the 
structure of these ideals. 

4. GENERALIZATIONS AND QUESTIONS 

In the last section, we formulated an inductive procedure to construct 
projections. However, the procedure appears to fail for examples such as 
Example 0.1 (v), the ideal J=Z(RXZX{O}U{O}X~Z~R~ 
{0} x R x {O}). We k now that Z(R x ZX {O}U {0} x R x {0}) is com- 
plemented by the inductive procedure. The difficulty in the next step is that 
R X Z X {0} t {0} X \/z Z X R is not a direct sum. But notice that 
R X R X (0) t {0} X fl Z X R is direct modulo {0} X \/z Z X R, and thus 
we can lift into Z(R X R X {0}) c Z(R X Z X {0} U {0} X R X {0}), i.e., there 
is a subspace X of Z(R X R X (0)) such that zuO,X+ZXRj~ maps X 
isomorphically onto Z({O}X~ZXR~R~R~{O})=Z({~}X~ZX 
R n (R X Z X {0} U (0) X R X {O})). By Proposition 1.7, it follows that .Z is 
complemented. Moreover, we retain all the properties needed in this comple- 
mentation of J to continue the inductive procedure; thus, we can continue 
building projections onto appropriate smaller ideals. 

The basic idea of this example is that although a group Zi occurs in the 
representations of the hull such that Zi and Z, fail to satisfy (D), there is a 
larger group Z\ r> Zi such that Zi and Z,, satisfy (D) and 
r; n r, c i.J 1:; (rip+) n r, . This could be modified to include more 
general coset forms. This leads to the following questions. 

4.1. Question. Given two closed subgroups Zi and Z2 in Z failing (D), is 
there a (unique) minimal closed subgroup Z;, Z 3 r; II~ Tz such that Z, and 
Z; satisfy (D)? 

Indeed, for the particular case above, we actually have this stronger 
question. 

4.2. Question. Given two closed subgroups Zl, Z2 of Z failing (D), is 
there a (unique) minimal closed subgroup H of Z such that all the pairs, 
w, a, (H, r,), (r, , H + r,), and (Z,, H t Z,) all satisfy (D)? 

In Example 0.1(v), H exists and is {0} x R x {O}. But even if there is no 
minimal object, we can ask the following question. 

4.3. Question. Suppose Zi, Z, are closed subgroups of Z failing (D), but 
Z(A) is complemented for some A, Z I) A 1 Z1 U Z2. Is it true then that there 
exists some H as in Question 2 with H c A? 
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All these questions are related to the problem of discerning when, and 
how, the spectrum A of I(A) contains parts which cover up the flaws in other 
parts, flaws that at first would seem to prevent I(A) being complemented. 
These questions are also closely related to Proposition 2.1 and this 
generalization of it. 

4.4. THEOREM. If r,, r2 are closed subgroups of r such that (D) fails 
for (r, , r,), then I(T, u r,) is not complemented in L,(G). 

Proof: The failure of (D) means that for any compact neighborhoods L 
and W of 0 in I’, there exists y1 E r,\C + (r, nr,), yz E T,p such that 
y1 - yz E W + (r, n r,). Assume I(T, U r,) is complemented, so there exists 
a projection P: I(T,) -+ I(T, U r,). Let X= ker(P). Let H = r: and let 
TC: L,(G) + L,(G/H) be the associated map. By Proposition 1.7, 
rc: X + I(T, n r,) c L ,(G/H) isomorphically. 

Now let W, be a compact neighborhood of 0 in G/H with I?z~,,,( W,) = 1. 
Consider A = {a,: y E r,}, where a?= ~1,~. Then A c L,(G/H), A is weakly 
relatively compact, 6,(y) = 1 for all y E rl. Denote the group (r, n Tz)’ in 
G/H by HI/H. Let n1 : G/H+ G/H, = (G/H)/(H,/H), and let #I be a 
continuous Bruhat function for HI/H, as discussed in the beginning of 
Section 1. Let P, : L,(G/H) -+ L,(G/H) be the projection onto I(T, fY r,) 
given by PIx=x-$,x,(x) from Proposition 1.3. For yE r,, let 
xY= (nI;‘)(P, aJ = rl;‘(a,- ~,n,(a,)). Then {x,: y E r,} is also weakly 
relatively compact in L,(G). Hence, there is a compact set K such that 
ll~~l~~ll, c a for all YEL by the uniform integrability of {x,: y E r,}. 
Again, by the uniform integrability, there is a compact neighborhood W of 0 

in r such that I$(y,) -$(y2)/ < a if y1 - yz E W, y E r,. But notice 

also that if Y, E r,, y2 E r2, then ~,l(yl> = (amfi))(yl) = a^,(~,> - 

m(y,) = 1 -m&J. Also, z,(y,) = 0 because xyl E Z(T,). We 
claim that if E > 0, there exists a compact set L such that for 

y, & L + r, n r2, then m)(y,)l < i. Given this, choose y1 E T,\L + 
(r, n r,) and y; E r,\L, y1 - y; E W + r, nr,. Then y1 - y; - h E W for 
some hEr,nr,. Let y*=y;+h. We have 

H < IqYl) - 4,02>l 

This contradiction would complete the proof. 

580/59/2- 10 
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We have to estimate #m(y), y E rl. This can be done as follows: 

lhGZ&~)l=; ~~G,HP,WJ(xM4 dm,,&j 

where W,(X) = (N,,H #,(x + k) jr(x + k) dm,,,,(k). Since v@) is H,/H- 
invariant this gives the estimate 

We claim SU~,,~~ \i,~,Jx)l-+ 0 as y--t co in r,/F, nT,, which gives the 

estimate on #z(y) that we wanted. Certainly, if x is fixed, WAX) --t 0, 

y-+ co in T,/T, nr,. Indeed v/,(x) = .G) . y(x), where .4,(h) = Qr(x + h), 

h E HI/H. Note .#, E L ,(H,/H) and Hi;;‘H = T,/T1 f7 F2. Since IwAx)\ = 
/^\ 
I,.#,(y)l, the Riemann-Lebesgue lemma proves the fact above. 

Now recall that q%r =f * l,, f E C,(G/H) and @ a measurable set. If 
x,, xf E G/H, then 
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Since fg C,(G), limx,-x2-10 II ., f- X2fllLI~GIH~ = 0. Hence, lim x,-x2+0 r$(Y) 

- l&O)1 = 0 uniformly in y. Because IV, is compact, and because 
n 
1.$,(r)] - 0 as y -+ co in Zi/Zi n Z, for any fixed x E IV,, this shows that we 

can make I w XI= 6hl 
ii 

uniformly small on IV, by letting y+ co in 
r,/rI C-J r2. 

Remark. In Reiter [ 111, the construction of the Bruhat functions shows 
that we could assume at the outset in the above that $l]WO+H,,H is compactly 
supported. This would be enough to make the last part of the argument work 
too without our special form for #i. 

Almost all that we have done here is based upon the relationship between 
the pairs of subgroups in the representation of the hull of the ideal. However, 
we know that we cannot handle some ideals in this way. In particular, this is 
the case for Example O.l(iii). Each pair of subgroups satisfy (D). So the 
inductive procedure must fail when tan(e) is irrational because the ideal 
Z(,Rn(ZxRURxZ)) is not a 1, sum of compactly supported subspaces. 
We have no direct method of reaching this conclusion. It is only by 
Proposition 1.8 and the nature of the inductive procedure in Section 3 that 
we see it is true. Unfortunately, Proposition 1.8 is of limited usefulness 
because of the strength of the assumptions. In particular, we cannot decide 
when an ideal .Z = Z(iJF= i yi + (Zi\Bi)) is complemented in L I(R ‘) if n > 5. 
But if n < 4, then Proposition 2.1 and Proposition 3.1 can be used to show 
that if .Z is complemented, and the cosets are not separated, then there are 
two pairs of subgroups in the representation which satisfy (D), i.e., we have 
without 10~s of generality some Z(Uy= i yi + (Zipi)) and Z(U4=3 yi + (Zi\Bi)) 
which are complemented. Then we apply Proposition 1.9 or use the inductive 
procedure of Section 3 to complete the construction of a projection on .Z. The 
result is that, for any complemented ideal J in L,(R*), with no more than 
four terms yi + (rip,) in the representation of its hull, the ideal can be 
shown to be complemented by the inductive procedure. 

Indeed, as far as we know, every complemented ideal in L,(G) may be 
complemented by the modified inductive procedure discussed, by way of 
Example 0,1(v), at the beginning of this section. But this would not give a 
nice criterion on A for Z(A) to be complemented. 
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