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Abstract

The paper describes a method to compute a basis of mutually orthogonal polynomials with respect to an arbitrary Jacobi weight
on the simplex. This construction takes place entirely in terms of the coefficients with respect to the so-called Bernstein—Bézier form
of a polynomial.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

This paper describes a construction of orthogonal polynomials with respect to arbitrary Jacobi weights on d-
dimensional simplices, extending the approach from [10] for Legendre polynomials. The computations will take place
entirely with respect to the so-called Bernstein—Bézier basis which is in several respects the most natural way to represent
polynomials on the simplex, making it very popular in the area of computer aided geometric design (CAGD). Besides
their appealing geometric properties, some of which we will present and exploit in this paper, the Bernstein—Bézier basis
is also known to be the numerically most stable basis on simplices, cf. [11,13]. On the other hand, the condition number
of any basis conversion is always worse than the gain of stability obtained by using the Bernstein—Bézier basis, so that
algorithms that determine polynomials in the monomial form, say, and then convert them into the Bernstein—Bézier basis
are useless from a numerical point of view. Moreover, the application of the classical Gram—Schmidt orthogonalization
procedure is also not advisable in terms of the Bernstein—Bézier basis, as the computational effort of degree raising
becomes overwhelming, see [13] where the same effect is pointed out in the context of polynomial interpolation.

Because of these reasons, it is reasonable to look for methods that work with polynomials entirely in terms of the
Bernstein—Bézier basis, and this is what we will do here for the construction of orthogonal polynomials with arbitrary
Jacobi weights. It will turn out that, in contrast to the Rodriguez formula which can be already found in [2] for the
triangle case, this approach even determines an orthogonal basis, that is, the basis elements of degree n are not only
orthogonal to all polynomials of degree n — 1, they are even mutually orthogonal. Explicit formulas for mutually
orthogonal bases on the simplex can be found in [9, p. 47].
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2. Notation

We begin by setting up some terminology. If V C R is a nondegenerate simplex with vertices vy, ..., vy € RY,
then any point v € V can be uniquely represented as the convex combination

d d
UZZMJ'U]', u;j =0, Zujzl.
Jj=0 Jj=0
The vector u = (uo, ..., uq) is called the barycentric coordinates of the point v with respect to the simplex V. Being

an affine invariant “local” coordinate system with respect to a given simplex, barycentric coordinates have become
an important tool in CAGD, for example in the context of multivariate spline surfaces, cf. [7], as they allow to work
entirely on the barycentric standard simplex

Sy = u:(uo,...,ud)ERd+l:uj>O,1=|u|::Zuj . (1)

We will also use a different way of writing the standard simplex, namely as
Sj={x=(x....x0) € R": x; >0, x| <1}, 2

and identify x € S} with u € Sy by the straightforward relationship u = (1 — |x|, x). Integration over S, is now
defined as

/f(u)du=/ £ =[] ) dx
Su S5

1 I—xq |
Z/ / .'./ f(]_|x|’x1"""xd)d-xl"'d_Xd,
0 0 0

yielding the normalization |, Sy du = 1/d!. Derivatives in barycentric calculus are directional derivatives

d d d
Dy:Z)’ja, Zyj=0,
j=0 I j=0

where the side condition on the barycentric direction y stems from the fact that y is interpreted as the difference u — u’
of two points u, u’ € Sy and thus all its components must sum to zero.

A basis of the space I1,, = II ,”f of all polynomials of total degree at most n in d variables are the Bernstein—Bézier
basis or B-Basis polynomials

Bp(u) :=(|B|)uﬁ = B b

i Bol---pgl 0

according to a homogenized multiindex [} € Fg ={ye Ng“ . |yl =n} of order n. Here, || := yo+ - - - + 7, is called
the length of y. Like with factorials f3!, we also interpret all other quantities involving vectors R?*! as products of the
individual values, in particular for the I'-function, where we set
d
I(x)= ]_[ I(x;), xeRML
j=0

The Bernstein—Bézier representation or B-Form for short, cf. [4], of a polynomial p € II, is simply given as

p= Z ppBp. ppeR. Bely. 3)
per)
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The coefficients pg of p are often called B-coefficients, they form the control net of the associated surface. Though
the elements of the B-basis are indeed very special B-splines, they should not be confused with the latter as a spline
is a piecewise polynomial while here we deal with polynomials only. A drawback of the B-basis is that all the basis
elements of the polynomial space II,, depend on the degree n, in contrast, for example, to the monomial basis. Hence,
the problem of writing the polynomial p from (3) in terms of Bg, f € I' 2 41- s a nontrivial one. Nevertheless, writing
¢; for the canonical unit multiindices, (¢j); =6k, j, k=0, ..., d, itis not difficult to see, cf. [4], that
d B,
p= 2 Rp)sBp.  (Rp)p=D  ——pps “)

per,, Jj=0

where the degree raising operator R computes the new coefficients for the degree n + 1 representation in a very stable
way as convex combinations of the old coefficients.

Finally, we will denote by I',, ={7 € Ng : | 7| <n} the set of non-homogeneous multiindices of order <n. Obviously,
the two sets of multiindices are related by y = (n — |7],7).

3. Jacobi polynomials and differential operators

For o = (ag, ..., 09) € Rd“, oj>—1,j=0,...,d, Jacobi polynomials are orthogonal polynomials with respect
to the inner product

(f. &)" 2=/ f)g(u)u® du. (5
Su

Jacobi polynomials on the triangle have already been studied in [2], where, for example, a Rodriguez formula has been
given. Like usually in multivariate orthogonal polynomials, we define the space 2, C II, of Jacobi polynomials of
degree n by

(P, H,—1)*=0, ie,(p,q)*=0, peP,, qell,_.

Closely related to the Jacobi polynomials is the second order differential operator .«/* written as either

d
—y:. O ) 0
A=Y (1= )T (1 - eyt %t 2
j=1 !

ox I Ox;
1 0 B\ a4 o 0
=0 —oy oj o+l
- . — ) — 6
+ 2 jél Ytk (fﬁxj axk> A <6xj axk) ©)
or in the more symmetric barycentric form
d
1 —0;  — 6 6 oi+1 1 a a
A% = — AT ‘i o+~ Y ) 7
2 jéo “io M <6uj auk) “io M Ouj  Oug M
In [5] the differential operators have been given in the slightly different but clearly equivalent form
0 0 0 0
oA =u"" <— - —) ujugu’” (— - —) . (8)
Ogggd Ouj  Ouy Ouj  Oug

For special cases of «, these operators have been given earlier, see, for example, [8,3] for « = 0 and [12] for the

degenerate case o = —¢, ¢ = (1, ..., 1). Also note that the second order part of .«/* takes the form
2x1(1 — x1) —X1X2 —X1X4 Ba_
170 ) —X2X] 2x(1 —x2) ... —X2Xg *
ol =... = : . , , : €))
2 | Oxq Oxy . : 3

—X4X1 —X4X2 o 2x0(1 — xp) Oxq
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and is independent of «. Moreover, this purely second order operator from (9) corresponds to the case o = —¢ and is
closely related to the classical Bernstein polynomials as is pointed out in [12]. Some basic facts on .o/* are given in the
following theorem due to Braess and Schwab [5], a proof of which we briefly sketch for the sake of completeness.

Theorem 1. The operator .o/*

(1) Is elliptic on Sq and strictly elliptic on the interior of Sg.
(2) Is self-adjoint with respect to the inner product (5):

(% f, )" = (f, S"g)".
(3) Has the Jacobi polynomials as eigenfunctions whose associated eigenvalue depends only on the total degree:

A'p=—-nn-+|a|+d)p, peP,. (10)

Proof. The ellipticity follows immediately from (9) as shown, for example in [6], but clearly the smallest eigenvalue
becomes zero if x; = 0 for some 1< j <d and also for |x| = 1. Self-adjointness, on the other hand, follows by partial

integration, while for (10) one first computes for y = (y;, ..., y,) € I', that
d
A = =l o+ )+ ) )t (11)
Jj=1

from which we conclude that (.«/ — I)II,, € II,_. The unique monic Jacobi polynomial p‘;‘,’y\ e I'y, |y| = n, written
as p%(x) =X+ p(x), p € II,,_1, satisfies

(4pf.q)" =(p3, #q)" =0, qell,

and therefore we have that .o/ pfj\‘ € Z,. But by (11) this is again a monic polynomial with leading term x7 and thus is
a multiple of p% Comparing leading coefficients in (11) then immediately yields (10). [l
4. Bernstein—-Durrmeyer operators

A main tool in the construction of the Jacobi polynomials will be, like in [10], the Bernstein—-Durrmeyer operator
associated to the Jacobi weight u*, most conveniently written as

Vi f ) = (f. K, u)* =/§ FK, (u, v)v*dv, (12)
d
with the symmetric kernel
” B Bp(u)Bg(v)
Kn(M,U)— ZO W (13)
per,

Note that the a-dependency of the kernel results only from the normalization coefficient for § € I” 2

(1. B )a_F(|ﬁ|+l) F'w+pB+e T+l (fl+1) (@+e)p
OB T TBre Tetfre)  TAftate) P

which ensures that V,*1 =1 for all n € Ng. Here, (o + ¢) I denotes the product Pochhammer symbols, cf. [1, p. 256]

; (14)

d
a+ep=]]@+D- (@ +8).

j=0

Next, we give some crucial facts on the Bernstein—-Durrmeyer operators.
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Theorem 2. The Bernstein—Durrmeyer operators V.7,

n € Ny, have the following properties:

(1) Forye Ng“ the monomial my(u) = u’ satisfies

r 3 , ! r )
Vi, () = (|l + €| + n) Z (/> n (o + /+8)u,1' 15)
F(|0€+V+8|+n)n<y n) (n—nh! I'(oe+n+e)

In particular, V¥ € Iy, k € Ny.
(2) They commute with the differential operator <7*:
VI = A"V 16)
(3) The Jacobi polynomials are eigenfunctions: for any p € P,,, m <n, we have that

n! I'(Jo+ ¢ +m)

Vip=
(n—m)! I'(lo+ €| +m +n)

P =Jnmp. A7)

Proof. To prove (15), we assume that |y| <n, as otherwise the statement is trivially true, and first note that for f € I’ 2
we have

(my. Bp)*  T(la+p+el)

= + B+ o),
0 Bp* Tt faytap TP
hence,
T(lo+ ¢| + n)
. = . Bnp. 1
V' F(|oc+"/+8|+n)ﬁ2;0(a+ﬂ+8)/ B (18)
Eﬂ

On the other hand, the (formal) identity

ol ol !
u_“m(u”“(uo Tedug)) = u—“@ > utBg(u)
per;)
- n o7 +h+)
—t 3 (5) St = S nonny
per?® per,

together with the (formal) Leibniz expansion

71

W W g )" = > (

ou’
" Ny

y) n! F(CX-’-V-’-S)M;,I
n) (n—mh! I'(e+n+e)

immediately yields (15). Now, setting 7 = 0, then also 775 = 0 for all <y and thus the monomial x7 s mapped to a
linear combination of the monomials x, n<7y.

Eq. (16) is a consequence of the symmetry of the kernel K and the self-adjointness of .c7*.

To prove (17), we again use the monic Jacobi polynomials p%, | 7| = m, and conclude from (15) that

n! I'(lo+ ¢l +m)
VEpd — o 19
P G S Tat e +mam’? T4 (19)
for some g € II,,—1. Expanding g in terms of p%, | 77| < n, and using the commuting property (16) together with (19) to
compare the expansion coefficients in .o/*V? p% =Vro* p%‘, a simple inductive argument shows that ¢ must be zero,
providing us with (17). U

Based on the properties listed in Theorem 2, one could also study approximation properties of the de la Vallée—Poussin
like summation procedure given by the positive linear operator V%, just like in [3,12]. Since we are interested in the
construction of orthogonal polynomials, however, we will not pursue this line any further here.
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5. The discrete inner product and a characterization of orthogonal polynomials

For a given degree n € Ny and polynomials p, g € I1, with respective Bézier coefficients pg and gg, f € I 2, we
define the discrete inner product of order n
(x+e)p

ﬁ, (20)

(p.qhy =Y ppapw”(B), w(p):=

pery

and observe that for « = 0 the identity (¢) g = B! yields w* = 1 and thus the inner product becomes the one from [10]
in this situation. If p € II,, and g € II,,, m <n, then we use the degree raising operator to extend the product as

(p.a)y=(R""p,q);

therefore, the inner product depends only on the polynomials, not on their specific representation of a certain degree.
With respect to the inner product (-, -)%, the degree raising operator R has an adjoint which can be computed to be

d
(R p,a)i=(p. Ra)i =3 ppR)gw*(BY =2 > pp~rap—s,w* ()

per, 7=0 per;

ﬁj‘f‘ldj-i-ﬁj-i—l

[
N
N

Pp+e; | apw”(B),
per?_, \j=

yielding the explicit formula for the degree reduction operator R” as

d
oj+pi+1
T J 0
(RTpyp=2 ———rpes;, Bl @1
j=0
Though this operator is based on convex combinations if and only if |« + ¢| = 1, for example when « = —(d/(d + 1))e,
we still note that all coefficients appearing in (21) are at least positive since «; > — 1, j =0, ..., d. Now we are in

position to characterize Jacobi polynomials in terms of the adjoint degree raising operator.
Theorem 3. A polynomial p € I, belongs to 2, if and only if RT p = 0.

Proof. Theorem 3 is direct consequence of the case m =n in Proposition 4 that follows immediately. Indeed, if p € 2,
and g € II,,_1, then (22) implies that

0=(p,Rq)* = (R p,q)%,

and this holds true for any ¢ € IT,_1 ifand only if R p =0. O

The next proposition is not only a useful tool for the proof of Theorem 3, it also shows how the inner product between
a polynomial from £2,,, m # n, and an arbitrary polynomial of degree n can be computed in terms of the discrete inner
product.

Proposition 4. Form<nlet p € 2, and q € I1,,. Then

I'(o+ &)n! y

b D —————(p, q)%. 22
(P q)" = An, F(n+|a+8|)pq)n (22)
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Proof. We first notice that
_ _ _ (p, Bp)*
Z (Rn mp)ﬁBﬁ:p:)“nall’anap:/ln,}n Z ﬁBﬁ
per? eI Y
so that comparison of coefficients and (14) give

I'(a+e)I(1+1)
Ir(p+oa+e)

(P, B)* = Znm(R"" p)p(1, Bg)* = Zn.mn (R"™"" p) gw*()

Consequently,

I'(o+ e)n! B
<pv Q)u: Z 61ﬁ<P, Bﬂ)“zin,mm Z(R" mp)[j’CIﬁwa(ﬁ)
pery) per?

which is (22). [

We next give a slightly uncommon way to parameterize the Jacobi polynomials, namely by their restriction on a face
of S;. To that end, we denote by

6j§d ={ueSy:u;=0)

the j-face of S;. Any such face is isomorphic to S;_; and their union forms the boundary 0S,; of S,. Analogously,
we also define

0 0 .
o,Iy={pel,:p;=0}
One appealing geometric property of representing polynomials in B-form is that the restriction of a polynomial p € I,
to 0 7Sa depends only on the coefficients ppg, ped il 0 and therefore p, g € II, coincide on 0 Sa if and only if
Pp=4p, [3 (S ajFS.

Theorem 5. For given j € {0, ...,d} and q € II, there exists a unique polynomial p € 2, such that

P|6j§d=CI|aj§d7 i'e'9 p(u)zq(u)v ueajgd

Proof. Writing ¢ in its B-form of degree n, we get coefficients gg, f§ € Fg. Setting pg = qp for f € ajrg, we
immediately obtain coincidence of the two polynomials on 0 j Sy. For any f € © I 0 the requirement (R” p) =0

n—1-
can then be rewritten as

o + B + 1 .
Ppis; =— Tﬁ’prM, Bte €00, k#j. (23)
k#j T

which determines the coefficients pg, f € I’ 2, B; = 1. Repeating this argument, we successively obtain the coefficients

pp. Bj=2,3,...,n,and end up with the coefficients for a polynomial p such that RT p =0. By Theorem 3, p belongs
to #,. U

Theorem 5 tells us that we can normalize the Jacobi polynomials in 2, by prescribing polynomials of degree at most

n on one fixed face of S,;. This is in full coincidence with the univariate case where usually the orthogonal polynomials
are fixed by their behavior on some zero dimensional face of the interval, i.e., by their behavior in one of its endpoints.

6. Construction and orthogonality

The basic idea of the construction of a basis for #,,, n >0, is now suggested by Theorem 5: we fix j, take a basis
of orthogonal polynomials of degree <7 in d — 1 variables, obtained by a recursive application of the method, attach
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these polynomials to the face 0 j S, and finally extend them by means of (23) to an element of #,, coinciding with the
lower dimensional polynomial on that face. This way, we recursively obtain a basis

(P Ble g Belcil, neN

of orthogonal polynomials. For a more detailed look at this construction, we assume for simplicity that j = d, i.e.,

we associate the lower dimensional polynomials to the face 0,S; where ug = 0. Using ' := (Bo, ..., fs_1) and
/3/ = (B, ..., PBy_y) for the “truncated” multiindices, the Bézier coefficients of p = p*[f] are defined recursively by
1B arn!
py=R VI B, 9 e 0y, (24)
|
k 0

ey = — ———Dytg, vEL,, yy=4¢ £=0,...,n—1. 25
Pytea I; g+ [Preec 7€ Y n (25)

However, this construction even gives us more: the orthogonal polynomials are not only orthogonal to those of lower
degree, they are even mutually orthogonal. In other words, we have the following result.

Theorem 6. The polynomials p“[ﬁ], /[3\ e I'y, n € Ny, are an orthogonal basis of the space 11 of all polynomials.

Proof. For B, € I', we have to validate
0= (p”IB), P (VD" B#7, (26)

which follows directly from Theorem 3 if |ﬁ| # |7 |. Otherwise, we use a different interpretation of (25) in terms of
the coefficient vectors, defined for k =0, ..., n as

PEIBL =[Py n € 0T 1 := LBy = 7 € [ 7g =K,
i.e.,

Py =P IBDyrkeg: M€Y 1o k=0.....n,

which we consider to be coefficient vectors associated to polynomials of degree n — k defined on 0,;S,. Then the
recursion (24) and (25) can then be rewritten in vector form as

031 pn—If| orp’ kg n—k T kin

P fl=R pBl. pIpl= —ad+k+1RP[ﬁ], 27
ie.,
|

' Tk pn—|B| o p!
Ol T, BRTTIEL (28)

PFIBl = (= 1)*

where the operators R and R have to be understood as acting in d — 1 variables, that is, as acting on the truncated
index #’. By Lemma 8, which will be stated and proved next, this implies for k <n — |F| that

7 R ) (29)

M m (m)k ™
pBl=(1 (n—k)!(ad+1)kulﬁ Lkn—|B|

and since p" |[/ﬁ\] is a multiple of the coefficient vector of the orthogonal polynomial p“[TB\,] one more application
of RT annihilates this vector, i.e., RT p”"ﬁ |[/[§] = ( and therefore

PBI=0, k>n—18. (30)
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Now we are in position to complete the proof of (26). Wheneverzﬁ\ 7% and |E| =1|7| =: nit follows that/ﬁ\/ #7%’, and
without loss of generality we can assume that | ﬁ/| >[7’]. Using (30) and (28) we then get that

—lF(n+|a+8|) o AN O oS\
ot ol (P*IBL, Py D" = (p”[BL, P [V D)y
TN 1
= Y, P, B
k=0 :
=\ -+ 1y Fi k=B P L k=1

x (R p g, R p (9 =0
due to Proposition 4. This finally verifies (26).

Remark 7. The vector recursion (27) fails to define p1 if o = —e¢, reflecting the fact that in this case the behavior of
the orthogonal polynomials on the boundary and inside the simplex are completely decoupled due to the singularity of
the weight function, see [12].

To complete the proof of Theorem 6, we finally need the following technical result that says that R” is essentially a
left inverse of R.

Lemma 8. For p € 2, we have that
(R"Y REp=p, ;xR /p, 0<j<k, 31)
where

n+k) TI'n+k—j+la+el) nsk—jn
(m+k—N" I'n+k+lo+e)  Jniin

Hn j k=

Proof. Forany g € I1,,, n<m<n + k — j, we note that Proposition 4 gives

IF'a+el'(n+k+1)

Rn+k7j7m , RT ]Rk o L= Rn+k7m , Rk o — /‘Lil , o
( g, (R R p)y g j = 9 R°P)ysk = 4sken Ttk loteh (g, p)
as well as
i _i . I'o+e)l'n+k—j+1)
Rn+k j—m ; Rk J o\ L= 1 ) , o
yielding that

(R*HI7mg (RTY R*p — p, ; R iy =0,

and varying g over II,, ¢ ; allows us conclude that (31) holds true. [

7. Examples

In this section, we finally give some examples of what the results of the construction methods above look like.
Let us begin with the univariate case and the Jacobi polynomials p*[k], k € Ny, o = (ap, o1) normalized by
p*[k](1) =1, where the point 1 is the face of the interval satisfying 1o = 0; hence, we were choosing j =0 in the above
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construction. This implies that p(, ,) = 1 and by means of (25) we are lead to the explicit B-form

n
, L+ — k4 1)
plnl= ) (=1 B,n—k
EO @+ 1Dy Y

; (o1 + 1)
B = - Bk n—iy; 2
;( ) (o0 + Dyg(og + 1)yi (k,n—k) .

this expression, that can also be easily derived from the Rodriguez formula, has been given in [10] for the case og =01 =0.

In two variables, this already becomes more complicated. The two extremal cases of degree n occur when the
restriction to 0 j S,, where for convenience we set j = O from now on, is either the constant polynomial p*[0] = 1 or
the univariate Jacobi polynomial of degree n, that is, p*[n]. We first observe in the case of the boundary polynomial
p?*[0] that for any k € Ny the vector R¥ p*[0] has all coefficients equal to 1 and so (29) yields that

n!

POl == 7o) (o + Dy,

0
:u(),’yo,n’ S Fn’

leading to a polynomial that depends only on u:

n

PO, mIw) =

k=0

n!
(n — o) (a0 + 1)y,

Ho,p9.n Bin—tk.i (0)-

The opposite extreme is the case of p*[(n, 0)] that restricts to p*[n] on the boundary. Since RT p*[n] =0, we thus get
that

(2 + 1),
@1+ Dy, (o + Dy,
0, "/() # 07

from which it follows that

‘ ) (2 +1) ( 0 )

o _ ; i )

[, 0)w) = (1 —ug)" »_ (=)' Bipy [ —— ).

4 )=( 0 »edn IO ) (a1 + 1)y, (2 + 1)y, 01 \ 72 "o
7<%" n

(=1

v0 =0,
P (n, 0)], = 0

This formula admits a geometric interpretation on the extension of “boundary polynomials” to the simplex: a point
u € Sy is connected to the vertex & and the value of p*[(n, 0)](u) is determined by the value of the intersection
of this line with the face 9,S; multiplied by the “distance” term (1 — ug)". It also shows that for increasing n these
polynomials “live” essentially on the boundary.
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