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#### Abstract

Matrices $A$ and $B$ are said to be unitarily similar if $U^{*} A U=B$ for some unitary matrix $U$. This expository paper surveys results on canonical forms and invariants for unitary similarity. The first half gives a detailed description of methods developed by several authors (Brenner, Littlewood, Mitchell, McRae, Radjavi, Sergeĭchuk, and Benedetti and Cragnolini) using inductively defined reduction procedures to transform matrices to canonical form. The matrix is partitioned and successive unitary similarities applied to reduce the submatrices to some nice form. At each stage, one refines the partition and restricts the set of permissible unitary similarities to those that preserve the already reduced blocks. The process ends in a finite number of steps, producing both the canonical form and the subgroup of the unitary group that preserves that form. Depending on the initial step, various canonical forms may be defined. The method can also be used to define canonical forms relative to certain subgroups of the unitary group, and canonical forms for finite sets of matrices under simultaneous unitary similarity. The remainder of the paper surveys results on unitary invariants and other topics related to unitary similarity, such as the Specht-Pearcy trace invariants, the numerical range, and unitary reducibility.


## 1. INTRODUCTION

This paper is a survey of results on unitary similarity, particularly methods for reducing matrices to special canonical forms via unitary similarities, and properties or quantities that are invariant under unitary similarity. For the equivalence relation of similarity, these problems are fairly well understood and there are well-known standard solutions. This is not the case for the more specialized relation of unitary similarity, where the situation is
more complicated and much of the published work on canonical forms secms to be little known.

We work over $\mathbf{C}$, the field of complex numbers. We use $\mathbf{C}^{n}$ to denote the vector space of column vectors of length $n$ over $C$, with the usual inner product $\langle\mathbf{x}, \mathbf{y}\rangle=\sum_{i=1}^{n} x_{i} \bar{y}_{i}$ and norm $\|\mathbf{x}\|=\langle\mathbf{x}, \mathbf{x}\rangle^{1 / 2}$. The set of $m \times n$ complex matrices will be called $\mathbf{C}(m, n)$, while $\mathbf{C}(n)$ will denote the set of $n \times n$ complex matrices. If $A$ is a matrix, $A^{T}$ means the transpose of $A$, and $A^{*}$ denotes the conjugate transpose. Two $n \times n$ matrices, $A$ and $B$, are said to be similar if $S^{-1} A S=B$ for some nonsingular matrix $S$; if there is a unitary matrix $U$ such that $U^{-1} A U=U^{*} A U=B$, then we say $A$ and $B$ are unitarily similar.

The algebra $\mathbf{C}(n)$ may be viewed as the set of linear transformations on the finite dimensional Hilbert space $\mathbf{C}^{n}$; it is also an example of a $\mathbf{C}^{*}$-algebra. While we deal mainly with the finite dimensional case, some of the results discussed have generalizations to bounded, linear operators on Hilbert spaces. The term operator will always mean a bounded, linear operator.

An $m \times n$ matrix $A$ represents a linear transformation from $\mathbf{C}^{n}$ to $\mathbf{C}^{m}$ with respect to a choice of bases for $\mathbf{C}^{n}$ and $\mathbf{C}^{n}$. One can phrase the statements and proofs either in matrix language or in terms of vector spaces and choice of bases. Unless otherwise noted, we usually use the standard bases of unit coordinate vectors. If $m=n$, we may view the similar matrices $A$ and $S^{-1} A S$ as representations of the same linear transformation with respect to two different bases; the nonsingular matrix $S$ tells us how to change to the new basis. In the canonical form problem for the equivalence relation of similarity one tries to find a basis in which the linear transformation has a particularly nice matrix representation. If we restrict ourselves to unitary similarity, the new basis determined by the unitary matrix $U$ in $U^{*} A U$ must be orthonormal. Thus in the canonical form problem for unitary similarity, one wants to find an orthonormal basis in which the transformation has a nice matrix representation. Unitary transformations preserve the inner product and thus preserve important geometric information. They are also important in numerical methods for stability reasons [122]. Since the equivalence relation of unitary similarity is more restrictive than similarity, each similarity class of matrices will generally contain many different equivalence classes of unitarily similar matrices.

Another familiar equivalence relation on the set of $n \times n$ matrices is congruence-we say $A$ and $B$ are congruent if there is some nonsingular $P$ such that $B=P^{T} A P$. This arises naturally in the study of real quadratic and bilinear forms; symmetric matrices $A$ and $B$ represent the same bilinear form, relative to different bases, if and only if they are congruent. The transforming matrix $P$ represents the change of basis. The complex analogue of this relation is conjunctivity-we say complex matrices $A$ and $B$ are
conjunctive if there exists a nonsingular $P$ such that $B=P^{*} A P$. This arises in the theory of conjugate, bilinear forms; Hermitian matrices $A$ and $B$ represent the same conjugate-symmetric, conjugate-bilinear form, relative to different bases, if and only if they are conjunctive. If $U$ is unitary, then $U^{*}=U^{-1}$, so $U^{*} A U=U^{-1} A U$ is both a similarity and a conjunctive transformation.

The equivalence relation of unitary congruence, where $A$ and $B$ are said to be unitarily congruent if $U^{T} A U=B$ for some unitary matrix $U$, has also been studied [43-46, 124].

In general, one can study an equivalence relation in several ways. One approach is to find a canonical form-i.e., determine a "nice" set of canonical matrices such that each equivalence class corresponds to exactly one canonical matrix. Two matrices are then equivalent if and only if they have the same canonical form. For the equivalence relation of similarity, the rational canonical form, which applies over any field, and the Jordan canonical form, which applies over an algebraically closed field, are two standard solutions to this problem. Alternatively, one might seek a set of invariants that completely specify the equivalence class, so that two matrices will be equivalent if and only if they have the same set of invariants. For the similarity relation, one may use determinantal divisors, invariant factors, or elementary divisors. Note that if one knows any one of these sets of invariants, one can find either of the other sets of invariants. Furthermore, the invariants tell one the Jordan and rational canonical forms of the matrix, and conversely, one can read off the invariants from the canonical form.

These canonical forms and invariants for similarity classes of matrices are well known. Many algebra and linear algebra texts [33, 39, 48, 50, 61, 65, 121] discuss the theory of determinantal divisors, elementary divisors, invariant factors, Jordan canonical form, and rational canonical form; the subject also arises as an application of the structure theorem for finitely generated modules over principal ideal domains. For symmetric and Hermitian matrices, congruence and conjunctivity are also well understood, and many texts discuss diagonalization, reduction to sums of squares, rank and signature, and Sylvester's inertia theorem. However, the equivalence relation of unitary similarity is less well understood. More information is needed to specify a matrix up to unitary similarity than to determine it simply up to similarity, and more invariants are needed to completely specify an equivalence class. Thus, any canonical form for unitary similarity must display more information than the Jordan form, and hence can be expected to be more complicated.

A normal matrix can be diagonalized with a unitary similarity, but in the general case the form is much more complicated. Except for Schur's result [97] that any complex matrix can be put in triangular form via a unitary similarity, and the trace invariants found by Specht [110], much of the
literature on this subject secms to be little known. Many authors [9, 12, 18, $52,59,62,69,81,89,90,92,99]$ have studied the problem of finding a canonical form for unitary similarity and proposed methods for reducing a matrix to a canonical form under unitary similarity. $\Lambda$ s we shall sec, these reduction methods are based on inductive procedures that involve partitioning the matrix into blocks and successively applying unitary transformations to reduce the blocks to some nice form. The final "canonical form" is usually not easily visualized. Recent workers seem to be unaware of some of the work done by earlier authors, and the basic ideas used in the reduction procedures seem to have been rediscovered several times. Several approaches have been proposed, but they share several common ideas. In this survey we try to give a unified presentation of the known results.

Schur's theorem [97], which appears in a 1909 paper, seems to be the most widely known result on unitary similarity. Röseler's 1933 Ph.D. dissertation [92] studies the problem of finding normal forms for matrices under unitary similarity and uses Schur's theorem to deal with some special cases. Currie's 1950 abstract [18] describes a triangular canonical form, but Currie does not seem to have published these results. Brenner [12] gives an inductive definition of a canonical form in his 1951 paper on this problem; the basic ideas of Brenner's induction argument reappear in later work. Brenner suggests that the nonuniqueness of the triangular form established in Schur's theorem makes this an unsuitable starting point, and proposes an alternative method based on the structure of $A^{*} A$. However, Littlewood [59], in his 1953 paper, does begin with Schur's theorem, first using it to describe a canonical form for matrices with distinct eigenvalues, and then developing methods to deal with the general case. Although Littlewood's description of the actual reduction procedure seems a bit sketchy, his method of treating the triangular form reappears in more recent work. Mitchell's 1954 paper [69] deals with the nonderogatory case and also proposes a triangular canonical form; McRae's 1955 dissertation [62], among other things, proposes a general scheme for defining various canonical forms under unitary similarity, including the approach proposed by Brenner. McRae also discusses triangular forms, but seems to be unaware of the Littlewood and Mitchell papers. In 1962, Radjavi [89] described an algorithm for constructing a canonical form; Radjavi's approach is related to Brenner's work but develops a detailed reduction process reducing a matrix to canonical form. Radjavi gives a different reduction method in a 1968 paper [90]. Recent papers (1984) by Sergeĭchuk [99] and Benedetti and Cragnolini [9] propose schemes for reducing a general matrix to a triangular canonical form. Some of the key ideas of these 1984 papers can actually be found in Littlewood's paper, as well as in the work of Röseler, McRae, and Mitchell. These earlier papers, however, seem to be unknown to the recent authors, as they do not appear in
the references of either of the 1984 papers. Sergeĭchuk [99] and Benedetti and Cragnolini [9] do precisely specify the actual reduction procedure.

Sections 2-5 contain a fairly detailed account of the known results on the canonical form problem. Since the key ideas and arguments appear in scveral versions and notations in the literature, and seem to have been rediscovered several times by authors who were unaware of earlier versions, it seems worthwhile to give a fairly complete account of the methods and proofs in this survey. Sections 6-8 deal with issues related to unitary similarity such as unitary invariants, the numerical range, and unitary reducibility. These sections have fewer details and proofs. Unlike the situation for similarity, where one can determine the canonical form from the invariants and vice versa, there seems to be little connection between the known canonical forms and sets of invariants for matrices under unitary similarity. Only in the $2 \times 2$ case does one get a completely satisfying picture of the situation.

In Section 2, we discuss matrices with distinct eigenvalues and the $2 \times 2$ case. In these special cases, the triangular canonical form is fairly easy to describe and understand, and also helps to introduce some of the basic problems and ideas involved in the general case. Section 3 contains preliminary results that will provide the basic tools for describing and developing canonical forms. These results also show that the method used for matrices with distinct eigenvalues applies to nonderogatory matrices, as shown by Mitchell in [69]. In Section 4, we develop the technical details needed to deal with the general case and describe the reduction procedure for the triangular type canonical forms of Littlewood [59], Sergeĭchuk [99], and Benedetti and Cragnolini [9]. The general treatment is somewhat complicated. Section 5 deals with nontriangular forms and the alternative approaches proposed by Brenner [12] and Radjavi [89, 90]. We then move on to the question of invariants in Section 6. The main result here is a theorem of Specht [110], which gives a complete set of unitary invariants in terms of traces of certain matrices. The Specht theorem has been refined by Pearcy [ 83$]$ ], and also generalized to certain classes of operators on Hilbert space [83, 85, 86, 19, 22]. Section 7 discusses the field of values, including a result of Arveson [2, 4], which shows that a generalization of the field of values, called the matrix range, classifies compact operators up to unitary similarity. Section 8 gives some results on unitary reducibility.

## 2. SPECIAL CASES

Before discussing canonical forms for general matrices, we use Schur's theorem to examine some special cases. As often happens with such prob-
lems, matrices with distinct eigenvalues are easier to handle. While the arguments are simpler for this case, they serve to introduce the basic ideas used to analyze the general situation. We also look at $2 \times 2$ matrices, where one can give a fully understood and satisfying canonical form.

We say an $m \times n$ matrix $A$ is upper triangular if $a_{i j}=0$ whenever $i>j$, that is, if all entries below the main diagonal are zero. If all entries above the main diagonal are zero, we say $A$ is lower triangular. Results about triangular matrices can be stated and proved in either an upper or lower triangular version. As we mainly use the upper triangular form, we shall use the term "triangular" to mean "upper triangular."

Schur's theorem [97], which says that any square matrix is unitarily similar to a triangular matrix, is probably the best-known result concerning unitary similarity. Many texts [33, 39, 48, 61, 65] include this result.

Theorem 2.1 (Schur [97]). If $A$ is in $\mathbf{C}(n)$, then there is an $n \times n$ unitary matrix $U$ such that $U^{*} A U$ is upper triangular.

The typical proof of this uses induction on $n$. Let $\alpha_{1}$ be an eigenvalue of A with corresponding unit eigenvector $\mathbf{u}_{1}$. Use $\mathbf{u}_{1}$ as the first vector of an orthonormal basis. Equivalently, let $U_{1}$ be a unitary matrix with $u_{1}$ as the first column. Then the first column of $U_{1}{ }^{*} A U_{1}$ has $\alpha_{1}$ in the first position and zeros in the remaining $n-1$ positions. Now apply the induction hypothesis to the lower right hand block of size $n-1$ to complete the proof. One can, of course, obtain a similar result for lower triangular matrices. Note that the diagonal entries of the resulting triangular form must be the eigenvalues of $A$, and that the unitary matrix $U$ may be chosen so that the eigenvalues appear in any desired order along the diagonal of $A$.

Murnaghan and Wintner [75] give a version of Schur's theorem for real matrices under orthogonal similarity; they show that if $A$ is a real matrix, then there is a real, orthogonal matrix $O$ such that $O^{T} A O$ is block triangular, with $1 \times 1$ and $2 \times 2$ diagonal blocks. The real eigenvalues of $A$ appear on the diagonal. The nonreal eigenvalues of a real matrix must occur in conjugate pairs; such a conjugate pair gives a $2 \times 2$ block on the diagonal.

The triangular matrix $T=U^{*} A U$ of Theorem 2.1 will be diagonal if and only if $A$ is normal, as can be shown by noting that $T$ is normal if and only if $A$ is normal, and then comparing the entries in the matrix equation $T * T=$ $T T^{*}$. Alternatively, one can apply the following result of Schur.

Theorem 2.2 (Schur [97]). Let A be an $n \times n$ matrix with entries $a_{i j}$ and eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$. Then $\sum_{i=1}^{n}\left|\alpha_{i}\right|^{2} \leqslant \sum_{j=1}^{n} \sum_{i=1}^{n}\left|a_{i j}\right|^{2}$, and equality holds if and only if A is normal.

This follows from Theorem 2.1, the fact that $\sum_{j=1}^{n} \sum_{i=1}^{n}\left|a_{i j}\right|^{2}$ is the trace of $A^{*} A$, and the fact that if $B=U^{*} A U$, where $U$ is unitary, then $B^{*} B$ and $A^{*} A$ have the same trace.

If $A$ is normal, then $A$ is unitarily similar to a diagonal matrix (Toeplitz, [119]), and this will be the canonical form. In general, however, $A$ is unitarily similar only to a triangular matrix, and while the diagonal entries must be the eigenvalues of $A$, the entries above the diagonal are not uniquely determined by A. The basic approach of Littlewood [59], Sergeĭchuk [99], and Benedetti and Cragnolini [9] is to specify further the entries above the diagonal in order to obtain a unique canonical form. While this analysis is somewhat complicated for a matrix with repeated eigenvalues, a simpler treatment, described by Röseler [92] and Littlewood [59], applies if $A$ has distinct eigenvalues. Mitchell [69] also showed that nonderogatory matrices may be handled the same way; we discuss this in Section 4.

Let $A$ be an $n \times n$ matrix with $n$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$, in some fixed order. Schur's theorem tells us that $A$ is unitarily similar to a triangular matrix $T$ with diagonal entries $t_{i i}=\alpha_{i}$. While $T$ is not unique, the following theorem tells us that it is determined up to transformation by a diagonal unitary matrix. Theorem 2.3 has been observed by Röseler [92] and Littlewood [59], and is a special case of a more general result (Theorem 3.7) stated in Section 3.

Theorem 2.3. Let $S$ and $T$ be $n \times n$ triangular matrices with the same diagonal entries $s_{i i}=t_{i i}=\alpha_{i}$ and with $\alpha_{i} \neq \alpha_{j}$ for $i \neq j$. Suppose $U$ is a unitary matrix such that $U^{*} T U=S$. Then $U$ must be diagonal.

Proof. Suppose $U$ is unitary and $U^{*} T U=S$. Then $T U=U S$. Now compare the entries on the two sides. From the $n, 1$ entry, we have $\alpha_{n} u_{n 1}=\alpha_{1} u_{n 1}$. Since $\alpha_{n} \neq \alpha_{1}$, we have $u_{n 1}=0$. Now move to the $n-1,1$ entry to oblain $\alpha_{n-1} u_{n-1,1}=\alpha_{1} u_{n-1,1}$, so $u_{n-1,1}=0$. In a similar fashion, one shows that $u_{i 1}=0$ for $i>1$. Applying the same argument to entries in columns $2,3, \ldots$, $n-1$, or using an induction proof, shows that $U$ is triangular. But $U$ is unitary, so $U$ must actually be diagonal.

Suppose $A$ has distinct eigenvalues and $U^{*} A U=S$ and $V^{*} A V=T$, where $U$ and $V$ are unitary and $S$ and $T$ satisfy the hypothesis of Theorem 2.3. Then $S=U^{*}\left(V T V^{*}\right) U=\left(V^{*} U\right)^{*} T\left(V^{*} U\right)$ and $V^{*} U$ is unitary, so $V^{*} U$ must be diagonal. Thus, once we specify the order in which the eigenvalues appear on the diagonal of the triangular $T$, the only unitary similarities preserving this form are diagonal. Since the diagonal entries of a diagonal unitary matrix
must be of the form $e^{i \theta}$ for some angle $0 \leqslant \theta<2 \pi$, we have

$$
U=\operatorname{diag}\left[e^{i \theta_{1}}, e^{i \theta_{2}}, e^{i \theta_{3}}, \ldots, e^{i \theta_{n}}\right]
$$

For $B=U^{*} A U$ we have $b_{j k}=e^{i\left(\theta_{k}-\theta_{j}\right)} a_{j k}$ and so $\left|b_{j k}\right|=\left|a_{j k}\right|$. Thus, when $A$ has distinct eigenvalues, the magnitudes of the entries in the triangular matrix $T=U^{*} A U$ are uniquely determined. In particular, note that the positions of the zero entries are uniquely determined. We can now choose the angles $\theta_{j}$ in order to make certain nonzero entries of $T$ positive real numbers; this will lead to a uniquely determined $T$. There are several ways to do this. Since we can remove a scalar factor from $U$ without affecting anything, we can assume the first diagonal entry of $U$ is 1 , or $\theta_{1}=0$. Put $D=\operatorname{diag}\left[1, e^{i \theta_{2}}, e^{i \theta_{3}}, \ldots, e^{i \theta_{n}}\right]$; then the $j, k$ entry of $D^{*} T D$ is $e^{i\left(\theta_{k}-\theta_{j}\right)} t_{j k}$, and we are free to choose the $n-1$ angles $\theta_{2}, \theta_{3}, \ldots, \theta_{n}$. For example, one might choose the $\theta_{j}$ 's in order to transform the entries $t_{12}, t_{13}, \ldots, t_{1 n}$ in the first row of $T$ into nonnegative reals. If $t_{12}, t_{13}, \ldots, t_{1 n}$ are all nonzero, then this will completely specify the $D$, and thus give a unique canonical form. However, if $t_{1 j}=0$ for some $j$, then $\theta_{j}$ will still be undetermined and we can thus choose $\theta_{j}$ to make some other entry positive. Another approach might be to change the $n-1$ superdiagonal entries into nonnegative real numbers, and again, if these are nonzero, then $D$ is uniquely determined and we are done. However, if some of these entries are zero, then it will be possible to make other entries real by choosing the as yet unspecified entries of $D$. The basic idea is to create as many positive entries as possible.

To specify a unique canonical form, one can order the positions above the diagonal and then proceed to successively create real entries in that order. Littlewood chooses to order the entries by row: $t_{12}, t_{13}, \ldots, t_{1 n}$, $t_{23}, t_{24}, \ldots, t_{2 n}, t_{34}, t_{35}, \ldots, t_{3 n}, \ldots, t_{n-2, n-1}, t_{n-2, n}, t_{n-1, n}$. In general one expects to make $n-1$ of the entries positive by specifying the $n-1$ angles $\theta_{2}, \theta_{3}, \ldots, \theta_{n}$ of $D$. However, the zero-nonzero pattern of the entries above the diagonal of $T$ will play an important role here. The following example shows that it is not always possible to create positive entries in $n-1$ positions, even if $T$ has $n-1$ nonzero entries above the diagonal.

Example 2.1. Let $n=4$, and suppose $T$ has the form below, where an asterisk signifies a nonzero entry:

$$
\left(\begin{array}{llll}
1 & * & * & 0 \\
0 & 2 & * & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 4
\end{array}\right)
$$

We can then choose $\theta_{2}$ and $\theta_{3}$ to make the 1,2 and 1,3 entries positive. However, the argument of the 2,3 entry will then be fixed, since it depends only on $\theta_{2}$ and $\theta_{3}$ and is not affected by $\theta_{4}$. Alternatively, we could choose $\theta_{2}$ and $\theta_{3}$ to make the 1,2 and 2,3 entries positive, but then the argument of the 1,3 entry would be determined.

For the distinct eigenvalue case, the canonical form is then an upper triangular matrix in which we have fixed the ordering of the diagonal entries (the eigenvalues) and have then created as many positive entries above the diagonal as possible by choosing the entries of the diagonal $D$. While this does give a unique canonical matrix in each equivalence class, the final result has some drawbacks. The canonical form is specified by describing a procedure for reducing a given matrix to canonical form, but we don't know exactly what it will look like until we obtain the triangular matrix $T$ and then apply the diagonal, unitary similarity. In general, we hope to have positive entries in the first row, or in the "first" $n-1$ nonzero positions in the ordered list, but this will not always be possible. One must examine the positions of the zero entries in order to know exactly which entries can be made positive. Another drawback is that the canonical form depends on an ordering imposed on the superdiagonal positions. Ordering them by row, by column, or along successive diagonals is possible, but one could use any well-defined ordering. As we shall see, these problems persist and become more complicated in the general case. All of the proposed canonical forms depend on inductive definitions, and on some sort of imposed ordering scheme.

One case with a completely satisfying solution is when $n=2$.

Theorem 2.4. Let A be a $2 \times 2$ matrix with eigenvalues $\alpha_{1}$ and $\alpha_{2}$, which may or may not be distinct. Let

$$
r=\sqrt{\operatorname{trace}\left(A^{*} A\right)-\left|\alpha_{1}\right|^{2}-\left|\alpha_{2}\right|^{2}}, \quad \text { where } \quad r \geqslant 0
$$

Then $A$ is unitarily similar to a triangular matrix $T$ with $\alpha_{1}$ and $\alpha_{2}$ on the main diagonal and $r$ in the superdiagonal position. Furthermore, if $A$ is unitarily similar to any triangular matrix $S$ with $\alpha_{1}$ and $\alpha_{2}$ on the main diagonal, then $\left|s_{12}\right|=r$.

Proof. By Schur's theorem, $A$ is unitarily similar to a triangular matrix $S$ with $\alpha_{1}$ and $\alpha_{2}$ on the main diagonal; let $s_{12}=r e^{i \theta}$ be the superdiagonal entry of $S$. Since $A$ and $S$ are unitarily similar, trace $\left(A^{*} A\right)=\operatorname{trace}\left(S^{*} S\right)=$ $\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}+r^{2}$. For $U=\operatorname{diag}\left[1, e^{-i \theta}\right]$, we have $U^{*} S U=T$.

The number $r$ in Theorem 2.4 can also be described in terms of the field of values, or numerical range. The numerical range of a $2 \times 2$ matrix is an ellipse with foci corresponding to the eigenvalues [119], where we identify an cigenvalue $\lambda-a+i b$ with the real point $(a, b)$. The number $r$ is the length of the minor axis of this ellipse [73].

Paulsen [81] gives a different, nontriangular canonical form for $2 \times 2$ matrices. Paulsen studies the problem of whether or not there exist continuous canonical forms for unitary similarity. He shows that the answer is no for $n \geqslant 3$, but gives a continuous canonical form for the case $n=2$.

As a special case of the canonical form problem one might ask when a matrix is unitarily similar to its Jordan canonical form. Vesilic [123] has solved this problem for nilpotent matrices.

## 3. PRELIMINARY RESULTS

This section presents some of the results needed to describe and establish the canonical forms developed by Brenner [12], Littlewood [59], Mitchell [69], McRae [62], Radjavi [89], Sergeĭchuk [99], and Benedetti and Cragnolini [9]. These results are of independent interest; we also hope to clarify the exposition by presenting this preliminary material first and later focusing on the mechanics of the reduction to canonical form. Many of the theorems in this section are well known and can be found in standard texts such as [33, $39,48,61,65,121]$ as well as in [9, 12, 59, 62, 69, 89, 92, 99]. We include them here for completeness and for the convenience of the reader. There are also some less well-known theorems showing that a matrix can be transformed to a special triangular form [9, 59, 62, 89, 99], determined by the Weyr characteristic, via a unitary similarity. One can present and prove these results in a variety of ways, and we shall try to indicate these different points of view. Some proofs will be included, others merely outlined.

We frequently deal with matrices that are partitioned into submatrices. Thus, if $A$ is an $n \times n$ matrix, we may partition the rows of $A$ into $t$ sets consisting of the first $n_{1}$ rows, the next $n_{2}$ rows, and so on, finishing with the last $n_{t}$ rows, where $n_{1}+n_{2}+\cdots+n_{t}=n$. Partitioning the columns of $A$ in the same manner breaks up the matrix $A$ into blocks $A_{i j}$, where $A_{i j}$ is the submatrix specified by the $i$ th set of rows and the $j$ th set of columns. Note that $A_{i j}$ has size $n_{i} \times n_{j}$ and that the diagonal blocks are square and have sizes $n_{i} \times n_{i}$. If all blocks below the diagonal blocks are zero ( $A_{i j}=0$ whenever $i>j$ ), then we say $A$ is block triangular.

Definition 3.1. If $A$ is an $n \times n$ block triangular matrix with $t$ square blocks on the diagonal of sizes $n_{1}, n_{2}, \ldots, n_{t}$, where $t \geqslant 1$ and
$n_{1}+n_{2}+\cdots+n_{t}=n$, then we say $A$ is $T\left(n_{1}, \ldots, n_{t}\right)$. If $A_{i}$ denotes the $i$ th diagonal block, we shall also say $A$ is $T\left(A_{1}, A_{2}, \ldots, A_{t}\right)$ and write $A=$ $\mathbf{T}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$.

A square matrix in which both the blocks above and those below the diagonal blocks are zero is said to be block diagonal; thus a block diagonal matrix is just a direct sum of its diagonal blocks.

Definition 3.2. If $A$ is an $n \times n$ block diagonal matrix with $t$ square blocks on the diagonal of sizes $n_{1}, n_{2}, \ldots, n_{t}$, where $t \geqslant 1$ and $n_{1}+n_{2}$ $+\cdots+n_{t}=n$, then we say $A$ is $\mathbf{D}\left(n_{1}, \ldots, n_{t}\right)$. If $A_{i}$ denotes the $i$ th diagonal block, we shall also say $A$ is $\mathbf{D}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$ and write $A=$ $\mathbf{D}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$.

Essentially the same argument used to prove Schur's theorem (Theorem 2.1) establishes the following result about sets of matrices.

Theorem 3.1 (Mitchell [69]). Suppose $\mathscr{A}$ is a nonempty set of $n \times n$ matrices that can be put simultaneously in triangular form by a similarity S . Then there is a unitary similarity $U$ that simultaneously triangularizes the set $\mathscr{A}$.

The fact that $\mathscr{A}$ can be simultaneously triangularized implies that the matrices in $\mathscr{A}$ have a common unit eigenvector $\mathbf{u}_{1}$; the rest of the proof is essentially the same as the proof of Schur's fheorem. Mitchell's proof [69] uses the following result, attributed to Schmidt [86].

Theorem 3.2. If $S$ is a nonsingular matrix, then there exists a triangular matrix $T$ such that $U=S T$ is unitary.

Thus, if $S^{-1} A S$ is triangular, so is $T^{-1}\left(S^{-1} A S\right) T$, which is equal to $U^{*} A U$. Since the matrix equation $U=S T$ may be viewed as the Gram-Schmidt orthogonalization process applied to the columns of $S$, we see that this proof is really based on the same idea as the other.

Sets of matrices that can be simultaneously triangularized by a similarity transformation were characterized by McCoy [60]; see also [24, 114, 70, 44].

Theorem 3.1 extends to block triangular matrices.

Theorem 3.3 (Specht [109]). A nonempty set of $n \times n$ matrices that can be put simultaneously in block triangular form $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ by a similarity transformation $S$ can be put simultaneously in this form by a unitary similarity $U$.

Again, one can prove this by induction. Since the matrices can be simultaneously put in block triangular form, they have a common invariant subspace of dimension $n_{1}$. Now use an orthonormal basis for this subspace as the first $n_{1}$ colunns of $U$, and then apply the induction hypothesis. Alternatively, one can use Theorem 3.2 and note that since $T$ is triangular, $T^{-1}\left(S^{-1} A S\right) T$ will still be $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$.

Sets of matrices that can be put simultaneously in block triangular form via a similarity or unitary similarity are studied in $[7,31,55,57,100,102$, 109, 127].

Mitchell [69], Littlewood [59], Sergeĭchuk [99], and Benedetti and Cragnolini [9] all base their canonical forms on the Schur theorem. Although the diagonal entries of the triangular matrix found in Theorem 2.1 must be the eigenvalues of the matrix, and hence are uniquely determined, up to ordering, by the original matrix, the entries above the main diagonal are not uniquely determined. The basic idea in $[59,69,99,9]$ is to specify more precisely the entries above the main diagonal in the triangular form by applying further unitary similarities that still preserve the triangular form. In preparation for this analysis, we need information about similarity transformations that preserve certain block triangular forms. We first need the following well-known theorem [33, 61, 65].

Theorem 3.4 (Sylvester [113]). Let $A$ be in $\mathbf{C}(n)$ and let $B$ be in $\mathbf{C}(m)$. Then the matrix equation $A X-X B=0$ has a nontrivial solution $X$ in $\mathbf{C}(n, m)$ if and only if $A$ and $B$ have a common eigenvalue.

Various proofs of Theorem 3.4 can be found in the literature. One approach $[41,65,76,117]$ is to use the pair $A, B$ to define a linear operator $L(A, B)$ on the space $C(n, m)$ as follows: $L(A, B)(X)=A X-X B$. The operator $L(A, B)$ can then be represented by the $m n \times m n$ matrix $I \otimes A-B^{T} \otimes I$. The eigenvalues of this matrix are the numbers $\alpha_{i}-\beta_{j}$, where $\alpha_{i}$ is an eigenvalue of $A$ and $\beta_{j}$ is an eigenvalue of $B$, and hence $L(A, B)$ has a nontrivial null space if and only if $A$ and $B$ have a common eigenvalue.

We now investigate similarity transformations that preserve block triangular structure. The statements and proofs of Theorems 3.5 through 3.7 either appear in or are suggested by similar results in $[9,12,59,62,69,92$, 99].

Theorems 3.5 and 3.6 are not explicitly stated in [9,59, 69, 92, 99], but these papers certainly contain all of the ingredients for their proofs.

Theorem 3.5. Suppose $A$ is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ with diagonal blocks $A_{i}$, where $A_{i}$ and $A_{j}$ have no common eigenvalues if $i \neq j$. Suppose $S$ is nonsingular and $B=S^{-1} A S$. Then $B$ is also $T\left(n_{1}, n_{2}, \ldots, n_{t}\right)$, with diagonal
blocks $B_{i}$, where, for each $i$, the blocks $A_{i}$ and $B_{i}$ have the same eigenvalues, if and only if $S$ is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$.

Proof. Suppose $B$ is $T\left(n_{1}, n_{2}, \ldots, n_{t}\right)$, with diagonal blocks $B_{i}$, where, for each $i$, the blocks $A_{i}$ and $B_{i}$ have the same eigenvalues. The numbers $n_{i}$ specify partitions of $A$ and $B$ into submatrices $A_{i j}$ and $B_{i j}$; partition $S$ in a similar manner. Now compare the two sides of the matrix equation $A S=S B$, using block matrix multiplication. Looking at the $t, 1$ block on each side, we have $A_{t} S_{t 1}=S_{t 1} B_{1}$. Since $A_{t}$ and $B_{1}$ have no common eigenvalue, Theorem 3.4 tells us that $S_{i 1}=0$. Now look at the $t-1,1$ block to find that $A_{t-1} S_{t-1,1}$ $=S_{t-1,1} B_{1}$, so that $S_{t-1,1}$ is also zero. Continue in this fashion to show that $S_{i 1}=0$ for all $i>1$. Either use induction, or repeat the same argument on subsequent columns of blocks to show that $S_{i j}=0$ whenever $i>j$.

Conversely, suppose $S$ is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. Then $S^{-1} A S=B$ must also be $\mathrm{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. The block triangular form of $S$ yields $S_{i i}^{-1} A_{i} S_{i i}=B_{i}$, so that $A_{i}$ and $B_{i}$ must be similar and have the same eigenvalues.

Our main interest will be the special case in which each $A_{i}$ has a single eigenvalue $\alpha_{i}$ of multiplicity $n_{i}$ and the matrix $S$ is unitary.

Let $A$ have $t$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$, where $\alpha_{i}$ has multiplicity $n_{i}$. Let $J$ he the Jordan canonical form of $A$, and write $J=\mathbf{D}\left(J_{1}, J_{2}, \ldots, J_{t}\right)$, where the $n_{i} \times n_{i}$ block $J_{i}$ is the direct sum of all of the Jordan blocks belonging to the eigenvalue $\alpha_{i}$. Using Schur's theorem 2.1 , we assume $A$ is already in triangular form with $\alpha_{1}$ in the first $n_{1}$ diagonal positions, $\alpha_{2}$ in the next $n_{2}$ diagonal positions, and so on. Thus, we have $A=T\left(A_{1}, A_{2}, \ldots, A_{t}\right)$, where each $n_{i} \times n_{i}$ diagonal block $A_{i}$ is triangular with $\alpha_{i}$ in each diagonal entry. We now want to apply a further unitary similarity to transform the diagonal blocks $A_{i}$ into a special form determined by the Jordan canonical form of $A$. We first note that $J_{i}$ must be the Jordan canonical form of $A_{i}$.

Theorem 3.6. Let $A$ be an $n \times n$ matrix with $t$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$ where $\alpha_{i}$ has multiplicity $n_{i}$. Let $J=\mathbf{D}\left(J_{1}, J_{2}, \ldots, J_{t}\right)$ be the Jordan canonical form of $A$, where the $n_{i} \times n_{i}$ block $J_{i}$ is the direct sum of all of the Jordan blocks belonging to the eigenvalue $\alpha_{i}$. Suppose that $A=$ $\mathrm{T}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$, where $A_{i}$ is of size $n_{i}$, and $\alpha_{i}$ is the only eigenvalue of $A_{i}$. Then $J_{i}$ is the Jordan canonical form of $A_{i}$, and $A$ is similar to $D\left(A_{1}, A_{2}, \ldots, A_{t}\right)$.

Proof. Let $S$ be a nonsingular matrix such that $S^{-1} A S=J$. The result then follows from Theorem 3.5 and by noting that $S_{i}^{-1} A_{i} S_{i}=J_{i}$.

A unitary matrix that is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ must actually be $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$, with unitary diagonal blocks. A similar result holds for normal matrices. Thus, if $N=\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ is normal, then comparing the traces of the diagonal blocks in the equation $N^{*} N=N N^{*}$, and using the fact that the trace of $N_{i j}^{*} N_{i j}$ is nonnegative and is zero only if $N_{i j}=0$, shows that $N$ must be $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ with normal diagonal blocks. This is also a special case of the following theorem of Parker [80]: If $N$ is a partitioned normal matrix and the characteristic polynomial of $N$ is the product of the characteristic polynomials of the diagonal blocks, $N_{1}, N_{2}, \ldots, N_{t}$, of $N$, then $N$ must be block diagonal $\mathbf{D}\left(N_{1}, N_{2}, \ldots, N_{t}\right)$.

Theorem 3.5, together with the fact that a unitary matrix that is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ must actually be $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ with unitary diagonal blocks, yields out next result, which appears in [9, 59, 92, 99].

Theorem 3.7. Let $A$ be an $n \times n$ matrix with $t$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{i}$, where $\alpha_{i}$ has multiplicity $n_{i}$. Suppose that $A=\mathbf{T}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$ where $A_{i}$ is triangular of size $n_{i}$ and has $\alpha_{i}$ in each diagonal entry. If $U$ is unitary and $U^{*} A U$ also has this form, then $U$ must be $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$.

Remark. If $A$ has $n$ distinct eigenvalues, the $U$ of Theorem 3.7 will be diagonal with diagonal entries of the form $e^{i \theta}$. Thus, Theorem 2.3 is a special case of Theorem 3.7.

Let $U_{i}$ denote the $i$ th diagonal block of the $U$ in Theorem 3.7. The next step is to choose $U_{i}$ so that $U_{i}^{*} A_{i} U_{i}$ has a special form determined by $J_{i}$. To avoid double subscripts, consider a $k \times k$ matrix $B$ with a single eigenvalue $\beta$, and let $J$ be the Jordan form of $B$. Then $J$ is a direct sum of Jordan blocks of sizes $k_{1}, k_{2}, \ldots, k_{r}$, where each block has $\beta$ 's in the diagonal positions, l's along the superdiagonal, and 0's elsewhere. We order the $k_{i}$ 's so that $k_{1} \geqslant k_{2} \geqslant \cdots \geqslant k_{r}$. The numbers $k_{1}, k_{2}, \ldots, k_{r}$ form a partition of $k$, called the Segre characteristic belonging to $\beta[33,61,121]$. The Jordan form of a matrix is completely specified by its eigenvalues and their corresponding Segre characteristics. An alternative description can be given by the Weyr characteristic [61, 121, 131]. The matrix $N=J-\beta I$ is nilpotent, and if $p$ is the index of $N$ (the smallest power of $N$ that is zero) then $p=k_{1}$. Let $g_{1}, g_{1}+g_{2}, g_{1}+g_{2}+g_{3}, \ldots, g_{1}+g_{2}+g_{3}+\cdots+g_{p}$ be the nullities of $N, N^{2}, N^{3}, \ldots, N^{p}$. That is, for $i=1,2, \ldots, p$, the dimension of the null space of $N^{i}$ is $g_{1}+g_{2}+\cdots+g_{i}$. The list of numbers $g_{1}, g_{2}, \ldots, g_{p}$ is called the Weyr characteristic corresponding to $\beta$. Since the nullity of $N^{i}$ exceeds that of $N^{i-1}$ by precisely the number of Jordan blocks of size at least $i$, the number $g_{i}$ is the number of Jordan blocks of size greater than or equal to $i$. Thus the numbers of the Weyr characteristic form the conjugate partition of
the Segre characteristic [121, pp. 79-80], and the Jordan form of a matrix is also completely specified by its eigenvalues and their corresponding Weyr characteristics. Note also that $g_{1} \geqslant g_{2} \geqslant \cdots \geqslant g_{p}$.

Viewing $B$ as a linear transformation of $\mathbf{C}^{k}$, consider the null spaces, or kernels, of the maps $(B-\beta I)^{i}$. For convenience of notation, assume $\beta=0$; thus $B$ is nilpotent of index $p=k_{1}$. Since the kernel of $B^{i}$ contains that of $B^{i-1}$, we can build a special orthonormal basis for $\mathbf{C}^{k}$ as follows. Start with an orthonormal set of $g_{1}$ vectors that are a basis for the kernel of $B$, then extend this to an orthonormal set of $g_{1}+g_{2}$ vectors that form a basis for the kernel of $B^{2}$, and so on, until we have $k$ orthonormal vectors such that the first $g_{1}+g_{2}+\cdots+g_{i}$ vectors in the set give an orthonormal basis for the null space of $B^{i}$. Notice that if $\mathbf{v}$ is one of the vectors added at stage $i$, then $B v$ is in the kernel of $B^{i-1}$ and hence is a linear combination of the first $g_{1}+g_{2}+\cdots+g_{i-1}$ vectors in the basis. Using these basis vectors as the columns of a $k \times k$ unitary matrix $U$, we see that $U^{*} B U=\mathbf{T}\left(Z_{1}, Z_{2}, \ldots Z_{p}\right)$, where the $g_{i} \times g_{i}$ block $Z_{i}$ is zero. Furthermore, we can say something about the blocks in the superdiagonal positions.

Definition 3.3. Let $B$ be a block triangular matrix, $\mathbf{T}\left(B_{1}, B_{2}, \ldots, B_{p}\right)$, where $B_{i}$ is $g_{i} \times g_{i}$. Assume $\beta$ is the only eigenvalue of $B$. Then we shall say $B$ is in Weyr form if:
(1) $g_{1} \geqslant g_{2} \geqslant \cdots \geqslant g_{p}$.
(2) For each $i$, the diagonal block $B_{i}$ is the scalar matrix $\beta I_{g_{i}}$.
(3) Each superdiagonal block $B_{i+1}$ has rank $g_{i+1}$, and thus, since $B_{i, i+1}$ has size $g_{i} \times g_{i+1}$, each superdiagonal block has linearly independent columns.

Theorem 3.8. Suppose B is $\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ and has a single eigenvalue $\beta$. If $B$ is in Weyr form, then $g_{1}, g_{2}, \ldots, g_{p}$ must be the Weyr characteristic of $B$.

Proof. Since $N=B-\beta I$ is also in Weyr form and has the same Weyr characteristic as $B$, it suffices to prove the result for the nilpotent matrix $N$. Since each of the superdiagonal blocks $N_{12}, N_{23}, \ldots, N_{p-1, p}$ has linearly independent columns, and the first $g_{1}$ columns of $N$ are zero, $N$ has rank $g_{2}+g_{3}+\cdots+g_{p}$ and nullity $g_{1}$. The matrix $N^{2}$ has zero blocks in the diagonal and superdiagonal positions, while the next diagonal line contains the products $N_{12} N_{23}, N_{23} N_{34}, \ldots, N_{p-2, p-1} N_{p-1, p}$. But the product $N_{i, i+1} N_{i+1, i+2}$ also has linearly independent columns, and hence has rank $g_{i+2}$. So $N^{2}$ has rank $g_{3}+g_{4}+\cdots+g_{p}$ and nullity $g_{1}+g_{2}$. In general,
$N^{r}$ has blocks of zcros along the diagonal lines up to the $r$ th superdiagonal line, which contains products of $r$ consecutive $N_{i, i+1}$ 's. The linear independence of the columns in each $N_{i, i+1}$ then guarantees that $N^{r}$ has rank $g_{r+1}+g_{r+2}+\cdots+g_{p}$ and nullity $g_{1}+g_{2}+\cdots+g_{r}$. Ilence, $N$ and $B$ have Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$.

Although Littlewood, Sergerchuk, and Benedetti and Cragnolini do not mention the Weyr characteristic, they all describe and use some version of the special triangular matrices defined in Definition 3.3. Benedetti and Cragnolini do discuss the connection between these special triangular matrices and the Jordan form, and point out that the block sizes $g_{1}, g_{2}, \ldots, g_{p}$ form the conjugate partition of the Segre characteristic. Radjavi also defines these special triangular matrices, but does not mention the superdiagonal blocks. McRae describes an inductive procedure that leads to matrices in Weyr form-although he does not mention the superdiagonal blocks, one can show that his construction does lead to a matrix in Weyr form. Similarly, although none of these authors associates the block sizes with the Weyr characteristic, Littlewood, Sergeîchuk, and Benedetti and Cragnolini all have versions of Theorems 3.9 and 3.12 , or their natural extensions to matrices with more than one eigenvalue.

Theorem 3.9. Let $B$ be a $k \times k$ matrix with a single eigenvalue $\beta$. Then $B$ has Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$ if and only if $B$ is unitarily similar to a matrix $C$ that is $\mathrm{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ and in Weyr form.

Proof. Suppose $B$ has Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$. Then, since $B-\beta I$ is nilpotent, the discussion preceding Definition 3.3 shows that $B$ is unitarily similar to a matrix $C$ that is $\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ and in which the diagonal blocks are the scalar matrices $\beta I_{g_{i}}$. The nilpotent matrix $N=C-\beta I$ also has Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$. Recalling that $g_{1}$ is the nullity of $N$, we see that $N$ has rank $k-g_{1}=g_{2}+g_{3}+\cdots+g_{p}$. Since the first $g_{1}$ columns of $N$ are all zero, the remaining columns must be linearly independent. This tells us that $N_{12}$ has linearly independent columns, and hence has rank $g_{2}$. But $N^{2}$ has blocks of zeros in both the diagonal and superdiagonal blocks, while the next line of diagonal blocks has the products $N_{i, i+1} N_{i+1, i+2}$. Since the rank of $N^{2}$ is $g_{3}+g_{4}+\cdots+g_{p}$, and since the first $g_{1}+g_{2}$ columns of $N^{2}$ are zero, the remaining columns must be linearly independent. In particular, $N_{12} N_{23}$ must have linearly independent columns, and so $N_{23}$ must have linearly independent columns and thus have rank $g_{3}$. In general, examination of $N^{r}$ shows that the product $N_{12} N_{23} N_{34} \cdots N_{r, r+1}$ must have linearly independent columns, so an induction argument shows
that $N_{r, r+1}$ has linearly independent columns and thus rank $g_{r+1}$. Therefore, $C$ has Weyr form.

Conversely, if $B$ is unitarily similar to a matrix $C$ that is $\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ and in Weyr form, the Theorem 3.8 tells us that $g_{1}, g_{2}, \ldots, g_{p}$ is the Weyr characteristic of $B$.

Remark. Theorem 3.9 also holds if one replaces "unitarily similar" with "similar," and one can use this to obtain another canonical form for similarity [131,132]. Like the Jordan form, it is a direct sum of diagonal blocks, where the blocks correspond to the distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$ and the size of the $i$ th block is the multiplicity of $\alpha_{i}$. Each such block is a Weyr form block with diagonal scalar blocks of sizes given by the Weyr characteristic of $\alpha_{i}$, superdiagonal blocks consisting of an identity matrix of size $g_{i}$ followed by $g_{i+1}-g_{i}$ rows of zeros, and zero blocks elsewhere.

Benedetti and Cragnolini's versions of Definition 3.3 and Theorem 3.9 are the same as presented here-the fact that the block sizes must correspond to the Weyr characteristic guarantees that their special triangular type is the same as we have used here. Sergeichuk's version is slightly different because Sergerchuk works with lower triangular matrices. Thus, Sergeĭchuk states a rank condition on the blocks immediately below the main diagonal, and for this formulation the rows of these subdiagonal blocks are linearly independent. Littlewood's version is based on the ranges (or column spaces) of the powers of $B$, rather than the kernels. This results in having block sizes that increase (rather than decrease) in size, and thus the superdiagonal blocks have linearly independent rows rather than columns. For completeness, we outline Littlewood's approach.

Again, for convenience, consider a $k \times k$ matrix $B$ with a single eigenvalue $\beta$ and let $N$ be the nilpotent matrix $B-\beta I$. Let $p$ be the index of $N$, and consider the powers $N^{i}$, where $i$ runs from 0 to $p-1$. Since the range of $N^{i}$ contains that of $N^{i+1}$, we can construct an orthonormal basis for $\mathbf{C}^{k}$ by starting with an orthonormal basis for the range of $N^{p-1}$, extending it to an orthonormal basis for the range of $N^{p-2}$, then extending to an orthonormal basis for the range of $\mathrm{N}^{p-3}$, and so on, until we have an orthonormal basis for the range of $N$; we then extend that to an orthonormal basis for $\mathbf{C}^{k}$. If $m_{i}$ is the number of vectors added at stage $i$ of this process, then the number $m_{1}+m_{2}+\cdots+m_{i}=r_{i}$ is the rank of $N^{p-i}$. The nullity of $N^{i}$ is then $k-\left(m_{1}+m_{2}+\cdots+m_{p-i}\right)=m_{p-i+1}+m_{p-i+2}+\cdots+m_{p}$, since $r_{p}=k$. But this means that the numbers $m_{i}$ are the numbers of the Weyr characteristic written in reverse order, from smallest to largest. If $U$ is the $k \times k$ unitary matrix whose columns are the vectors of the orthonormal basis constructed above, then $C=U^{*} B U$ will be $\mathbf{T}\left(m_{1}, m_{2}, \ldots, m_{p}\right)$, with the $i$ th
diagonal block $C_{i}$ being the scalar matrix $\beta I$ and with the $m_{i} \times m_{i+1}$ superdiagonal block $C_{i+1}$ having linearly independent rows and rank $m_{i}$. This approach leads to the following result, which is similar to Theorem 3.9 and is proved the same way.

Theorem 3.10. Let $B$ be a $k \times k$ matrix with a single eigenvalue $\beta$. Then $B$ has Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$ if and only if $B$ is unitarily similar to a matrix $C$ that is $\mathbf{T}\left(g_{p}, g_{p-1}, \ldots, g_{3}, g_{2}, g_{1}\right)$ and of the following form:
(1) The ith diagonal block, $C_{i}$, is the scalar matrix $\beta I$.
(2) The $g_{p-i+1} \times g_{p-i}$ superdiagonal block $C_{i, i+1}$ has linearly independent rows and rank $g_{p-i+1}$.

Theorems 2.1 and 3.9 show that if $A$ is an $n \times n$ matrix with $t$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$, where $\alpha_{i}$ has multiplicity $n_{i}$, then $A$ is unitarily similar to a triangular matrix of form $\mathbf{T}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$, where the $n_{i} \times n_{i}$ block $A_{i}$ corresponds to $\alpha_{i}$ and is in Weyr form. We now see what type of similarity transformation will preserve Weyr form. Littlewood, Sergeĭchuk, and Benedetti and Cragnolini all give the following theorem for the case of unitary similarity, but the same argument establishes the result for similarity.

Theorem 3.11. Let $B$ be a $k \times k$ matrix with a single eigenvalue $\beta$ and Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$. Suppose $B$ is in Weyr form. Then $C=S^{-1} B S$ is also in Weyr form if and only if $S$ is $\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$.

Proof. Assume that $C=S^{-1} B S$ is in Weyr form. Since $C$ is similar to $B$, we know from Theorem 3.8 that $C$ must have the same block sizes as $B$. Without loss of generality, we may assume $\beta=0$, so that $B$ is nilpotent with diagonal blocks of zeros. Partition $S$ into blocks of the same size, and consider the block entries in both sides of $S C=B S$. On the left hand side, the first column of blocks is all zero. Thus, examining the $p-1,1$ block on the right hand side, we see that $B_{p-1 p} S_{p 1}=0$. Since $B_{p-1 p}$ has linearly independent columns, $S_{p 1}=0$. Now go to the $p-2,1$ block to see that $B_{p-2, p-1} S_{p-1.1}=0$, so the linear independence of the columns of $B_{p-2, p-1}$ forces $S_{p-1,1}=0$. Moving up the first column in this way shows that $S_{i},=0$ for $i=2,3, \ldots, p$. The same argument applied to the other columns (or, more formally, an induction proof) then shows that $S$ is $\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$.

Conversely, suppose $S$ is $\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$. Let $C=S^{-1} B S$. Then $C$ is also $\mathrm{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ with diagonal blocks $C_{i}=S_{i}^{-1} B_{i} S_{i}$. Since $B_{i}$ is a scalar matrix, $C_{i}=B_{i}$. Computing the superdiagonal blocks, we have $C_{i, i+1}=$ $S_{i}^{-1} B_{i, i+1} S_{i+1}$ for $i=1, \ldots, p-1$, so $C_{i, i+1}$ and $B_{i, i+1}$ have the same rank, and thus the superdiagonal blocks of $C$ have linearly independent columns.

The fact that a unitary matrix is $\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ if and only if it is $\mathbf{D}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ now yields the following "unitary" version of Theorem 3.11.

Theorem 3.12. Let $B$ be a $k \times k$ matrix with a single eigenvalue $\beta$ and Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$. Suppose $B$ is in Weyr form. Then a unitary matrix $U$ has the property that $C=U^{-1} B U$ is also in Weyr form if and only if $U$ is $\mathbf{D}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$.

Again, although not stated in terms of the Weyr characteristic, the result of Theorem 3.12 appears in [9,59, 99].

Remark. When $B$ is nonderogatory, the Segre characteristic of $B$ is just the single number $k$, and the Weyr characteristic is $1,1, \ldots, 1$. The diagonal blocks of a Weyr form for $B$ are then $1 \times 1$ blocks, and the $U$ of Theorem 3.12 must be a diagonal matrix. Combining this with Schur's triangularization theorem and Theorem 3.7 thus establishes that Theorem 2.3 also holds for nonderogatory matrices. Mitchell gives a more direct proof in [69], and thus shows that a triangular canonical form can be found for nonderogatory matrices by using the same procedure described for matrices with distinct eigenvalues.

Example 3.1. For any triple $(x, y, z)$ of positive numbers, let $M(x, y, z)$ be the matrix

$$
\left(\begin{array}{lll}
0 & x & y \\
0 & 0 & z \\
0 & 0 & 0
\end{array}\right)
$$

Then $M(x, y, z)$ is nonderogatory, so only a diagonal unitary similarity can preserve this form. Hence, since $x, y$, and $z$ are positive, two different matrices of this form cannot be unitarily similar. Note, however, that all matrices of this form are similar.

Once $B$ is in Weyr form, we can apply an additional unitary similarity to further specialize the superdiagonal block, as done in [9].

Definition 3.4. If $m \geqslant n$ and $A$ is an $m \times n$ matrix of rank $r$, we say $A$ is in row form if the first $m-r$ rows of $A$ are zero.

Observe that if $A$ is in row form, so is $A Q$ for any nonsingular matrix $Q$. The following theorem is based on a similar result of Benedetti and Cragnolini for unitary matrices.

Theorem 3.13. Suppose $\Lambda$ is an $m \times n$ matrix of rank $r$ in row form. Let $P$ and $Q$ be nonsingular matrices of sizes $m \times m$ and $n \times n$, respectively. Then $P A Q$ is in row form if and only if $P^{T}$ is $\mathbf{T}(m-r, r)$, so that $P$ is lower block triangular with diagonal blocks of sizes $m-r$ and $r$.

Proof. If $P^{T}$ is $\mathbf{T}(m-r, r)$, then computing PA using block multiplication shows that PA is in row form, and hence PAQ must be in row form.

Conversely, suppose that $P A Q$ is in row form. Since $Q$ is nonsingular, the first $m-r$ rows of $P A$ must be zero, so $P A$ must be in row form. Partition $P$ conformally with $A$, into diagonal blocks $P_{1}$ and $P_{2}$ of sizes $m-r$ and $r$, respectively, and off-diagonal blocks $P_{12}$ and $P_{21}$ of sizes ( $m-r$ ) $\times r$ and $r \times(m-r)$. Letting $A_{1}$ denote the $r \times n$ matrix in the last $r$ rows of $A$, the first $m-r$ rows of $P A$ are given by $P_{12} A_{1}$. Since $P A$ is in row form, $P_{12} A_{1}=0$, so $P_{12}=0$ because $A_{1}$ has linearly independent rows. Hence $P$ is lower block triangular with diagonal blocks of sizes $m-r$ and $r$.

We shall want the unitary version of Theorem 3.13 , given in [9].

Theorem 3.14. Let $A$ be an $m \times n$ matrix of rank $r$ with $m \geqslant n$. Then there exists a unitary matrix $P$ such that PA is in row form. Furthermore, if $A$ itself is already in row form, then $P$ and $Q$ are unitary matrices such that $P A Q$ is also in row form if and only if $P$ is $\mathbf{D}(m-r, r)$.

Proof. For the first part, find a set of $m-r$ orthonormal vectors that are orthogonal to the columns of $A$, and use these $m-r$ vectors as the first $m-r$ rows of a unitary matrix $P$. For the second statement, apply Theorem 3.13 and use the fact that a block triangular unitary matrix must actually be block diagonal.

Similarly, we have column versions of Definition 3.4 and Theorems 3.13 and 3.14.

Definition 3.5. If $n \geqslant m$ and $A$ is an $m \times n$ matrix of rank $r$, we say $A$ is in column form if the first $n-r$ columns of $A$ are zero.

Theorem 3.15. Suppose $A$ is an $m \times n$ matrix of rank $r$ in column form. Let $P$ and $Q$ be nonsingular matrices of sizes $m \times m$ and $n \times n$, respectively. Then PAQ is in column form if and only if $Q$ is $\mathbf{T}(n-r, r)$.

Theorem 3.16. Let A be an $m \times n$ matrix of rank $r$ with $n \geqslant m$. Then there exists a unitary matrix $Q$ such that $A Q$ is in column form. Furthermore, if A itself is already in column form, then $P$ and $Q$ are unitary matrices such that PAQ is also in row form if and only if $Q$ is $\mathbf{D}(n-r, r)$.

Although we use different notation and terminology, Definitions 3.6 and 3.7, as well as Theorems 3.17 and 3.18, are based on [9].

Definition 3.6. We shall say a block triangular matrix $B=$ $\mathbf{T}\left(B_{1}, B_{2}, \ldots, B_{p}\right)$ is in special Weyr form if $B$ is in Weyr form and, in addition, each superdiagonal block $B_{i, i+1}$ is in row form.

Definition 3.7. Suppose $g_{1} \geqslant g_{2} \geqslant \cdots \geqslant g_{p}$ are positive integers. Then $\left(g_{1}, g_{2}, \ldots, g_{p}\right)^{*}$ will denote the list of positive integers obtained from ( $g_{1}, g_{2}, \ldots, g_{p}$ ) by replacing the number $g_{i}$ with the pair of numbers $g_{i}-g_{i+1}, g_{i+1}$, whenever $g_{i}>g_{i+1}$.

For example, if we start with the list $(7,5,5,3,1,1)$, then 7 is replaced by 2,5 , the second 5 is replaced by 2,3 , and the 3 is replaced by 2,1 to yield

$$
(7,5,5,3,1,1)^{*}=(2,5,5,2,3,2,1,1,1)
$$

Theorem 3.17. Suppose $B=\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ is in special Weyr form and $U$ is unitary. Then $U^{*} B U$ is also in special Weyr form if and only if $U$ is $\mathbf{D}\left(\left(g_{1}, g_{2}, \ldots, g_{p}\right) *\right)$.

Proof. Suppose $U^{*} B U$ is in special Weyr form. Then $U^{*} B U$ is in Weyr form, so Theorem 3.12 tells us $U$ must be $\mathrm{D}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$. Let $C=U^{*} B U$; then $C_{i, i+1}=U_{i}^{*} B_{i, i+1} U_{i+1}$. Since $B_{i, i+1}$ and $C_{i, i+1}$ are both in row form, Theorem 3.14 tells us that whenever $g_{i}>g_{i+1}$, the matrix $U_{i}^{*}$ must be $\mathbf{D}\left(g_{i}-g_{i+1}, g_{i+1}\right)$. So $U_{i}$ is $\mathbf{D}\left(g_{i}-g_{i+1}, g_{i+1}\right)$ whenever $g_{i}>g_{i+1}$, and hence $U$ has the desired form.

Conversely, if $U$ has the desired block diagonal form, $U$ is also $\mathbf{D}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$, so $U^{*} B U$ is in Weyr form. Since $U_{i}$ is $\mathbf{D}\left(g_{i}-g_{i+1}, g_{i+1}\right)$ whenever $g_{i}>g_{i+1}$, Theorem 3.14 tells us the superdiagonal blocks of $U^{*} B U$ will still be in row form, and hence $U^{*} B U$ is in special Weyr form.

Theorem 3.18. Let B be ak $\times k$ matrix with a single eigenvalue $\beta$ and Weyr characteristic $g_{1}, g_{2}, \ldots, g_{p}$. Then $B$ is unitarily similar to a matrix $C$ that is $\mathrm{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ and in special Weyr form. Furthermore, $U$ is a
unitary matrix such that $U^{*} C U$ is also in special Weyr form if and only if $U$ is $\mathbf{D}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$.

Proof. By Theorem 3.9, $B$ is unitarily similar to a block triangular matrix $F=\mathbf{T}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$ that is in Weyr form, and by Theorem 3.12, $U^{*} F U$ is also in Weyr form whenever $U$ is $\mathbf{D}\left(g_{1}, g_{2}, \ldots, g_{p}\right)$. Theorem 3.14 tells us that for each superdiagonal block $F_{i, i+1}$ of $F$, we can find a $g_{i} \times g_{i}$ unitary matrix $U_{i}$ such that $U_{i} F_{i, i+1}$ is in row form. Let $U=\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{p}\right)$. Then the superdiagonal blocks of $U^{*} F U$ are $U_{i} D_{i, i+1} U_{i+1}$ and hence are in row form, so $C=U^{*} F U$ is in special Weyr form and is unitarily similar to $B$.

The second part of the theorem follows from Theorem 3.17.
For ease of notation, we defined Weyr form and special Weyr form for matrices with only one eigenvalue, but the definitions extend naturally to the general case.

Definition 3.8. Let $A$ be an $n \times n$ matrix with $t$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$, where $\alpha_{i}$ has multiplicity $n_{i}$. Suppose $A=\mathbf{T}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$, where $A_{i}$ has size $n_{i}$, and $\alpha_{i}$ is the only eigenvalue of $A_{i}$. We say $A$ is in Weyr form if each diagonal block $A_{i}$ is in Weyr form (Definition 3.3), and we say $A$ is in special Weyr form if each diagonal block $A_{i}$ is in special Weyr form (Definition 3.6).

Theorems 2.1 and 3.18 show that any matrix is unitarily similar to a matrix in special Weyr form.

Theorem 3.19. If A is an $n \times n$ matrix, then there exists a unitary matrix $U$ such that $U^{*} A U$ is in special Weyr form.

We now have the main results needed to determine the diagonal blocks in the triangular canonical form. These diagonal blocks are scalar matrices of sizes determined by the Weyr characteristic, and hence by the similarity class of the matrix. The next step is to treat the blocks above the diagonal in order to establish a unique canonical form. The main tool used here is the singular value decomposition [14, 25], which is closely related to the polar decomposition [6, 135, 136]. These are both well known, especially for the nonsingular case, and are treated in many texts [33, 48, 61]; proofs are also included in $[9,12,59,62,92,99]$. One can first establish the polar decomposition and then use it to derive the singular value decomposition, or, vice versa, derive the polar decomposition from the singular value decomposition. We start with the singular value decomposition.

Let $A$ be in $\mathbf{C}(m, n)$, and let $r$ be the rank of $A$. Then $A^{*} A$ and $A A^{*}$ are positive semidefinite Hermitian matrices of rank $r$ having the same eigenvalues; furthermore the $r$ nonzero eigenvalues have the same multiplicites. These nonzero eigenvalues must be positive; denote them as $\sigma_{1}^{2}, \sigma_{2}^{2}, \ldots, \sigma_{r}^{2}$, where $\sigma_{1} \geqslant \sigma_{2} \geqslant \cdots \geqslant \sigma_{r}>0$. The positive numbers $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r}$ are called the singular values of $A$. Thus, the singular values of $A$ are the positive square roots of the nonzero eigenvalues of $A^{*} A$ or, equivalently, of $A A^{*}$. We first deal with the case where $r=m=n$, that is, where $A$ is nonsingular.

Theorem 3.20 (Singular value decomposition: Browne [14]; Eckart and Young [25]). Let A be a nonsingular $n \times n$ matrix. Then there exist unitary matrices $U$ and $V$, and a diagonal matrix $D$ with positive diagonal entries, such that $A=U D V$. Furthermore, in any such factorization, the diagonal entries of $D$ must be the singular values of $A$.

Proof. Let $\sigma_{1}^{2}, \sigma_{2}^{2}, \ldots, \sigma_{n}^{2}$ be the eigenvalues of $A^{*} A$, where $\sigma_{i}>0$; let $D$ be the diagonal matrix with $\sigma_{i}$ in the $i$ th diagonal entry. Let $\mathbf{x}_{i}$ be an eigenvector corresponding to $\sigma_{i}$; since $A^{*} A$ is Hermitian, we can assume $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ are orthonormal. Let $X$ be the unitary matrix with columns $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$. Then $A^{*} A X=X D^{2}$. Since $A^{*} A$ is nonsingular, $D$ is nonsingular and $A=\left(A^{*}\right)^{-1} X D^{2} X^{*}=\left[\left(A^{*}\right)^{-1} X D\right] D X^{*}$. Let $V=X^{*}$ and let $U=$ $\left(A^{*}\right)^{-1} X D$. Then $V$ is certainly unitary and $U U^{*}=\left[\left(A^{*}\right)^{-1} X D\right]\left[D X^{*} A^{-1}\right]=$ $\left(A^{*}\right)^{-1}\left[X D^{2}\right] X^{*} A^{-1}=\left(A^{*}\right)^{-1}\left[A^{*} A X X *\right] A^{-1}=I$, so $U$ is unitary. Thus, we have $A=U D V$, and $D$ has positive diagonal entries $\sigma_{i}$.

If $A=U D V$ is such a factorization, then $A^{*} A=V^{*} D^{2} V$, so the diagonal entries of $D^{2}$ must be the eigenvalues of $A^{*} A$. Since the diagonal entries of $D$ are positive, they must then be the singular values of $A$.

We need a singular value decomposition for singular and rectangular matrices, and we need to know how much freedom one has in choosing the $U$ and the $V[9,12,54,99]$.

Theorem 3.21. Let A be an $m \times n$ matrix of rank $r$ with singular values $\sigma_{1}>\sigma_{2}>\cdots>\sigma_{t}$, where $\sigma_{i}$ has multiplicity $m_{i}$. Let $D$ be the $m \times n$ diagonal matrix that is the direct sum

$$
\sigma_{1} I_{m_{1}} \oplus \sigma_{2} I_{m_{2}} \oplus \cdots \oplus \sigma_{t} I_{n_{t}} \oplus 0_{(m-r) \times(n-r)}
$$

Then there exist unitary matrices $U$ and $V$ such that $A=U D V$.
Furthermore, $U$ and $V$ are unitary matrices such that $U D V=D$ if any only if there is an $r \times r$ block diagonal unitary matrix $S=\mathbf{D}\left(m_{1}, m_{2}, \ldots, m_{t}\right)$,
and unitary matrices $U_{2}$ and $V_{2}$, of sizes $m-r$ and $n-r$, respectively, such that $U=S \oplus U_{2}$ and $V=S^{*} \oplus V_{2}$.

Proof. Let $X$ be an $m \times m$ unitary matrix in which the last $m-r$ rows are orthogonal to the columns of $A$, and let $Y$ be an $n \times n$ unitary matrix such that the last $n-r$ columns of $Y$ are orthogonal to the rows of $A$. Then XAY has an $r \times r$ nonsingular matrix $A_{1}$ in the upper left hand corner, with the remaining $m-r$ rows and $n-r$ columns being zero. Now apply Theorem 3.20 to $A_{1}$ to find $r \times r$ unitary matrices $U_{1}$ and $V_{1}$ such that $A_{1}=U_{1} D_{1} V_{1}$, where $D_{1}$ is the $r \times r$ diagonal matrix $\sigma_{1} I_{m_{1}} \oplus \sigma_{2} I_{m_{2}} \oplus \cdots \oplus$ $\sigma_{t} I_{m_{t}}$ Let $U=X^{*}\left(U_{1} \oplus I_{m-r}\right)$ and let $V=\left(V_{1} \oplus I_{n-r}\right) Y^{*}$. Then $U$ and $V$ are unitary and

$$
A=X^{*}(X A Y) Y^{*}=X^{*}\left(U_{1} D_{1} V_{1} \oplus 0_{(m-r) \times(n-r)}\right) Y^{*}=U D V .
$$

Now suppose $U$ and $V$ are unitary matrices such that $U D V=D$. Partition $U$ and $V$ conformally with the blocks of $D$ (i.e., according to the $m_{i}$ 's), and compare corresponding blocks on the two sides of the equation $U D=D V^{*}$. Since distinct diagonal blocks of $D$ have different scalars, $U$ must be $\mathbf{D}\left(m_{1}, m_{2}, \ldots, m_{t}, m-r\right)$ and $V$ must be $\mathbf{D}\left(m_{1}, m_{2}, \ldots, m_{t}, n-r\right)$. Then since the first $t$ diagonal blocks of $D$ are nonzero scalar blocks, we must have $U_{i}=V_{i}^{*}$ for $i=1,2, \ldots, t$. Putting $S=\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right)$, we see that $U$ and $V$ must have the desired form. Conversely, it is clear that if $U$ and $V$ have this form, then $U D V=D$.

Definition 3.9. The diagonal matrix $D$ of Theorem 3.21 is called the singular value form of $A$.

We now use the singular value decomposition to establish the polar dccomposition; one can also prove the polar decomposition first and then derive the singular decomposition from it.

Theorem 3.22 (Polar decomposition: Autonne [6]; Wintner and Murnaghan [136]). Let A be an $n \times n$ matrix. Then there exists a unitary matrix $U$ and positive semidefinite matrices $H$ and $K$ such that $A=U H=K U$. In any such representation, the nonzero eigenvalues of $H$ and $K$ must be the singular values of $A$. Furthermore, if $A$ is nonsingular, then $H, K$, and $U$ are uniquely determined by $A$.

Proof. From Theorem 3.21 we have $A=R D S$, where $R$ and $S$ are unitary and $D$ is a nonnegative diagonal matrix. Then $A=R S\left(S^{*} D S\right)=$
( $R D R^{*}$ ) RS. Let $U=R S$, while $H=S^{*} D S$ and $K=R D R^{*}$. Then $U$ is unitary, $H$ and $K$ are positive semidefinite, and $A=U H=K U$.

If $A=U H=K U$ is such a representation, then $A A^{*}=K^{2}$ and $A^{*} A=H^{2}$, so the nonzero eigenvalues of $H$ and $K$ must be the singular values of $A$.

Finally, if $A$ is nonsingular, then $K$ must be the unique positive definite square root of $A A^{*}$, while $H$ is the unique positive definite square root of $A^{*} A$, so $I I$ and $K$ are uniquely determined. But then $U$ must be $A H^{-1}=$ $K^{-1} A$.

The polar decomposition is analogous to writing a complex number $z$ as $r e^{i \theta}$; the unitary factor plays the role of the $e^{i \theta}$, while the positive semidefinite Hermitian factor is analogous to the modulus $r$. There are also versions of the polar decomposition for nonsquare matrices; see $[109,135,49]$.

## 4. THE REDUCTION PROCESS

Theorem 3.19 tells us that any matrix can be transformed to special Weyr form with a unitary similarity. The next step is to apply further unitary similarities to specify the off-diagonal blocks and eventually achieve a unique canonical form, a process outlined by Littlewood. The more recent papers by Sergeichuk and by Benedetti and Cragnolini differ in some details, but both use Weyr form and describe a step-by-step procedure for reducing a matrix to canonical form. However, the basic method of the reduction process appears in Brenner's earlier paper, which gives an inductive definition for a canonical form. Brenner's form is not triangular, but his inductive approach to the problem is essentially the same as those developed in the later papers. The idea is to partition the matrix, and then apply a sequence of unitary similarities that successively transform the submatrices into a special form; at each stage, one uses a unitary transformation that both preserves the form of the already reduced submatrices and reduces an additional submatrix to the desired form. Each step involves refining the partition of the matrix and further restricting the group of unitary transformations to be used in the next step; the refinement process guarantees that the construction stabilizes after a finite number of steps.

Thus, at each step, one has a partitioned matrix in which some blocks have already been reduced to their final form; the idea is to reduce the "next" block while preserving the already treated blocks. A crucial part of the argument is to identify the group of unitary transformations that preserve the already reduced blocks. One then applies a unitary similarity from that group to further refine additional blocks. We also need to specify an ordering of the blocks, in order to identify the "next" block to be reduced. Various
versions of these ideas are developed in all of the papers [9, 12, 89, 99]; the specific presentation given here most closely follows [9]. Our notation and terminology differ somewhat from the cited papers. We begin with some ideas from group theory [93] and then develop some notation.

Let $\mathscr{G}$ be a group acting on the set $\mathbf{C}(n)$. We say $n \times n$ matrices $A$ and $B$ are $\mathscr{G}$-equivalent if $g(A)=B$ for some $g$ in $\mathscr{G}$. The $\mathscr{G}$-equivalency classes are the orbits of $\mathscr{G}$; the action of $\mathscr{G}$ partitions $\mathbf{C}(n)$ into $\mathscr{G}$-orbits. For $A$ in $\mathbf{C}(n)$, the stabilizer of $A$ is the subgroup $\operatorname{st}(A)=\{g \in \mathscr{G} \mid g(A)=A\}$.

Definition 4.1. Let $\mathscr{G}$ be a group acting on the set $\mathbf{C}(n)$. A $\mathscr{A}$-canonical form is a function $\mathscr{F}: \mathbf{C}(n) \rightarrow \mathbf{C}(n)$ such that:
(1) For any $A$ in $\mathbf{C}(n)$, the matrix $\mathscr{F}(A)$ is $\mathscr{F}$ equivalent to $A$.
(2) $\mathscr{F}(A)=\mathscr{F}(B)$ if and only if $A$ and $B$ are in the same orbit, i.e., if and only if $A$ and $B$ are $\operatorname{l}_{\text {equivalent. }}$

Thus, a canonical form may be viewed as a function that chooses a single representative from each orbit. We shall say $\mathscr{F}(A)$ is the $\mathscr{G}$-canonical form of $A$.

If $\mathscr{G}$ is $\mathrm{GL}(n)$, the multiplicative group of $n \times n$ nonsingular complex matrices, acting on $\mathbf{C}(n)$ by conjugation, then $A$ and $B$ are $\operatorname{GL}(n)$-equivalent if and only if $A$ and $B$ are similar, the $\operatorname{GL}(n)$ orbits are the similarity classes, and the stabilizer of $A$ is $\left\{S \in G L(n) \mid S^{-1} A S=A\right\}$. Thus, for the action of conjugation, the stabilizer of $A$ is the set of all nonsingular matrices that commute with $A$. The function $\not \mathscr{J}$ defined by " $\mathscr{J}(A)$ is the Jordan canonical form of $A$ " satisfies Definition 4.1, as does the function $\mathscr{R}$ defined by " $\mathscr{R}(A)$ is the rational canonical form of $A$." Now consider $\mathbf{U}(n)$, the subgroup of $\operatorname{GL}(n)$ consisting of the unitary matrices. Then $\mathbf{U}(n)$ also acts on $\mathbf{C}(n)$ by conjugation, and $A$ and $B$ are $\mathbf{U}(n)$-equivalent if and only if $A$ and $B$ are unitarily similar. Our main goal here is to obtain a $\mathbf{U}(n)$-canonical form. However, as pointed out in $[9,12,62,89,99]$, the method may also be used to construct canonical forms for sets of matrices and to obtain $\mathscr{G}$-canonical forms where $\mathscr{G}$ is a certain type of subgroup of $\mathbf{U}(n)$. We discuss this further in Section 5, in connection with Brenner's work.

Definition 4.2. If $A$ and $B$ are unitarily similar, we write $A \sim B$.
We first need to order the complex numbers, so that we may order the eigenvalues of the matrices. One may do this in several ways. Following [9] and [99], we use the lexicographic ordering; thus, for $z=x-i y$ and $w=$ $r+i t$, we say $z$ is greater than $w$ if either $x>r$, or $x=r$ and $y>t$. We shall write $z>w$ to indicate that $z$ is greater than $w$ in this ordering. Littlewood uses a different ordering, based on the polar form re $e^{i \theta}$ of a complex number.

Definition 4.3. Let $A$ be an $n \times n$ matrix with $t$ distinct eigenvalues $\alpha_{1}>\alpha_{2}>\cdots>\alpha_{t}$ of multiplicites $n_{1}, n_{2}, \ldots, n_{t}$. For each $i$, let $n_{i 1} \geqslant n_{i 2} \geqslant$ $n_{i 3} \geqslant \cdots \geqslant n_{i k_{i}}$ be the Weyr characteristic for the eigenvalue $\alpha_{i}$. The ordered sequence

$$
n_{11}, n_{12}, \ldots, n_{1 k_{1}}, n_{21}, n_{22}, \ldots, n_{2 k_{2}}, \ldots, n_{i 1}, \ldots, n_{i k_{i}}, \ldots, \dot{n}_{t 1}, \ldots, n_{t k_{t}}
$$

is called the Weyr characteristic of $A$ and denoted $\omega(A)$. Let $\omega^{*}(A)$ be the sequence of positive integers obtained by replacing the number $n_{i j}$ with the pair of numbers $n_{i j}-n_{i, j+1}, n_{i, j+1}$ whenever $n_{i j}>n_{i, j+1}$. The sequence $\omega^{*}(A)$ is called the special Weyr characteristic of $A$.

Remark. Although $\omega^{*}(A)$ is constructed from $\omega(A)$ and thus is uniquely defined by the Weyr characteristic, one cannot necessarily recover the Weyr characteristic from the special Weyr characteristic. For example, if $\omega^{*}(A)=$ $(1,1,1)$, then $\omega(A)$ could be either $(2,1)$ or $(1,1,1)$.

Henceforth, when we use the term "Weyr form" or "special Weyr form" we assume that the eigenvalues appear along the diagonal in the proper (i.e., lexicographic) order, and thus the sizes of the scalar diagonal blocks are given by the Weyr characteristic.

We need some notation to describe various partitions of matrices and certain special subgroups of $\mathbf{U}(n)$ used in the reduction process. These subgroups are identified and named in various ways in [9, 12, 62, 89, 99]. We use different notation and names, but most of the material in Definitions 4.4 to 4.14 is based on the definitions in [9].

Definition 4.4. Let $n$ be a positive integer. A finite ordered sequence $n_{1}, n_{2}, \ldots, n_{t}$ of positive integers such that $n_{1}+n_{2}+\cdots+n_{t}=n$ is called an $n$-sum and is denoted $\phi(n)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$.

Thus, an $n$-sum is simply an ordered partition of the number $n$. An $n$-sum determines a natural partition of an $n \times n$ matrix into blocks.

Definition 4.5. Let $A$ be an $n \times n$ matrix, and let $\phi(n)=$ ( $n_{1}, n_{2}, \ldots, n_{t}$ ) be an $n$-sum. Use the numbers $n_{i}$ to partition the rows, and also the columns, of $A$ into sets of the first $n_{1}$ rows, then the next $n_{2}$ rows, and so on. The corresponding partition of $A$ into the submatrices $A_{i j}$, of sizes $n_{i} \times n_{j}$, is called a $\phi(n)$-partition of $A$ or a $\phi$-partition of $A$. The submatrices $A_{i j}$ are called the $\phi$-blocks of $A$ and sometimes denoted as $A_{i j}(\phi)$.

Definition 4.6. If $\phi(n)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ is an $n$-sum and $A$ is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$, we say $A$ is $\mathbf{T}(\phi(n))$. Similarly, if $A$ is $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$, we say $A$ is $\mathbf{D}(\phi(n))$.

For fixed $\phi(n)$, the set of all nonsingular matrices that are $\mathbf{T}(\phi(n))$ forms a subgroup of $\mathrm{GL}(n)$, as does the set of all nonsingular matrices that are $\mathbf{D}(\phi(n))$. We are interested in the subgroup of unitary matrices that are $\mathbf{D}(\phi(n))$.

Definition 4.7. The set of all unitary matrices that are $\mathbf{D}(\phi(n))$ is called the $\phi(n)$-subgroup of $\mathbf{U}(n)$ and is denoted by $\mathbf{U}(\phi(n))$.

Note that $\mathbf{U}(\phi(n))$ is the direct sum of the unitary groups $\mathbf{U}\left(n_{i}\right)$. Radjavi [89] uses the term "unrestricted direct group" for $\mathbf{U}(\phi(n))$.

If $A$ is a $\phi$-partitioned matrix, if $U=\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right)$ is in $\mathrm{U}(\phi(n))$, and if $B=U^{*} A U$ is also $\phi$-partitioned, then $B_{i j}(\phi)=U_{i}^{*} A_{i j}(\phi) U_{j}$.

At each step of the reduction procedure we refine the partition of the matrix.

Definition 4.8. Let $\phi(n)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ be an $n$-sum, and for each $i=1, \ldots, t$ suppose $\phi_{i}\left(n_{i}\right)=\left(n_{i 1}, n_{i 2}, \ldots, n_{i k_{i}}\right)$ is an $n_{i}$-sum. Then the $n$-sum $\left(n_{11}, n_{12}, \ldots, n_{1 k_{1}}, n_{21}, n_{22}, \ldots, n_{2 k_{2}}, \ldots, n_{t 1}, n_{t 2}, \ldots, n_{t k_{t}}\right)$ is denoted $\phi\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ or $\left(\phi_{1}, \phi_{2}, \ldots, \phi_{t}\right)$ and is called a refinement of $\phi(n)$. We say $\phi_{i}$ is the refinement of $\phi$ in the ith place.

For example, if $\phi(9)=(4,3,2)$ and $\phi_{1}(4)=(3,1)$ while $\phi_{2}(3)=(1,2)$ and $\phi_{3}(2)=(2)$, then the corresponding refinement is $\phi(4,3,2)=(3,1,1,2,2)$.

If $\phi_{1}(n)=\phi\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ refines $\phi(n)$, then $\mathbf{U}\left(\phi_{1}(n)\right)$ is a subgroup of $\mathbf{U}(\phi(n))$. Note that the $\phi_{1}$-partition of a matrix $A$ refines the $\phi$ -partition-i.e., each $\phi$-block $A_{i j}(\phi)$ is further partitioned by $\phi_{1}$ and each $\phi_{1}$-block $A_{i j}\left(\phi_{1}\right)$ is contained in some $\phi$-bluck.

If $A$ is an $n \times n$ matrix with $t$ distinct eigenvalues $\alpha_{1}>\alpha_{2}>\cdots>\alpha_{t}$ of multiplicities $n_{1}, n_{2}, \ldots, n_{t}$, then the Weyr characteristic $\omega(A)$ is an $n$-sum and is a refinement of the $n$-sum $\phi(n)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. The special Weyr characteristic $\omega^{*}(A)$ is a refinement of $\omega(A)$. Thus, we may restate Theorems $3.12,3.18$, and 3.19 as follows.

Theorem 4.1. Let $A$ be an $n \times n$ matrix with Weyr characteristic $\omega(A)=\omega(n)$ and special Weyr characteristic $\omega^{*}(A)=\omega^{*}(n)$. Then there is a matrix $A_{0}$ in special Weyr form such that $A \sim A_{0}$. Furthermore, if $U$ is unitary, then $U^{*} A_{0} U$ is also in Weyr form if and only if $U$ is in $\mathbf{U}(\omega)(n)$, and $U^{*} A_{0} U$ is also in special Weyr form if and only if $U$ is in $U\left(\omega^{*}(n)\right)$.

Definition 4.9. If $A$ is a nonsingular matrix with singular values $\sigma_{1}>\sigma_{2}>\cdots>\sigma_{t}$ of multiplicites $n_{1}, n_{2}, \ldots, n_{t}$, then the $n$-sum $\sigma(n)=$ ( $n_{1}, n_{2}, \ldots, n_{t}$ ) is called the singular value characteristic of $A$ and is denoted by $\sigma(A)$.

We may then restate the nonsingular case of Theorem 3.21 as follows.

Theorem 4.2. Let A be a nonsingular matrix with singular values $\sigma_{1}>\sigma_{2}>\cdots>\sigma_{t}$ and singular value characteristic $\sigma(A)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. Then there exist unitary matrices $U$ and $V$ such that $U A V=D=\sigma_{1} I_{n_{1}} \oplus \sigma_{2} I_{n_{2}}$ $\oplus \cdots \oplus \sigma_{t} I_{n_{t}}$ is the direct sum of the $t$ scalar matrices $\sigma_{i} I_{n_{i}}$. Furthermore, unitary matrices $P$ and $Q$ satisfy the equation $P D Q=D$ if and only if $P=Q^{*}$ and $P$ is in $\mathbf{U}(\sigma(A))$.

We now want to define certain subgroups of $\mathbf{U}(\phi(n))$ in which we require some of the diagonal blocks to be equal. We indicate this with a "tagging function" that associates the same nonzero "tag number" to blocks that are required to be equal, while tagging the unrestricted blocks with the number zero. Definition 4.10 comes directly from Benedetti and Cragnolini; Brenner and Radjavi [89] give alternative descriptions.

Definition 4.10. Let $\phi(n)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ be an $n$-sum. A tagging function $\tau$ of $\phi(n)$ is a function from $\{1,2, \ldots, t\}$ to $\{0,1,2, \ldots, p\}$ satisfying the following conditions:
(1) If $\tau(i) \neq 0$, then there is at least one $j \neq i$ such that $\tau(i)=\tau(j)$.
(2) If $\tau(i) \neq 0$ and $\tau(i)=\tau(j)$ then $n_{i}=n_{j}$.
(3) The restriction of $\tau$ to the set of minima $\left\{\min \tau^{-1}(\tau(i)) \mid \tau(i) \neq 0\right\}$ is an increasing map and is onto $\{1,2, \ldots, p\}$.

The $n$-sum $\phi(n)$ together with the tagging function $\tau$ is called a tagged $n$-sum and is denoted by $\phi \tau(n)=\left(n_{1 \tau(1)}, n_{2 \tau(2)}, \ldots, n_{t \tau(t)}\right)$. If $\tau(i) \neq 0$ and $\tau(i)=\tau(j)$, we say that $i$ and $j$, or $n_{i}$ and $n_{j}$, are linked.

Definition 4.11. Let $\phi \tau(n)$ be a tagged $n$-sum with $\phi(n)=$ $\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. The $\phi \tau(n)$-subgroup of $\mathrm{U}(n)$ is

$$
\left\{U=\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right) \in \mathbf{U}(\phi(n)) \mid U_{i}=U_{j} \text { whenever } i \text { and } j \text { are linked }\right\}
$$

and is denoted by $\mathbf{U}(\phi \tau(n))$.
For example, if $n=22$ and $\phi \tau(22)=\left(3_{0}, 2_{1}, 3_{0}, 4_{2}, 2_{1}, 2_{0}, 4_{2}, 2_{1}\right)$, then $\mathbf{U}(\phi \tau(24))$ is the set of all block diagonal matrices of the form
$\mathbf{D}(A, B, C, D, B, E, D, B)$, where $A$ and $C$ are in $U(3)$, while $B$ and $E$ are in $\mathbf{U}(2)$ and $D$ is in $\mathbf{U}(4)$. The numbers of the $n$-sum $\phi(n)$ tell us the sizes of the diagonal blocks, and the tagging function $\tau$ tells us which blocks must be the same-all blocks having the same nonzero tag must be the same. Brenner calls the groups $\mathbf{U}(\phi \tau(n))$ "generalized diagonal unitary groups," while Radjavi [89] uses the term "direct groups."

We can also use the tagging function to identify associated submatrices of partitioned matrices. Sergeĭchuk does something similar in his paper, where he uses "shaded" and "unshaded" blocks.

Definition 4.12. Let $\phi \tau(n)$ be a tagged $n$-sum, and let $A$ be an $\phi(n)$-partitioned matrix. If $\tau(i) \neq 0$ and $\tau(i)=\tau(j)$, then $A_{i j}$ is called a tagged submatrix or tagged block and we say $A$ is a $\phi \tau(n)$-partitioned matrix, or a tagged partitioned matrix.

Suppose $A$ is a $\phi$-partitioned matrix, $U=\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right)$ is in $\mathbf{U}(\phi(n))$, and $B=U^{*} A U$ is also $\phi$-partitioned. Then $B_{i j}(\phi)=U_{i}^{*} A_{i j}(\phi) U_{j}$. If we use a tagged partition, $\phi \tau(n)$, then $U_{i}=U_{j}$ whenever $i$ and $j$ are linked, so any tagged block is transformed by a unitary similarity.

Definition 4.13. Let $\phi \tau(n)$ be a tagged $n$-sum, and let $A$ be a $\phi$-partitioned matrix. We say $A_{i j}$ is a $\phi \tau$-stable block if $\left(U^{*} A U\right)_{i j}=A_{i j}$ for every $U$ in $\mathbf{U}(\phi \tau(n))$.

Thus, the $\phi \tau$-stable blocks are preserved whenever a unitary similarity from $\mathrm{U}(\phi \tau(n))$ is applied to $A$. If $i$ and $j$ are linked, then $A_{i j}$ is $\phi \tau$-stable if and only if $U^{*} A_{i j} U=A_{i j}$ for every $U$ in $\mathrm{U}\left(n_{i}\right)$, which is possible only if $A_{i j}$ is a scalar matrix. Hence, for linked subscripts $i$ and $j$, the minor $A_{i j}$ is $\phi \tau$-stable if and only if $A_{i j}$ is scalar. If $\tau$ does not link $i$ and $j$, then $A_{i j}$ is $\phi \tau$-stable if and only if $U A_{i j} V=A_{i j}$ for every $U$ in $\mathrm{U}\left(n_{i}\right)$ and every $V$ in $\mathbf{U}\left(n_{j}\right)$. But then we have $U A_{i j}=A_{i j} V^{*}$ for every $U$ in $U\left(n_{i}\right)$ and every $V$ in $\mathbf{U}\left(n_{j}\right)$, and thus $A_{i j}=0$ by Theorem 3.4. So if $\tau$ does not link $i$ and $j$, then $A_{i j}$ is $\phi \tau$-stable if and only if $A_{i j}=0$.

Finally, we want to construct refinements of tagged $n$-sums that preserve the original tagging.

Definition 4.14. Let $\phi \tau(n)=\left(n_{1 \tau(1)}, n_{2 \tau(2)}, \ldots, n_{t \tau(t)}\right)$ be a tagged $n$ sum. Let $\phi\left(n_{1}, n_{2}, \ldots, n_{t}\right)=\left(\phi_{1}, \phi_{2}, \ldots, \phi_{t}\right)$ be a refinement of the $n$-sum $\phi(n)$ such that whenever $n_{i}$ and $n_{j}$ are linked by $\tau$, then $\phi_{i}\left(n_{i}\right)=\phi_{j}\left(n_{j}\right)$. Let $\rho$ be a tagging function on $\phi\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ that tags $\phi_{i}\left(n_{i}\right)$ and $\phi_{j}\left(n_{j}\right)$ exactly the same way whenever $n_{i}$ and $n_{j}$ are linked by $\tau$ and uses only nonzero tags on the numbers in such linked $\phi_{i}\left(n_{i}\right)$ and $\phi_{j}\left(n_{i}\right)$. In other words, linked $n_{i}$ and $n_{j}$ in the original tagged $n$-sum must induce the same
partition and tags in the refinement, so that all of the pieces of the refinement preserve the original linkings. Then we say the tagged $n$-sum $\phi \rho\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ is a refinement of $\phi \tau(n)$ and that $\phi_{i}$ is the refinement of $\phi \tau$ in the $i$ th place.

For example ( $2_{1}, 3_{2}, 2_{1}, 3_{2}$ ) is a refinement of $\left(5_{1}, 5_{1}\right)$, but $\left(2_{0}, 3_{1}, 2_{0}, 3_{1}\right)$ is not, and ( $2_{1}, 3_{2}, 3_{2}, 2_{1}$ ) is not. As a consequence of this definition, we see that whenever the tagged $n$-sum $\phi_{2} \tau_{2}(n)$ refines $\phi_{1} \tau_{1}(n)$, then $\mathrm{U}\left(\phi_{2} \tau_{2}(n)\right)$ is a subgroup of $\mathrm{U}\left(\phi_{1} \tau_{1}(n)\right)$. Hence if $A$ is a $\phi_{1}$-partitioned matrix, any $\phi_{1} \tau_{1}$ stable minor of $A$ is unchanged by any unitary similarity from $\mathbf{U}\left(\phi_{2} \tau_{2}(n)\right)$, and any $\phi_{2}$-minor of $A$ contained in a $\phi_{1} \tau_{1}$-stable minor is necessarily $\phi_{2} \tau_{2}$-stable. Also, we may identify an untagged $n$-sum $\phi(n)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ with the tagged $n$-sum $\phi \tau(n)$, where $\tau$ is the trivial tagging function $\tau(i)=0$ for all $i$, and hence any refinement of $\phi\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ endowed with any tagging function $\rho$ may be considered a tagged refinement of the untagged $n$-sum $\phi(n)$.

At each stage of the reduction process, we have a tagged $n$-sum $\phi \tau$, a $\phi \tau$-partitioned matrix, the subgroup $\mathrm{U}(\phi \tau(n))$, and a set of $\phi$-blocks of the matrix that are $\phi \tau$-stable. We then apply one of the following four operations to the next $\phi$-block that is not $\phi \tau$-stable; Theorems 3.14, 3.16, 3.21, 4.1, and 4.2 tell us that these operations are possible. The operation increases the number of $\phi \tau$-stable blocks and determines a refinement of $\phi \tau$ to be used in the next step.

Type 1. If $B$ is $m \times n$ with $m \geqslant n$, and $B$ has rank $r<m$, then we can find a unitary matrix $U$ such that $U B=B_{0}$ is in row form. Furthermore, for unitary matrices $P$ and $Q$, the matrix $P B_{0} Q$ is still in row form if and only if $P$ is $\mathbf{D}(m-r, r)$.

Type 2. If $B$ is $m \times n$ with $m<n$, and $B$ has rank $r$, then we can find a unitary matrix $U$ such that $B U=B_{0}$ is in column form. Furthermore, for unitary matrices $P$ and $Q$, the matrix $P B_{0} Q$ is still in column form if and only if $Q$ is $\mathbf{D}(n-r, r)$.

Type 3. If $B$ is nonsingular with singular value characteristic $\sigma(B)$, then we can find a pair of unitary matrices $U$ and $V$ such that $U B V=D$, where $D$ is the singular value form of $B$. Furthermore, for unitary matrices $P$ and $Q$, we have $P D Q=D$ if and only if $P=Q^{*}$ and $P$ is in $\mathbf{U}(\sigma(B))$.

Type 4. If $B$ is $n \times n$, then we can find a unitary matrix $U$ such that $U^{*} B U=B_{0}$ is in special Weyr form. Furthermore, for unitary $V$, the matrix $V^{*} B_{0} V$ is in special Weyr form if and only if $V$ is in $\mathrm{U}\left(\omega^{*}(B)\right)$, where $\omega^{*}(B)$ is the special Weyr characteristic of $B$.

Benedetti and Cragnolini use these four operations, but other reduction schemes are possible. For example, Sergeichuk uses Theorem 3.21, the
singular value decomposition for singular and rectangular matrices, to combine types 1-3.

We can now describe the reduction process. Let $A$ be an $n \times n$ matrix with special Weyr characteristic $\omega^{*}(A)=\omega^{*}(n)$. Using induction on $d$, we show that at stage $d$ one can construct a matrix $A(d)$, and a tagged $n$-sum $\phi_{d} \tau_{d}(n)$, such that $A(d) \sim A(d-1) \sim A$ and $\phi_{d} \tau_{d}$ is a refinement of $\phi_{d-1} \tau_{d-1}$. Furthermore, $A(d)$ is in special Weyr form, at least $d$ of the $\phi_{d}$-blocks of $A(d)$ are $\phi_{d} \tau_{d}$-stable, and a unitary similarity $U$ preserves all of the $\phi_{d} \tau_{d}$-stable blocks of $A(d)$ only if $U$ is in $U\left(\phi_{d} \tau_{d}(n)\right)$. Since each matrix $A(d)$ is upper triangular, and since the scalar blocks along the main diagonal are preserved at each stage, we need be concerned only with reducing the submatrices above the diagonal. The submatrices above the diagonal are called upper blocks, or upper submatrices. Let $\gamma$ be an ordering of the set $\{(i, j) \mid i<j\}$, and for any partitioned matrix, use $\gamma$ to order the upper blocks. One may use any ordering, but the canonical form obtained depends on the choice of ordering.

Step 0. Find a unitary matrix $U$ such that $A(0)=U^{*} A U$ is in special Weyr form. Let $\phi_{0} \tau_{0}$ be the tagged $n$-sum with $\phi_{0}=\omega^{*}(A)$, and $\tau_{0}$ the trivial tagging function. Notice that all of the scalar diagonal blocks of $A(0)$ are preserved by the action of $\mathbf{U}\left(\phi_{0} \tau_{0}(n)\right)$ and thus are $\phi_{0} \tau_{0}$-stable. Furthermore, for any pair of consecutive integers $n_{i, j-1}, n_{i j}$ in $\omega(n)$ with $n_{i, j-1}>n_{i j}$, the corresponding superdiagonal block of size $n_{i, j-1} \times n_{i j}$ starts with $n_{i, j-1}-n_{i j}$ rows of zeros that form a zero block of size $\left(n_{i, j-1}-n_{i j}\right) \times n_{i j}$, which is $\phi_{0} \tau_{0}$-stable. From Theorem 4.1, if a unitary similarity $U$ preserves special Weyr form it must be in $\mathrm{U}\left(\omega^{*}(A)\right)$, so any unitary similarity preserving the $\phi_{0} \tau_{0}$-stable blocks of $A(0)$ must belong to $\mathrm{U}\left(\phi_{0} \tau_{0}(n)\right)$.

Assume, as the induction hypothesis, that at Step $d-1$ we have a matrix $A(d-1) \sim A(d-2)$ and that $A(d-1)$ is in special Weyr form. Also assume that we have a tagged $n$-sum $\phi_{d-1} \tau_{d-1}$ that refines $\phi_{d-2} \tau_{d-2}$, and that at least $d-1$ of the upper submatrices of the $\phi_{d-1}$-partitioned matrix $A(d-1)$ are $\phi_{d-1} \tau_{d-1}$-stable. Finally, assume that a unitary similarity preserves the $\phi_{d-1} \tau_{d-1}$-stable blocks of $A(d-1)$ only if it is in $\mathbf{U}\left(\phi_{d-1} \tau_{d-1}(n)\right)$.

If every upper submatrix of $A(d-1)$ is $\phi_{d-1} \tau_{d-1}$-stable, then the process ends. If not, continue to Step $d$.

Step $d$. We know that $A(d-1)$ has upper blocks that are not $\phi_{d-1} \tau_{d-1}$-stable. Using the ordering $\gamma$, let $B=A_{i j}(d-1)$ be the first $\phi_{d-1}$-block of $A(d-1)$ that is not stable. Then $B$ is $n_{i} \times n_{j}$, where $\phi_{d-1}(n)=\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. Let $r$ be the rank of $B$. We must now consider several cases.

Case 1. Suppose that $n_{i}$ and $n_{j}$ are linked by $\tau_{d-1}$, so that $B$ is a tagged block. Then $n_{i}=n_{j}$, and we perform a type 4 operation on $B$. Thus, find an $n_{i} \times n_{i}$ unitary matrix $U_{b}$ such that $U_{b}^{*} B U_{b}=B_{0}$ is in special Weyr form. Let $U=\mathrm{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right)$ be a matrix in $\mathbf{U}\left(\phi_{d-1} \tau_{d-1}(n)\right)$ such that $U_{i}=U_{b}$. Note that we must then have $U_{k}=U_{b}$ whenever $k$ is linked to $i$ by $\tau_{d-1}$; in particular, $U_{j}=U_{b}$. Let $A(d)=U^{*} A(d-1) U$. Since $U$ is in $\mathrm{U}\left(\phi_{d-1} \tau_{d-1}(n)\right)$, the matrix $A(d)$ is still in special Weyr form and the $\phi_{d-1} \tau_{d-1}$-stable blocks of $A(d-1)$ are the same in $A(d)$. However, $A_{i j}(d)=U_{i}^{*} B U_{j}=U_{b}^{*} B U_{b}=B_{0}$ is in special Weyr form.

Let $\omega^{*}\left(n_{i}\right)=\omega^{*}(B)=\left(m_{1}, m_{2}, \ldots, m_{s}\right)$ be the special Weyr characteristic of $B$, and let $\phi_{d}(n)$ be the $n$-sum obtained by replacing $n_{r}$ with $\omega^{*}\left(n_{i}\right)$ whenever $n_{r}$ is linked to $n_{i}$ by $\tau_{d-1}$. So $\phi_{d}$ is the refinement of $\phi_{d-1}$ obtained by refining $\phi_{d-1}$ in the $i$ th place, and also in each place linked to $i$, by the $n_{i}$-sum $\omega^{*}(B)$. Now define a tagged refinement of $\phi_{d-1} \tau_{d-1}$ by giving each of the $s$ numbers in the list $m_{1}, m_{2}, \ldots, m_{s}$ a different nonzero tag, replacing each $n_{k}$ that is $\tau_{d-1}$-linked to $n_{i}$ with the newly tagged numbers $m_{h}$, and then relabeling the tags, if necessary, so that the tagged $n$-sum $\phi_{d} \tau_{d}$ is a tagged refinement of $\phi_{d-1} \tau_{d-1}$. Then $\mathrm{U}\left(\phi_{d} \tau_{d}(n)\right)$ is a subgroup of $\mathrm{U}\left(\phi_{d-1} \tau_{d-1}(n)\right.$ ), so any $\phi_{d}$-minors of $A(d)$ contained in the $\phi_{d-1} \tau_{d-1}$-stable blocks of $A(d-1)$ are also $\phi_{d} \tau_{d}$-stable. Furthermore, the scalar, diagonal blocks of the special Weyr form matrix $B_{0}$ are also stable under the action of $\mathbf{U}\left(\phi_{d} \tau_{d}(n)\right)$. Hence, the new matrix $A(d)$ has at least $d$ upper blocks that are $\phi_{d} \tau_{d}$-stable. Furthermore, we know that a unitary similarity will preserve the Weyr special form of $A_{i j}(d)$ only if it is $\mathbf{D}\left(\omega^{*}\left(n_{i}\right)\right)$, so any unitary similarity preserving both the $\phi_{d-1}$-stable blocks of $A(d)$ and the new stable blocks in the reduced submatrix $A_{i j}(d)$ must be in $\mathbf{U}\left(\phi_{d-1} \tau_{d-1}(n)\right.$ ) and must have an $i$ th diagonal block of the form $\mathbf{D}\left(\omega^{*}\left(n_{i}\right)\right)$; hence it must be in $\mathrm{U}\left(\phi_{d} \tau_{d}(n)\right)$ by the way we have defined the refinement $\phi_{d} \tau_{d}$.

Thus, we have constructed $A(d) \sim A(d-1)$ and a tagged $n$-sum $\phi_{d} \tau_{d}(n)$ such that $A(d)$ is in Weyr special form, $\phi_{d} \tau_{d}$ refines $\phi_{d-1} \tau_{d-1}$, the matrix $A(d)$ has at least $d$ upper blocks that are $\phi_{d} \tau_{d}$-stable, and these $\phi_{d} \tau_{d}$-stable blocks of $A(d)$ are preserved only by unitary similarities from $\mathbf{U}\left(\phi_{d} \tau_{d}(n)\right)$.

Case 2. Suppose $n_{i}$ and $n_{j}$ are not linked by $n_{i}=n_{j}=r$. Then we can apply a type 3 operation to $B$. Thus, let $U_{b}$ and $V_{b}$ be unitary matrices in $\mathrm{U}\left(n_{i}\right)$ such that $U_{b}^{*} B V_{b}=D$, where $D$ is the singular value form of $B$. Choose a matrix $U=\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right)$ in $\mathbf{U}\left(\phi_{d-1} \tau_{d-1}(n)\right)$ such that $U_{i}=U_{b}$ and $U_{j}=V_{b}$, and let $A(d)=U^{*} A(d-1) U$. Then, again, the $\phi_{d-1} \tau_{d-1}$-stable blocks of $A(d-1)$ are not changed by this transformation, but $A_{i j}(d)=$ $U_{b}^{*} A_{i j}(d-1) V_{b}=U_{b}^{*} B V_{b}=D$.

Let $\sigma(B)=\sigma\left(n_{i}\right)$ be the singular value characteristic of $B$. Let $\phi_{d}$ be the refinement of $\phi_{d-1}$ obtained by replacing both $n_{i}$ and $n_{j}$ with the $n_{i}$-sum $\sigma\left(n_{i}\right)$, as well as replacing $n_{k}$ with the $n_{i}$-sum $\sigma\left(n_{i}\right)$ whenever $n_{k}$ is linked to either $n_{i}$ or $n_{j}$ by $\tau_{d-1}$. Now define a tagged refinement, $\phi_{d} \tau_{d}$, of $\phi_{d-1} \tau_{d-1}$ by giving each of the numbers in the $n_{i}$-sum $\sigma\left(n_{i}\right)$ a different nonzero tag, replacing each $n_{k}$ that is $\tau_{d-1}$-linked to either $n_{i}$ or $n_{j}$ with the newly tagged $\sigma\left(n_{i}\right)$, using the original tagging function $\tau_{d-1}$ on the remaining $n_{k}$ 's, and then relabeling the tags, if necessary. Note that the $\phi_{d}$-blocks of $A(d)$ that are contained in the $\phi_{d-1} \tau_{d-1}$-stable blocks of $A(d-1)$ are also $\phi_{d} \tau_{d}$-stable, and in addition the scalar, diagonal blocks of the singular value form $D$ are stable under the action of $\mathbf{U}\left(\phi_{d l} \tau_{d}(n)\right)$. Furthermore, Theorem 4.2 tells us that $U D V=D$ only if $U=V^{*}$ and $U$ is $\mathbf{D}\left(\sigma\left(n_{i}\right)\right)$, so the definition of $\phi_{d} \tau_{d}$ guarantees that a unitary similarity can preserve the old $\phi_{d-1} \tau_{d-1}$-stable blocks as well as the new stable blocks of $D$ only if it is in $\mathrm{U}\left(\phi_{d} \tau_{d}(n)\right)$.

Thus, we have $A(d) \sim A(d-1)$ with $A(d)$ in Weyr special form, the tagged $n$-sum $\phi_{n} \tau_{d}(n)$ is a refinement of $\phi_{d-1} \tau_{d-1}$, and $A(d)$ has at least $d$ upper minors that are $\phi_{d} \tau_{d}$-stable; these stable blocks are preserved only by unitary similarities from $\mathrm{U}\left(\phi_{d} \tau_{d}(n)\right)$.

Case 3. Suppose $n_{i}$ and $n_{j}$ are not linked and $r<\min \left\{n_{i}, n_{j}\right\}$.
If $n_{i} \geqslant n_{i}$, apply a type 1 operation to $B$. Thus, find an $n_{i} \times n_{i}$ unitary matrix $P$ such that $P B$ is in row form. Choose $U=\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right)$ in $\mathbf{U}\left(\phi_{d-1} \tau_{d-1}(n)\right)$ with $U_{i}=P^{*}$, and set $A(d)=U^{*} A(d-1) U$. As before, this transformation does not change the $\phi_{d-1} \tau_{d-1}$-stable blocks of $A(d-1)$, but the new block $A_{i j}(d)=P B U_{j}$ is in row form. Let $\phi_{d}$ be the refinement of $\phi_{d-1}$ formed by replacing $n_{i}$, and each $n_{k}$ linked to $n_{i}$, with the pair of numbers $n_{i}-r$, $r$. If $\tau_{d-1}(i)=0$, so that $n_{i}$ is not linked to any number of $\phi_{d-1}(n)$, then we extend the tagging function $\tau_{d-1}$ to a tagging function $\tau_{d}$ of $\phi_{d}$ by tagging $n_{i}-r$ and $r$ with zeros, and leaving the original tags alone. If $\tau_{d-1}(i) \neq 0$, then define $\tau_{d}$ by giving the numbers $n_{i}-r$ and $r$ different nonzero tags, replacing each $n_{k}$ that is $\tau_{d-1}$-linked to $n_{i}$ with the newly tagged $n_{i}-r$ and $r$, using the original tagging function $\tau_{d-1}$ on the remaining $n_{k}$ 's, and then relabeling the tags, if necessary. Then $A(d) \sim$ $A(d-1)$ with $A(d)$ in Weyr special form, and the tagged $n$-sum $\phi_{d} \tau_{d}(n)$ refines $\phi_{d-1} \tau_{d-1}$. Furthermore the first $n_{i}-r$ rows of $P B U_{j}$ are zero and form a $\phi_{d} \tau_{d}$-stable minor, so $A(d)$ has at least $d$ stable minors. From Theorem 3.14 and our construction of $\phi_{d} \tau_{d}$ we see that a unitary similarity preserves the stable blocks of $A(d-1)$ as well as the newly created stable block only if it is in $\mathbf{U}\left(\phi_{d} \tau_{d}(n)\right)$.

If $n_{i}<n_{j}$, apply a type 2 operation to $B$ and find an $n_{j} \times n_{j}$ unitary
matrix $Q$ such that $B Q$ is in column form. Choose $U$ with $U_{j}=Q$, and refine $\phi_{d-1}$ in the $j$ th place, as well as each place linked to $j$, with the pair $n_{j}-r, r$. The remainder of the argument is the same; note that the first $n_{j}-r$ columns of $U_{i}^{*} B Q=A_{i j}(d)$ form an $n_{i} \times\left(n_{j}-r\right)$ block of zeros that is $\phi_{d} \tau_{d}$-stable.

Thus, by induction, for each positive integer $d$, we can construct $A(d) \sim A$ such that $A(d)$ is in special Weyr form with at least $d$ upper blocks that are $\phi_{d} \tau_{d}$-stable. However, a block upper triangular matrix has at most $n(n-1) / 2$ blocks above the diagonal, so for some positive integer $e \leqslant n(n-1) / 2$ the process must produce a matrix $A(e)$ in which all of the blocks are $\phi_{e} \tau_{e}$ stable. At this point the construction stops, and we claim that the function $\mathscr{F}: \mathbf{C}(n) \rightarrow \mathbf{C}(n)$ defined by $\mathscr{F}(A) \rightarrow A(e)$ is a canonical form for unitary similarity. We clearly have $A \sim A(e)$ and now need to prove that $A(e)=B(e)$ whenever $A \sim B$. We again proceed by induction.

Thus, suppose $A \sim B$. Then $\omega(A)=\omega(B)$ and $\omega^{*}(\Lambda)=\omega^{*}(B)$. At step 0, both $A(0)$ and $B(0)$ are in special Weyr form and we have $A(0) \sim B(0)$. Note also that the tagged $n$-sum $\phi_{0} \tau_{0}$ will be the same for both $A$ and $B$, and so by Theorem 4.1 we have $U^{*} A(0) U=B(0)$ for some $U$ in $U\left(\phi_{0} \tau_{0}(n)\right)$.

Assume, as the induction hypothesis, that after step $d-1$ we have constructed $A(d-1)$ and $B(d-1)$, as well as tagged $n$-sums $\phi_{d-1} \tau_{d-1}(A)$ and $\phi_{d-1} \tau_{d-1}(B)$ satisfying the following conditions:
(1) $\phi_{d-1} \tau_{d-1}(A)=\phi_{d-1} \tau_{d-1}(B)$.
(2) There is a $U$ in $U\left(\phi_{d-1} \tau_{d-1}(n)\right)$ such that $U^{*} A(d-1) U=B(d-1)$.

We now show that our construction guarantees that this also holds after step $d$.

Condition (2) implies that $A(d-1)$ and $B(d-1)$ must agree on every $\phi_{d-1} \tau_{d-1}$-stable block, so if $A_{i j}(d-1)$ is the first nonstable block of $A(d-1)$, then $B_{i j}(d-1)$ must be the first nonstable block of $B(d-1)$. Let $U=$ $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ in $\mathbf{U}\left(\phi_{d-1} \tau_{d-1}(n)\right)$ satisfy $U^{*} A(d-1) U=B(d-1)$. Then $B_{i j}(d-1)=U_{i}{ }^{*} A_{i j}(d-1) U_{j}$. If $n_{i}$ and $n_{j}$ are linked, then $U_{i}=U_{j}$, and the Case 1 argument produces the same refinement on $\phi_{d-1} \tau_{d-1}$ for both $A$ and $B$. If $n_{i}$ and $n_{j}$ are not linked, then we are in either Case 2 or Case 3. In Case 2, we see that $B_{i j}(d-1)$ and $A_{i j}(d-1)$ must have the same singular value decomposition; in Case 3 , we see that $B_{i j}(d-1)$ and $A_{i j}(d-1)$ must have the same size and rank. Hence, in either case, $\phi_{d-1} \tau_{d-1}$ undergoes the same refinement construction. Thus, in all cases, the construction yields $\phi_{d} \tau_{d}(A)=\phi_{d} \tau_{d}(B)$. Furthermore, the construction guarantees that $A(d)$ and $B(d)$ must agree both on $\phi_{d-1} \tau_{d-1}$-stable blocks and on the new stable blocks formed in step $d$. So any unitary $U$ satisfying $U^{*} A(d) U=B(d)$ must be in $\mathrm{U}\left(\phi_{d} \tau_{d}(n)\right)$. Since $A(d) \sim B(d)$, such a $U$ must exist.

Now, by induction, conditions (1) and (2) must hold at the completion of the process, so that $U^{*} A(e) U=B(e)$ for some $U$ in $U\left(\phi_{e} \tau_{e}(n)\right)$. But every block of $A(e)$ is $\phi_{e} \tau_{e}$-stable, so $U^{*} A(e) U=A(e)$ and thus $A(e)=B(e)$.

Thus, we have the following result.

Theorem 4.3. Let $\gamma$ be an ordering of the set of ordered pairs $\{(i, j) \mid$ $i \leqslant j\}$. For each $A$ in $\mathrm{C}(n)$, let $A(e)$ denote the matrix constructed by the process described above, using the ordering $\gamma$, and let $\phi_{e} \tau_{e}(n)$ be the corresponding tagged n-sum. Then the map $\mathscr{F}: \mathbf{C}(n) \rightarrow \mathbf{C}(n)$ defined by $\mathscr{F}(A)=A(e)$ is a canonical form for $\mathbf{C}(n)$ under the action of unitary similarity, and $\mathrm{U}\left(\phi_{e} \tau_{e}(n)\right)$ is the group of unitary matrices that commute with $A(e)$.

This completes the proof of the reduction process. We now make some remarks about the procedure and the canonical form obtained, and look at some special cases to get a better understanding of how the reduction works. First note that at step 0 , the $n$-sum $\phi_{0} \tau_{0}$ is just the special Weyr characteristic with the trivial tagging function. Operations 1,2 , and 4 do not produce any new linkages, but merely preserve the already existing ones. Hence, new linked pairs $n_{i}$ and $n_{j}$ occur only when we use the singular value decomposition of operation 3. This occurs because the singular value form $D$ is preserved only by unitary similarities of the proper block diagonal form; hence the new tagging function must link $i$ and $j$ in order to preserve a singular value form in the $i, j$ block. At each step, new stable blocks are formed. For the Weyr form produced by operation 4, the new stable blocks are the scalar, diagonal blocks and the zero subblocks of the superdiagonal blocks. Operation 3 produces the scalar, diagonal blocks of the singular value form, while operations 1 and 2 produce zero blocks of rows or columns, respectively. Thus, our final matrix $A(e)$ is a $\phi_{e}$-partitioned matrix in which each $\phi_{e}$-block is either a block of zeros or a scalar block. When $i$ and $j$ are not linked by $\tau_{e}$, then $A_{i j}$ is $\phi_{e} \tau_{e}$-stable only if $A_{i j}=0$, so any $\phi_{e}$-block corresponding to an unlinked pair must be zero, while any tagged $\phi_{e}$-block must be scalar. Of course, the $\phi_{e}$-blocks may be quite small; if they are all $1 \times 1$, then we simply have an upper triangular matrix.

In general, it is not clear what information can be gleaned from the canonical form. While the Weyr special form does give the similarity class, and thus the Jordan form, of the matrix, one might hope that a canonical form would display some geometric information about the transformation, or reveal the unitary invariants of the matrix. However, it seems that the final structure of the canonical form evolves only as we apply the step-by-step construction, and thus reflects the sequence of steps performed. Sergeichuk and Benedetti and Cragnolini discuss this in more detail, giving examples
and describing some general schemes for classifying these canonical forms. Also note that the canonical form obtained depends on the ordering $\gamma$ used to order the submatrices. Some possible choices for $\gamma$ might be a lexicographic ordering, or perhaps a "diagonal" ordering in which ( $i, j$ ) would precede ( $k, r$ ) whenever $j-i<r-k$.

In Section 2 we examined the special case where the matrix has distinct eigenvalues, and later we saw, in Section 3, that the same results apply in the nonderogatory case. If $A$ is nonderogatory, with eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$ of multiplicities $n_{1}, n_{2}, \ldots, n_{t}$, then both $\omega(A)$ and $\omega^{*}(A)$ are the all 1 sequence, so $\phi_{0} \tau_{0}=(1,1,1, \ldots, 1)$, and $\mathrm{U}\left(\phi_{0} \tau_{0}(n)\right)$ is the group of diagonal, unitary matrices. The $\phi_{0} \tau_{0}$-stable minors of $A(0)$ are the diagonal entries and any zero entries that happen to occur. For each eigenvalue $\alpha_{i}$ of $A$, the corresponding diagonal block of $A(0)$, of size $n_{i} \times n_{i}$, must have nonzero entries in the superdiagonal positions, because $A(0)$ is in Weyr form. At any stage in the construction, one applies only diagonal unitary similarities; thus, the zero entries are always stable, and new zero entries cannot appear. Operations of type 1 or 2 are never needed, the type 3 operation just replaces an entry with its modulus, and a type 4 operation has no effect. The reduction process thus reduces to the procedure described in Section 2, which amounts to choosing a diagonal unitary matrix that creates some positive entries above the diagonal. Which entries are converted to positive numbers, and the final structure of the group $\mathrm{U}\left(\phi_{e} \tau_{e}(n)\right)$, depend on the ordering $\gamma$ and the zero-nonzero structure of the matrix. In general, one expects to create $n-1$ positive entries and to end up with $\mathrm{U}\left(\phi_{e} \tau_{e}(n)\right)$ being the group of unitary, scalar matrices. However, it is not always possible to have $n-1$ positive entries (see Example 2.1). Also, in some cases, $\mathbf{U}\left(\phi_{e} \tau_{e}(n)\right)$ contains nonscalar diagonal matrices.

Finally, notice that while the first step of the process involves triangularizing the matrix, the general method does not really depend on this. As we shall see in Section 5, the same approach may be used to obtain other types of nontriangular canonical forms, to define $\mathbf{U}(\phi \tau(n))$ canonical forms, and to reduce sets of matrices simultaneously [9, 12, 99].

## 5. NONTRIANGULAR FORMS

The canonical forms developed by Littlewood [59], Mitchell [69], Sergeichuk [99], and Benedetti and Cragnolini [9] are all triangular. They are constructed by first applying Schur's theorem to put the matrix in triangular form, with the eigenvalues in specified order along the diagonal, and then reducing the rest of the matrix. By starting differently, but then using
essentially the same reduction process, one can define other types of nontriangular canonical forms. In this section we discuss work of Brenner [12], McRae [62], and Radjavi [89]. Brenner begins by diagonalizing the positive definite Hermitian matrix $A^{*} A$, thus using the structure of the singular value form of $A$ as the initial step. He then gives an inductive definition for a canonical form in which one assumes the form has already been defined for smaller cases. McRae describes a general approach for defining a variety of canonical forms. In [89], Radjavi develops a construction using unitary transformations to orthogonalize the rows and columns of submatrices of a partitioned matrix; Radjavi proposes another method in [90].

Brenner calls the groups $\mathbf{U}(\phi \tau(n))$ generalized diagonal groups, and gives an inductive definition of a $\mathscr{G}$-canonical form for an $n \times n$ matrix $A$, under the action of any generalized diagonal group $\mathscr{G}$. The following proof is based on Brenner's presentation, but differs a bit in some details. As in Section 4, we let $\gamma$ be some ordering of the set of ordered pairs $(i, j)$ of positive integers and use $\gamma$ to order the submatrices of $A$. Brenner's argument gives a particular order in which to consider these submatrices. We denote the $\mathscr{G}$-canonical form of $A$ as $\mathscr{F}(A)$; associated with $\mathscr{F}(A)$ will be its stabilizer, the group of unitary matrices that commute with the matrix $\mathscr{F}(\mathrm{A})$.

Let $A$ be an $n \times n$ complex matrix, and let $\mathscr{G}$ be a generalized diagonal group. If $n=1$, then $A$ is its own canonical form, i.e., we define $\mathscr{F}(A)=A$. We now assume, as the induction hypothesis, that for all $k \times k$ matrices $A_{0}$ and any generalized diagonal group $\mathscr{G}_{0}$, a $\mathscr{G}_{0}$-canonical form $\mathscr{F}_{0}\left(A_{0}\right)$ has been defined for $A_{0}$, and that the stabilizer of $\mathscr{F}_{0}\left(A_{0}\right)$ is a generalized diagonal group whenever either
(1) $k<n$ or
(2) $k=n$ and $\mathscr{G}_{0}$ is a proper subgroup of $\mathscr{G}$.

We must now show how to define a $\mathscr{G}$-canonical form for $A$. We consider two cases.

Case 1. Suppose $\mathscr{G}=\mathbf{U}(n)$ is the full unitary group. Let $D$ be the singular value form of $A$, as in Definition 3.9, and let the $n$-sum $\phi(n)=$ ( $n_{1}, n_{2}, \ldots, n_{t}$ ) be the singular value characteristic of $A$. Then, as in the proof of Theorem 3.20 , we can find a unitary matrix $U$ such that $U^{*}\left(A^{*} A\right) U=D^{2}$. Furthermore, a unitary matrix commutes with $D$ or $D^{2}$ if and only if it is in $\mathbf{U}(\phi(n))$. Let $A_{1}=U^{*} A U$; then $A_{1}^{*} A_{1}=D^{2}$.

If $D$ is a scalar matrix, then $A_{1}$, and hence $A$ itself, is a scalar multiple of a unitary matrix, and thus $A$ is normal. Therefore, we can find a unitary matrix $V$ such that $V^{*} A V$ is diagonal with the eigenvalues of $A$ in lexico-
graphic order along the diagonal. We define $\mathscr{F}(A)=V^{*} A V$. Obviously, $A \sim \mathscr{F}(A)$, and if $B \sim A$, then $B$ is also normal and has the same eigenvalues and multiplicities as $A$, so $\mathscr{F}(B)=\mathscr{F}(A)$. Hence, this defines a canonical form for $A$ in this case. If $m_{1}, m_{2}, \ldots, m_{r}$ are the multiplicities of the eigenvalues of $A$, and we let $\phi_{1}(n)=\left(m_{1}, m_{2}, \ldots, m_{r}\right)$, then the generalized diagonal group $\mathbf{U}\left(\phi_{1}(n)\right)$ is the stabilizer of $\mathscr{F}(A)$.

If $D$ is not a scalar matrix, then $\mathscr{G}_{0}=\mathbf{U}(\phi(n))$ is a proper subgroup of $\mathscr{G}$. Hence, by the induction hypothesis, we have defined a $\mathscr{G}_{0}$-canonical form, $\mathscr{F}_{0}\left(A_{1}\right)$ for $A_{1}$, and the stabilizer of $\mathscr{F}_{0}\left(A_{1}\right)$ is some generalized diagonal group $\mathrm{U}\left(\phi_{0} \tau_{0}(n)\right.$ ). We then define $\mathscr{F}(A)$ to be $\mathscr{F}\left(A_{1}\right)$. Since $A \sim A_{1}$ and $A_{1} \sim \mathscr{F}_{0}\left(A_{1}\right)$, we have $A \sim \mathscr{F}(A)$. If $B \sim A$, then $B$ has the same singular value form as $A$, so there is a unitary matrix $V$ such that $V^{*}\left(B^{*} B\right) V=D^{2}$. Putting $B_{1}=V^{*} B V$, we have $B_{1} \sim A_{1}$, so there is a unitary matrix $W$ such that $W^{*} B_{1} W=A_{1}$. But then, since $B_{1}^{*} B_{1}=A_{1}^{*} A_{1}=D^{2}$, we have $W^{*} D^{2} W=D^{2}$, so $W$ must be in $\mathscr{G}_{0}=\mathbf{U}(\phi(n))$. Hence, $B_{1}$ and $A_{1}$ are $\mathscr{G}_{0}$-equivalent, and $\mathscr{F}_{0}\left(B_{1}\right)=\mathscr{F}_{0}\left(A_{1}\right)$. Hence $\mathscr{F}(B)=\mathscr{F}(A)$, and we have defined a canonical form for $A$, and the stabilizer of this canonical form is a generalized diagonal group.

Case 2. Now suppose that $\mathscr{G}=\mathbf{U}(\phi \tau(n))$ is a proper subgroup of $\mathbf{U}(n)$. If $U^{*} A U=A$ for every $U$ in $\mathscr{G}$, we put $\mathscr{F}(A)=A$ and are done. Otherwise, partition $A$ conformally with the $n$-sum $\phi \tau(n)$, and let $A_{i j}$ be the first (according to the ordering $\gamma$ ) block of $A$ that is not $\phi \tau$-stable. Let $U=$ $\mathbf{D}\left(U_{1}, U_{2}, \ldots, U_{t}\right)$ be in $\mathscr{F}$, and let $B=U^{*} A U$. Then $B_{i j}=U_{i}^{*} A_{i j} U_{i}$, and we must consider two cases, depending on whether or not $\tau(i)=\tau(j)$.

If $\tau(i)=\tau(j)$, then $U_{i}=U_{j}$, and $A_{i j}$ is an $n_{i} \times n_{i}$ matrix with $n_{i}<n$. Hence, by the induction hypothesis, we can find a unitary matrix $U_{i}$ in $\mathbf{U}\left(n_{i}\right)$ such that $U_{i}{ }^{*} A_{i j} U_{i}=\mathscr{F}\left(A_{i j}\right)$ is in canonical form, and a generalized diagonal group $\mathrm{U}\left(\phi_{1} \tau_{1}\left(n_{i}\right)\right)$ that is the stabilizer of $\mathscr{F}\left(A_{i j}\right)$. Let $V=\mathbf{D}\left(V_{1}, V_{2}, \ldots, V_{t}\right)$ be a matrix in $\mathrm{U}(\phi \tau(n))$ such that $V_{i}=V_{j}=U_{i}$ and also $V_{k}=U_{i}$ for every $k$ linked to $i$ by the tagging function $\tau$. Then $A_{1}=V^{*} A V$ will have $\mathscr{F}\left(A_{i j}\right)$ as its $i, j$ minor. Let $\phi_{0} \tau_{0}(n)$ be the tagged refinement of $\phi \tau(n)$ determined by refining $\phi \tau$ in position $i$, and every position linked to $i$ by $\tau$, with the tagged $n_{i}$-sum $\phi_{1} \tau_{1}$. Then $\mathscr{G}_{0}=\mathbf{U}\left(\phi_{0} \tau_{0}(n)\right)$ is a proper subgroup of $\mathscr{G}=$ $\mathbf{U}(\phi \tau(n))$; the induction hypothesis gives a $\mathscr{G}_{0}$-canonical form, $\mathscr{F}_{0}\left(A_{1}\right)$, for $A_{1}$, and a generalized diagonal group, $\mathscr{G}_{1}=\mathrm{U}\left(\phi_{1} \tau_{1}(n)\right.$, which is the stabilizer of $\mathscr{F}_{0}\left(A_{1}\right)$. Define the canonical form $\mathscr{F}(A)$ of $A$ to be $\mathscr{F}_{0}\left(A_{1}\right)$. Since $A$ is $\mathscr{G}$-equivalent to $A_{1}$, and $A_{1}$ is $\mathscr{G}_{0}$-equivalent, and hence also $\mathscr{G}$-equivalent, to $\mathscr{F}_{0}\left(A_{1}\right)$, it follows that $A$ is $\mathscr{G}$ equivalent to $\mathscr{F}(A)$. If $B$ is $\mathscr{G}$-equivalent to $A$, then $B$ must also be $\mathscr{G}$-equivalent to $A_{1}$. We then form the matrix $B_{1}$ from $B$ in the same way we formed $A_{1}$; since the $i, j$ minors of
both $\Lambda_{1}$ and $B_{1}$ are in canonical form, the matrices $A_{1}$ and $B_{1}$ must be $\mathscr{G}_{0}$-equivalent, so $\mathscr{F}_{0}\left(A_{1}\right)=\mathscr{F}_{0}\left(B_{1}\right)$ and hence $\mathscr{F}(B)=\mathscr{F}(A)$.

If $\tau(i) \neq \tau(j)$, then we choose $U_{i}$ in $\mathbf{U}\left(n_{i}\right)$ and $U_{j}$ in $\mathbf{U}\left(n_{j}\right)$ so that $U_{i}^{*} A_{i j} U_{j}$ is in singular value form. Note that $A_{i j} \neq 0$ because $A_{i j}$ is not $\phi \tau$-stable. Let $V=\mathbf{D}\left(V_{1}, V_{2}, \ldots, V_{t}\right)$ be a matrix in $\mathbf{U}(\phi \tau(n))$ such that $V_{i}=V_{k}=U_{i}$ for every $k$ linked to $i$ by the tagging function $\tau$, and such that $V_{j}=V_{k}=U_{j}$ for every $k$ linked to $j$ by the tagging function $\tau$. Put $A_{1}=V^{*} A V$; then the $i, j$ minor of $A_{1}$ is the singular value form $U_{i}{ }^{*} A_{i j} U_{j}$. Let $q$ be the rank of $A_{i j}$, and let $m_{1}, m_{2}, \ldots, m_{r}$ be the multiplicities of the nonzero singular values of $A_{i j}$. Let $\phi_{1}\left(n_{i}\right)=\left(m_{1}, m_{2}, \ldots, m_{r}, n_{i}-q\right)$ and $\phi_{2}\left(n_{i}\right)=$ ( $\left.m_{1}, m_{2}, \ldots, m_{r}, n_{j}-q\right)$. Define a tagged refinement, $\phi_{0} \tau_{0}(n)$, of $\phi \tau(n)$ determined by refining $\phi \tau$ in position $i$, and every position linked to $i$ by $\tau$, with $\phi_{1}\left(n_{i}\right)$; refining $\phi \tau$ in position $j$, and every position linked to $j$ by $\tau$, with $\phi_{2}\left(n_{i}\right)$; and then linking the $m_{k}$ 's, for each $k=1,2, \ldots, r$, with the tagging function $\tau_{0}$. From Theorem 3.21, this is exactly what is needed for the group $\mathscr{G}_{0}=\mathrm{U}\left(\phi_{0} \tau_{0}(n)\right)$ to be a subgroup of $\mathbf{U}(\phi \tau(n))$ and for the $i, j$ block of $A_{1}$ to be $\phi_{0} \tau_{0}$-stable. Since $A_{i j}$ is not zero, $\mathscr{G}_{0}$ is a proper subgroup of $\mathscr{G}$, and so we can invoke the induction hypothesis to produce the canonical form, $\mathscr{F}_{0}\left(A_{1}\right)$, for $A_{1}$ under the action of $\mathscr{E}_{0}$. We then define $\mathscr{F}(A)=\mathscr{F}_{0}\left(A_{1}\right)$ to be the canonical form of $A$. The same argument used in the first case shows that $\mathscr{F}(A)$ is $\mathscr{G}$-quivalent to $A$, and if $B$ is $\mathscr{G}$-equivalent to $A$ then $\mathscr{F}(B)=\mathscr{F}(A)$.

This describes a very general inductive method for defining canonical forms; the use of the singular value form of $A$ in the first step serves mainly to start the process. As with the triangular canonical form obtained in Section 4, the final result is a tagged partition $\phi_{0} \tau_{0}(n)$ and a $\phi_{0} \tau_{0}$-partitioned matrix, $\mathscr{F}(A)$, in which every $\phi_{0} \tau_{0}$-block is $\phi_{0} \tau_{0}$-stable. Thus, the tagged blocks must be scalar blocks, and the untagged blocks must be blocks of zeros. When $\mathscr{G}$ is the full unitary group and we start the process by diagonalizing $A^{*} A$, we obtain $(\mathscr{F}(A))^{*}(\mathscr{F}(A))=D^{2}$, where $D$ is the singular value form of $A$.

The Brenner inductive definition can be used to find a $\mathscr{E}$-canonical form whenever $\mathscr{G}$ is a generalized diagonal group, and thus the method may be extended to sets of matrices. Let $\left(A_{1}, A_{2}, \ldots, A_{q}\right)$ and ( $B_{1}, B_{2}, \ldots, B_{q}$ ) be two ordered $q$-tuples of $n \times n$ matrices. We say the $A_{i}$ 's are simultaneously unitarily similar to the $B_{i}$ 's if there is a unitary matrix $U$ such that $U^{*} A_{i} U=B_{i}$ for each $i=1, \ldots, q$. One might then ask for a canonical form for such ordered $q$-tuples of $n \times n$ matrices. The methods developed to reduce a single matrix can be applied to such $q$-tuples of matrices in several ways. One approach [89] is to let $A$ be the direct sum of the $A_{i}{ }^{\prime}$; thus $A=$ $\mathbf{D}\left(A_{1}, A_{2}, \ldots, A_{q}\right)$ is a block diagonal matrix of size $n q \times n q$. Let $\mathscr{G}$ be the
generalized diagonal group of all unitary matrices in $\mathbf{U}(n q)$ of the form $\mathbf{D}(V, V, \ldots, V)$, where $V$ is any $n \times n$ unitary matrix. Thus, $\mathscr{G}=\mathrm{U}(\phi \tau(n q))$, with $\phi \tau(n q)=\left(n_{1}, n_{1}, \ldots, n_{1}\right)$, where the $n$ appears $q$ times and the subscript 1 is the value of the tagging function $\tau$. For any $U=\mathbf{D}(V, V, \ldots, V)$ in $\mathscr{G}$, we have $U^{*} A U=\mathbf{D}\left(V^{*} A_{1} V, V^{*} A_{2} V, \ldots, V^{*} A_{q} V\right)$, and we can use the $\mathscr{E}$-canonical form for $A$ to obtain a canonical form for the $q$-tuple of $A_{i}$ 's. An alternative procedure [62] is to consider conformal partitions of the $A_{i}$ 's into submatrices. Thus, let $A_{i}(r, s)$ denote the $r, s$ block of $A_{i}$ under some partition. Let $\gamma$ be some fixed ordering defined on the set of all triples of positive integers ( $i, r, s$ ) with $1 \leqslant i \leqslant q, 1 \leqslant r \leqslant n$, and $1 \leqslant s \leqslant n$. Then the same inductive argument used to define a canonical form for a single matrix can be used for the set $A_{1}, A_{2}, \ldots, A_{q}$; one simply considers the $\phi \tau$-blocks of all of the matrices. Still another method, proposed by Brenner, is to first apply a unitary matrix $U$ in $\mathscr{G}$ such that $U^{*} A_{1} U=\mathscr{F}\left(A_{1}\right)$ is the $\mathscr{G}$ canonical form for $A$. Then let $\mathscr{g}_{0}$ be the stabilizer of $\mathscr{F}\left(A_{1}\right)$, and find the $\mathscr{G}_{0}$-canonical form for $U^{*} A_{2} U$, and so on. Sergeìchuk shows how to deal with the more general problem of canonical forms for sets of matrices of different sizes, including nonsquare matrices, by defining a large matrix containing the given matrices as submatrices.

As another approach to the canonical form problem, McRae introduces the notion of representing a matrix as a polynomial in normal matrices. Thus, let $f\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ be a polynomial with complex coefficients in the noncommuting variables $x_{1}, x_{2}, \ldots, x_{k}$, and suppose we can find normal matrices $N_{1}, N_{2}, \ldots, N_{k}$ such that $A=f\left(N_{1}, N_{2}, \ldots, N_{k}\right)$. Then one can define a canonical form for $A$ by applying the methods above to the set $N_{1}, N_{2}, \ldots, N_{k}$. Since normal matrices can be unitarily diagonalized, when $\mathscr{G}$ is the full unitary group, one can begin by diagonalizing $N_{1}$. However, we need to restrict the polynomial $f$ and the allowable normal matrices $N_{i}$ in order to get a unique representation for $A$. Thus, assume we have specified a set of conditions restricting the $N_{i}$ 's such that there is a unique $k$-tuple, $N_{1}, N_{2}, \ldots, N_{k}$, satisfying the conditions and such that $A=f\left(N_{1}, N_{2}, \ldots, N_{k}\right)$. We also need to assume that whenever $U$ is unitary and $N_{1}, N_{2}, \ldots, N_{k}$ satisfy these conditions, the $k$-tuple $U^{*} N_{1} U, U^{*} N_{2} U, \ldots, U^{*} N_{k} U$ also satisfies the conditions, and is the unique $k$-tuple such that $U^{*} A U=$ $f\left(U^{*} N_{1} U, U^{*} N_{2} U, \ldots, U^{*} N_{k} U\right)$. As a familiar example of such a representation, consider the decomposition of A into its Hermitian and skew-Hermitian components. Here we have $A=H+i K$, where $H=\left(A+A^{*}\right) / 2$ and $K=$ $\left(A-A^{*}\right) / 2 i$ are Hermitian. If we define $f\left(x_{1}, x_{2}\right)=\left(x_{1}+i x_{2}\right)$ and restrict $N_{1}$ and $N_{2}$ to be Hermitian, then $H$ and $K$ are the unique pair such that $A=f(H, K)$. We could then define the canonical form for $A$ by first choosing $U$ so that $U^{*} H U=D$ is diagonal, letting $\mathscr{G}$ be the stabilizer of $D$, and then finding the $\mathscr{E}$-canonical form for $U^{*} K U$. (When $U^{*} H U$ is diagonal, the
matrix $U^{*} K U$ has a special form, described by Taussky [115, 103].) Another possible representation is the polar decomposition for nonsingular matrices; here we have $f\left(x_{1}, x_{2}\right)=x_{1} x_{2}$ and restrict $N_{1}$ to be unitary and $N_{2}$ to be positive definite Hermitian.

We now discuss Radjavi's method [89] for constructing a canonical form. Here again, we deal with a tagged $n$-sum, $\phi \tau(n)$, and a $\phi \tau$-partitioned matrix. The idea is orthogonalize the rows and columns of the submatrices of $A$. The basic construction is based on the following two lemmas.

Lemma 5.1. Let $B$ be an $r \times s$ matrix with nonzero singular values $\sigma_{1}>\sigma_{2}>\cdots>\sigma_{t}$ of multiplicities $m_{1}, m_{2}, \ldots, m_{t}$, and put $\phi(r)=$ $\left(m_{1}, m_{2}, \ldots, m_{t}, r-\left(m_{1}+m_{2}+\cdots+m_{t}\right)\right.$ ). Then there exists an $r \times r$ unitary matrix $U_{0}$ such that $U_{0} B$ has mutually orthogonal row vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{r}$ with $\left\|\mathbf{x}_{1}\right\| \geqslant\left\|\mathbf{x}_{2}\right\| \geqslant \cdots \geqslant\left\|\mathbf{x}_{r}\right\|$. Furthermore, a unitary matrix $V$ has this same property if and only if V is in the coset $\mathrm{U}(\phi(r)) U_{0}$.

Proof. Let $U_{0}$ be a unitary matrix such that $U_{0} B B^{*} U_{0}^{*}=D$, where $D$ is the singular value form of $B$. The row vectors of $U_{0} B$ are then orthogonal and satisfy the length condition. If $V$ is any other unitary matrix with this property, then we must have $V B B^{*} V^{*}=D$, because $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{t}$ are the singular values of $B$. Hence $U_{0}^{*} D U_{0}=V^{*} D V$, and $V U_{0}^{*}$ commutes with $D$. But then $V U_{0}^{*}$ is in $\mathrm{U}(\phi(r))$, and so $V$ is in the coset $\mathrm{U}(\phi(r)) U_{0}$. Conversely, if $V=U U_{0}$ for some $U$ in $\mathbf{U}(\phi(r))$, then $U$ commutes with $D$, so $V B B^{*} V^{*}=D$ and $V B$ has the required property.

We shall call a matrix in the coset $\mathrm{U}(\phi(r)) U_{0}$ a row fixer for $B$.
Similarly, we can formulate and prove a column version of Lemma 5.1.

Lemma 5.2. Let $B$ be an $r \times s$ matrix with nonzero singular values $\sigma_{1}>\sigma_{2}>\cdots>\sigma_{t}$ of multiplicites $m_{1}, m_{2}, \ldots, m_{t}$, and put $\phi(s)=$ $\left(m_{1}, m_{2}, \ldots, m_{t}, s-\left(m_{1}+m_{2}+\cdots+m_{t}\right)\right.$ ). Then there exists an $s \times s$ unitary matrix $U_{0}$ such that $B U_{0}$ has mutually orthogonal column vectors $\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{s}$ with $\left\|\mathbf{y}_{1}\right\| \geqslant\left\|\mathbf{y}_{2}\right\| \geqslant \cdots \geqslant\left\|\mathbf{y}_{s}\right\|$. Furthermore, a unitary matrix $V$ has this same property if and only if $V$ is in the coset $U_{0} \mathrm{U}(\phi(r))$.

The proof of Lemma 5.2 is the same as that of Lemma 5.1; use the diagonalization of $B * B$ to find the matrix $U_{0}$.

Definition 5.1. An $r \times s$ matrix $B$ is said to be row orthogonal if $B B^{*}$ is a scalar matrix, or, equivalently, if the rows of $B$ are mutually orthogonal
and all have the same length. We say $B$ is column orthogonal if $B^{*} B$ is a scalar matrix, i.e., if the columns of $B$ are mutually orthogonal and all have the same length.

Now let $\mathscr{G}=\mathbf{U}(\phi \tau(n))$ be a generalized diagonal group, and let $A$ be an $n \times n$ matrix partitioned conformally with $\phi \tau(n)$. We use Lemmas 5.1 and 5.2 to define two operations on $A$. Note that if $U_{0}$ is a row fixer for $B$, and $V$ is unitary, then $\left(U_{0} B V\right)\left(U_{0} B V\right)^{*}=U_{0} B B^{*} U_{0}^{*}$, so $U_{0}$ is a row fixer for $B V$. Similarly, if $U_{0}$ is a column fixer for $B$, then $U_{0}$ is a column fixer for $V B$ whenever $V$ is unitary.

Operation 1. Let $A_{i j}$ be the first $\phi \tau$-block of $A$ that is not row orthogonal. Let the nonzero singular values of $A_{i j}$ be $\sigma_{1}>\sigma_{2}>\cdots>\sigma_{i}$, with multiplicities $m_{1}, m_{2}, \ldots, m_{t}$, and put $\phi_{i}\left(n_{i}\right)=\left(m_{1}, m_{2}, \ldots, m_{t}\right.$, $n_{i}-\left(m_{1}+m_{2}+\cdots+m_{t}\right)$ ). Let $U_{i}^{*}$ be a row fixer for $A_{i j}$. Let $U$ be the element of $\mathscr{G}$ that has $U_{i}$ in the $i$ th diagonal block position and in every position $k$ linked to $i$ by $\tau$, and has the identity matrix in the other diagonal blocks. Let $\phi_{0} \tau_{0}(n)$ be the tagged refinement of $\phi \tau(n)$ obtained by refining $\phi \tau$ in the $i$ th place, and each place linked to $i$, by $\phi_{i}\left(n_{i}\right)$, and linking corresponding $m_{i}{ }^{\prime} \mathrm{s}$. Put $A_{0}=U^{*} A U$ and $\mathscr{G}_{0}=\mathbf{U}\left(\phi_{0} \tau_{0}(n)\right)$. Then the $i, j$ block of $A_{0}$ has mutually orthogonal row vectors satisfying the length condition of Lemma 5.1.

Operation 2. Let $A_{i j}$ be the first $\phi \tau$-block of $A$ that is not column orthogonal. Let the nonzero singular values of $A_{i j}$ be $\sigma_{1}>\sigma_{2}>\cdots>\sigma_{t}$, with multiplicities $m_{1}, m_{2}, \ldots, m_{t}$, and put $\phi_{j}\left(n_{j}\right)=\left(m_{1}, m_{2}, \ldots, m_{t}, n_{j}-\right.$ $\left(m_{1}+m_{2}+\cdots+m_{t}\right)$ ). Let $U_{j}$ be a column fixer for $A_{i j}$. Let $U$ be the element of $\mathscr{G}$ that has $U_{j}$ in the $j$ th diagonal block position and in every position $k$ linked to $j$ by $\tau$, and has the identity matrix in the other diagonal blocks. Let $\phi_{0} \tau_{0}(n)$ be the tagged refinement of $\phi \tau(n)$ obtained by refining $\phi \tau$ in the $j$ th place, and each place linked to $j$, by $\phi_{j}\left(n_{j}\right)$, and linking corresponding $m_{i}$ 's. Put $A_{0}=U^{*} A U$ and $\mathscr{G}_{0}=\mathrm{U}\left(\phi_{0} \tau_{0}(n)\right)$. The $i, j$ block of $A_{0}$ has mutually orthogonal columns satisfying the length condition of Lemma 5.2.

Now use Operations 1 and 2 to define a third operation.

Operation 3. By a finite number of applications of Operation 1 , we can produce a tagged refinement $\phi_{1} \tau_{1}$ of $\phi \tau$, and a matrix $A_{1}$ such that $A_{1}$ is $\mathscr{G}$-equivalent to $A$ and every $\phi_{1} \tau_{1}$-block of $A_{1}$ is row orthogonal. We then apply Operation 2 to the matrix $A_{1}$, and repeat Operation 2 until we obtain a
refinement $\phi_{2} \tau_{2}$ of $\phi_{1} \tau_{1}$ and a matrix $A_{2}$ that is $\mathscr{G}$ equivalent to $A_{1}$ and such that every $\phi_{2} \tau_{2}$-block of $A_{2}$ is column orthogonal.

Now apply Operation 3 until we obtain a refinement $\phi_{e} \tau_{e}$ of $\phi \tau$ and a matrix $A_{e}$ such that $A_{e}$ is $\mathscr{E}$-equivalent to $A$ and every $\phi_{e} \tau_{e}$-block of $A_{e}$ is both row and column orthogonal. Thus, the nonsquare $\phi_{e} \tau_{e}$-blocks must be zero, and any nonzero, square $\phi_{e} \tau_{e}$-block is a scalar multiple of a unitary matrix. This establishes part (1) of the following theorem.

Theorem 5.1 (Radjavi [89]). Let $\mathscr{G}=\mathrm{U}(\phi \tau(n))$ be a generalized diagonal group, and let A be an $n \times n$ matrix. There is an algorithm that produces a refinement $\phi_{e} \tau_{e}$ of $\phi \tau$, and a matrix $A_{e}$, such that $A_{e}$ is G-equivalent to $A$ and the following hold:
(1) If $A_{i j}$ is a nonsquare $\phi_{e}$-block of $A_{e}$, then $A_{i j}=0$; if $A_{i j}$ is a square $\phi_{e}$-block of $A_{e}$, then $A_{i j}=c_{i j} U_{i j}$ for some unitary matrix $U_{i j}$ and some scalar $c_{i j}$.
(2) A matrix $B$ is $\mathscr{G}$-equivalent to $A$ if and only if $B_{e}$ is $\mathbf{U}\left(\phi_{e} \tau_{e}\right)$-equivalent to $A_{e}$ and the refinement of $\phi \tau$ produced by applying the algorithm to $B$ is $\phi_{e} \tau_{e}$.

See [89] for a complete proof.
We now apply further unitary similarities from $\mathbf{U}\left(\phi_{e} \tau_{e}\right)$ to the matrix $A_{e}$ to reduce the nonzero blocks. If $A_{i j}=c_{i j} U_{i j}$ is an untagged block, we can choose a unitary matrix $U$ in $\mathbf{U}\left(\phi_{e} \boldsymbol{\tau}_{e}\right)$ with $U_{i j}$ in the $i$ th position and an identity matrix in the $j$ th position. The $i, j$ block of $U^{*} A U$ is then the scalar matrix $c_{i j} I$. However, if $A_{i j}=c_{i j} U_{i j}$ is a tagged block, we choose an $n_{i} \times n_{i}$ unitary matrix $U_{i}$ such that $U_{i}{ }^{*} U_{i j} U_{i}$ is diagonal, with diagonal entries in the lexicographic order, and let $U$ be a matrix in $\mathrm{U}\left(\phi_{e} \tau_{e}\right)$ with $U_{i}$ in positions $i$ and $j$. One must then further refine the $n$-sum $\phi_{e} \tau_{e}$ in the $i$ th place in accordance with the multiplicities of the eigenvalues of $U_{i j}$. By repeating these operations, we eventually obtain an $n$-sum $\phi_{f} \tau_{f}$ and a matrix $A_{f}$ such that every minor of $A_{f}$ is $\phi_{f} \tau_{f}$ stable. As noted before, untagged stable blocks must be blocks of zeros, and tagged stable blocks must be scalar blocks. The matrix $A_{f}$ can then be used as the canonical form for $A$. For a complete proof and a more detailed description of the algorithms involved, see [89]. Radjavi also points out that when $\mathscr{G}$ is the full unitary group, one can first put the matrix in triangular form and then apply the algorithm to obtain a triangular canonical form.

In [90] Radjavi proposes a different approach for reducing a set of matrices to a canonical form.

The general reduction method has been used to define a variety of
canonical forms under unitary similarity. In each case it produces a canonical form and an associated tagged $n$-sum. The resulting canonical form is stable under the action of the direct unitary group determined by the tagged $n$-sum, and if one partitions the canonical form using the tagged $n$-sum, each of the resulting tagged blocks is scalar, while the untagged blocks must be zero. However, it is difficult to visualize these forms without considering the actual steps of the reduction process. Unitary similarity preserves both the algebraic and geometric structure of the transformation, and one would like a canonical form that reveals this structure, or perhaps exhibits unitary invariants. The triangular canonical forms of $[9,59,99]$ exhibit the Weyr characteristic, and Brenner's form exhibits the singular value form, but none of these forms seems to exhibit the geometric nature of the transformation the way the Jordan and rational canonical forms display the important similarity invariants.

In [52], Kaluznin and Havidi approach the problem of unitary similarity for $m$-tuples, ( $A_{1}, A_{2}, \ldots, A_{m}$ ) and ( $B_{1}, B_{2}, \ldots, B_{m}$ ), of square matrices from a more geometric point of view. First note that when we decompose each matrix into its Hermitian and skew Hermitian components, $A_{j}=H_{j}+i K_{j}$ and $B_{j}=L_{j}+i M_{j}$, where $H_{j}, K_{j}, L_{j}$, and $M_{j}$ are all Hermitian, a unitary matrix $U$ satisfies $U^{*} A_{j} U=B_{j}$ if and only if $U^{*} H_{j} U=L_{j}$ and $U^{*} K_{j} U=M_{j}$. Thus, we may replace each $A_{j}$ and $B_{j}$ with a pair of Hermitian matrices and study the $2 m$-tuples in which every entry is Hermitian. Hence, it suffices to consider the case where each of the matrices $A_{i}$ and $B_{i}$ is normal. The eigenspaces of an $n \times n$ normal matrix give a decomposition of $\mathbf{C}^{n}$ into an orthogonal direct sum of subspaces. For each $A_{i}$ and $B_{i}$ we have such a decomposition. Hence, we have a set of $m$ decompositions corresponding to the $A_{i}$ 's, and another set of $m$ decompositions corresponding to the $B_{i}$ 's; these are called configurations. The $m$-tuples ( $A_{1}, A_{2}, \ldots, A_{m}$ ) and ( $B_{1}, B_{2}, \ldots, B_{m}$ ) are unitarily equivalent if and only if, for each $i$, the normal matrices $A_{i}$ and $B_{i}$ have the same eigenvalues and multiplicities, and there is a unitary transformation mapping one configuration onto the other. Kaluznin and Havidi analyze the geometry of these two configurations. They consider the "angles" between pairs of corresponding subspaces in the configurations, where the angle between two subspaces is a certain operator defined in terms of the projections onto those subspaces. Using the angles between pairs of subspaces, they further decompose the eigenspaces into orthogonal direct sums of lower dimensional subspaces, repeating the process until the angles between any two components are scalar. They then analyze these reduced configurations. Thus, this geometric theory also depends on a reduction process that successively refines the configurations, just as the reduction to canonical form involves refining the partitions of the matrices.

## 6. UNITARY INVARIANTS

Constructing canonical forms for matrices under unitary similarity provides one way to determine when two matrices are unitarily similar- $A$ and $B$ are unitarily similar if and only if they have the same canonical form. However, the canonical forms are complicated, especially when the matrix is not nonderogatory, and it is not clear what information they display. Another approach is to find a set of invariants that completely characterize a matrix up to unitary similarity. In this section we survey some results about quantities or properties of a matrix that are invariant under unitary similarity. Perhaps the main result in this area is a theorem of Specht [110] showing that a certain set of traces gives a complete set of umitary invariants. This theorem has been refined by Pearcy [83], and has been generalized to certain types of operators on Hilbert spaces [19, 21, 22, 83, 85, 86]. The problem of unitary invariants is also closely related to the more general problem of finding similarity invariants for sets of matrices.

We use $\operatorname{tr}(A)$ to denote the trace of $A$.
Unitary similarity is a special form of similarity, so anything invariant under similarity, such as eigenvalues, characteristic and minimal polynomials, elementary divisors, and the Jordan canonical form, is also preserved by unitary similarity. However, there are other properties and quantities that are not always preserved by a similarity, but are preserved by any unitary similarity. For example, if $U$ is unitary and $U^{*} A U=B$, then $U^{*}\left(A^{*} A\right) U=$ $B^{*} B$, so a unitary similarity preserves the singular values of $A$ as well as the quantity $\operatorname{tr}\left(A^{*} A\right)=\sum_{j=1}^{n} \sum_{i=1}^{n}\left|a_{i j}\right|^{2}$, known as the Frobenius norm of $A$. If $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ are the singular values of $A$, then $\operatorname{tr}\left(A^{*} A\right)=$ $\sigma_{1}^{2}+\sigma_{2}^{2}+\cdots+\sigma_{n}^{2}$. Similarity transformations do not generally prescrve the singular values or Frobenius norm. However, although the singular values are invariant under unitary similarity, similar matrices with the same singular values need not be unitarily similar.

Example 6.1. For any triple ( $x, y, z$ ) of positive numbers let

$$
M(x, y, z)=\left(\begin{array}{lll}
0 & x & y \\
0 & 0 & z \\
0 & 0 & 0
\end{array}\right)
$$

as in Example 3.1. Recall that all such matrices are similar, but two such matrices are unitarily similar if and only if they are identical. To find the
singular values of $M(x, y, z)$, compute

$$
M^{*}(x, y, z) M(x, y, z)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & x^{2} & x y \\
0 & x y & y^{2}+z^{2}
\end{array}\right)
$$

This matrix has eigenvalues 0 and the pair $R \pm \sqrt{R^{2}-4(x z)^{2}}$, where $R=x^{2}+y^{2}+z^{2}$. Thus, whenever $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{2}\right)$ are distinct triples of positive numbers satisfying the equations $x_{1}^{2}+y_{1}^{2}+z_{1}^{2}=x_{2}^{2}+y_{2}^{2}+$ $z_{2}^{2}$ and $x_{1} z_{1}=x_{2} z_{2}$, the matrices $M\left(x_{1}, y_{1}, z_{1}\right)$ and $M\left(x_{2}, y_{2}, z_{2}\right)$ have the same singular values but will not be unitarily similar. For a specific example, put $x_{1}=y_{1}=z_{1}=1$ and $x_{2}=\frac{3}{2}, y_{2}=\sqrt{11} / 6$, and $z_{2}=\frac{2}{3}$.

When $B=U^{*} A U$, the matrices $A A^{*}$ and $B B^{*}$ have the same trace. More generally, suppose $\omega\left(A, A^{*}\right)$ is any word in $A$ and $A^{*}$-that is, $\mu\left(A, A^{*}\right)$ is the result of taking any monomial $e(x, y)$ in noncommuting variables $x$ and $y$ and replacing $x$ with $A$ and $y$ with $A^{*}$. If $A$ and $B$ are unitarily similar, $U^{*} \varkappa\left(A, A^{*}\right) U=\mu\left(B, B^{*}\right)$, so $w\left(A, A^{*}\right)$ and $w\left(B, B^{*}\right)$ have the same trace. Specht proved that the converse also holds, so that the set $\left\{\operatorname{tr}\left(\omega^{2}\left(A, A^{*}\right)\right) \mid \boldsymbol{\omega}(x, y)\right.$ is any word in $x$ and $\left.y\right\}$ completely determines $A$ up to unitary similarity, and thus is a complete set of unitary invariants.

Theorem 6.1 (Specht [110]). Let A and B be $n \times n$ complex matrices. Then $A$ and $B$ are unitarily similar if and only if $\operatorname{tr}\left(\omega^{( }\left(A, A^{*}\right)\right)=\operatorname{tr}\left(\mu\left(B, B^{*}\right)\right)$ holds for every word u.

The idea of Specht's proof is to look at the free semigroup $\mathscr{G}(x, y)$ generated by $x$ and $y$ and view the maps $w(x, y) \rightarrow \mu\left(A, A^{*}\right)$ and $\mu_{a}(x, y) \rightarrow \mu\left(B, B^{*}\right)$ as two representations of $\mathscr{G}$. Let $\mathscr{G}\left(A, A^{*}\right)$ be the set of all matrices of the form $\omega\left(A, A^{*}\right)$. Since $\mathscr{G}\left(A, A^{*}\right)$ is self-adjoint [i.e., $\left.\left(\mathscr{G}\left(A, A^{*}\right)\right)^{*}=\mathscr{G}\left(A, A^{*}\right)\right]$, it is fully reducible, which means that a subspace is invariant under $\mathscr{G}\left(A, A^{*}\right)$ if and only if its orthogonal complement is also invariant under $\mathscr{G}\left(A, A^{*}\right)$. Since $\operatorname{tr}\left(\mathscr{\omega}\left(A, A^{*}\right)\right)=\operatorname{tr}\left(\boldsymbol{\omega}\left(B, B^{*}\right)\right)$ holds for all words $w$, these two fully reducible representations have the same character and thus must be equivalent. Hence, there is a nonsingular matrix $P$ such that $P^{-1} \rightsquigarrow\left(A, A^{*}\right) P=P^{-1} \ldots\left(B, B^{*}\right) P$ for any word $\neq$. In particular, $P^{-1} A P$ $=B$ and $P^{-1} A^{*} P=B^{*}$. But then $P^{-1} A P=P^{*} A\left(P^{*}\right)^{-1}$, so $P P^{*}$ commutes with $A$. Now let $P=H U$ be the polar decomposition of $P$, where $U$ is unitary and the Hermitian matrix $H$ is the unique positive definite square root of $P P^{*}$. Since $H$ can be expressed as a polynomial in $P P^{*}$, the matrix $H$ commutes with $A$. Thus, $P^{-1} A P=U^{*}\left(H^{-1} A H\right) U=U^{*} A U=B$.

The final step of this argument shows that if there is a nonsingular matrix $S$ such that $S^{-1} A S=B$ and $S^{-1} A^{*} S=B^{*}$, then $A$ and $B$ are unitarily similar. Also, A commutes with $S S^{*}$. Conversely, if A commutes with $S S^{*}$, then $S^{-1} A^{*} S=\left(S^{-1} A S\right)^{*}$, so $A$ and $S^{-1} A S$ must be unitarily similar.

Also of interest is the algebra $\mathscr{A}\left(A, A^{*}\right)$ generated by $A$ and $A^{*}$ over the complex numbers. This self-adjoint algebra is the set of all polynomial expressions $p\left(A, A^{*}\right)$, where $p(x, y)$ is any polynomial in the noncommuting variables $x$ and $y$. Thus, the words $\mu\left(A, A^{*}\right)$ span $\mathscr{A}\left(A, A^{*}\right)$. If $\operatorname{tr}\left(\ldots\left(A, A^{*}\right)\right)=\operatorname{tr}\left(\omega\left(B, B^{*}\right)\right)$ holds for all words w, then $\operatorname{tr}\left(p\left(A, A^{*}\right)=\right.$ $\operatorname{tr}\left(p\left(B, B^{*}\right)\right)$ for any polynomial $p(x, y)$. We can now try to define a map $\psi: \mathscr{A}\left(A, A^{*}\right) \rightarrow \mathscr{A}\left(B, B^{*}\right)$ by the rule $\psi\left(p\left(A, A^{*}\right)\right)=p\left(B, B^{*}\right)$ for any polynomial $p(x, y)$. One can show that $\psi$ is well defined and one-to-one by using the fact that $\operatorname{tr}\left(C C^{*}\right)=0$ if and only if $C=0$, together with the assumption $\operatorname{tr}\left(p\left(A, A^{*}\right)=\operatorname{tr}\left(p\left(B, B^{*}\right)\right)\right.$ for any polynomial $p(x, y)$. The map $\psi$ thus is a *-isomorphism of $\mathscr{A}\left(A, A^{*}\right)$ onto $\mathscr{A}\left(B, B^{*}\right)$ such that $\psi(A)=B$. The algebra $\mathscr{A}\left(A, A^{*}\right)$ is an example of an $H^{*}$-algebra [32]; Bhattacharya [10] proves Specht's theorem by using the fact that representations of an $H^{*}$-algebra are equivalent if and only if their characters are equal.

These proofs of Specht's theorem also apply to two finite sets $A_{1}, A_{2}, \ldots, A_{t}$ and $B_{1}, B_{2}, \ldots, B_{t}$ of $n \times n$ matrices, as noted by Wiegmann [134]. One can either consider the free semigroup $\mathscr{\mathscr { G }}\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{t}, y_{t}\right)$ and the representations $\omega\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{t}, y_{t}\right) \rightarrow$ $\omega\left(A_{1}, A_{1}^{*}, A_{2}, A_{2}^{*}, \ldots, A_{t}, A_{t}^{*}\right)$ and $\mu\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{t}, y_{t}\right) \rightarrow$ $\operatorname{m}\left(B_{1}, B_{1}^{*}, B_{2}, B_{2}^{*}, \ldots, B_{t}, B_{t}^{*}\right)$, or regard the algebras $\mathscr{A}\left(A_{1}, A_{1}^{*}, A_{2}, A_{2}^{*}, \ldots, A_{t}, A_{i}^{*}\right)$ and $\mathscr{A}\left(B_{1}, B_{1}^{*}, B_{2}, B_{2}^{*}, \ldots, B_{i}, B_{t}^{*}\right)$ as equivalent representations of the same $H^{*}$-algebra. In either case, the same argument proves the following generalization of Specht's theorem to finite sets of matrices.

Theorem 6.2. Let $A_{1}, A_{2}, \ldots, A_{t}$ and $B_{1}, B_{2}, \ldots, B_{t}$ be sets of $n \times n$ matrices. There is a unitary matrix $U$ such that $U^{*} A_{i} U=B_{i}$ for $i=1,2, \ldots, t$ if and only if for every word $\omega\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{t}, y_{t}\right)$ in the noncommuting variables $x_{i}$ and $y_{i}$ we have

$$
\operatorname{tr}\left(\mu\left(A_{1}, A_{1}^{*}, A_{2}, A_{2}^{*}, \ldots, A_{t}, A_{t}^{*}\right)\right)=\operatorname{tr}\left(\omega\left(B_{1}, B_{1}^{*}, B_{2}, B_{2}^{*}, \ldots, B_{t}, B_{t}^{*}\right)\right.
$$

Specht's theorem provides a set of invariants that uniquely determine a matrix up to unitary similarity; since one can form infinitely many words in $A$ and $A^{*}$, it gives an infinite set of invariants. Pearcy [83] has shown that a finite set of words suffice. Let $\mathscr{W}(k)$ denote the set of words in the
noncommuting variables $x$ and $y$ in which the sum of the exponents does not exceed $k$.

Theorem 6.3 (Pearcy [83]). If A and B are $n \times n$ complex matrices, and if $\operatorname{tr}\left(\ldots a\left(A, A^{*}\right)\right)=\operatorname{tr}\left(\ldots\left(B, B^{*}\right)\right)$ for every word $\ldots(x, y)$ in $W\left(2 n^{2}\right)$, then $A$ and $B$ are unitarily similar.

This is proved by first showing that $\left\{\omega\left(A, A^{*}\right) \mid c e\right.$ is in $\left.W\left(n^{2}\right)\right\}$ must span the algebra $\mathscr{A}\left(A, A^{*}\right)$. The fact that $C C^{*}$ has trace zero if and only if $C=0$ is then used to show that if $\operatorname{tr}\left(\mu\left(A, A^{*}\right)\right)=\operatorname{tr}\left(\mu\left(B, B^{*}\right)\right)$ holds for every word in $W\left(2 n^{2}\right)$, then $\operatorname{tr}\left(\omega\left(A, A^{*}\right)\right)=\operatorname{tr}\left(\mu\left(B, B^{*}\right)\right)$ must hold for every word $\omega$. Thus, $A$ and $B$ are unitarily similar by the original Specht theorem.

The number of words in $W\left(2 n^{2}\right)$ is less than $4^{n^{2}}$, giving the folluwing result.

Theorem 6.4 (Pearcy [83]). There is a complete set of unitary invariants for $n \times n$ complex matrices containing fewer than $4^{n^{2}}$ elements.

The analogues of Theorems 6.1, 6.2, and 6.4 for orthogonal invariants of real matrices also hold, for any collection of traces forming a complete set of unitary invariants for $n \times n$ complex matrices is also a complete set of orthogonal invariants for $n \times n$ real matrices [83].

One might ask for a least upper bound on the number of traces needed for a complete set of unitary invariants for $n \times n$ matrices; the number $4^{n^{2}}$ is much too large. For $2 \times 2$ matrices, only three traces are needed [74], for the traces of $A$ and $A^{2}$ determine the eigenvalues of $A$, and the quantity $\operatorname{tr}\left(A^{*} A\right)$ then determines the superdiagonal entry of the triangular canonical form described in Section 2. Murnaghan [74] also studied the case $n=3$; but his claim that six traces suffice is not correct, as shown in [84]. Pearcy [84] shows that nine traces suffice for $n=3$; Sibirskií [106] improves this by finding a set of seven traces that suffice and form a minimal set. Using Paz's [82] results on the size of a set of words needed to span an algebra generated by a finite set of square matrices, Laffey [57] and Bhattacharya [10] point out that one needs to compute approximately $2^{n^{2} / 3}$ traces. For matrices for which the nonzero singular values have multiplicity one, Bhattacharya gives a family of about $(2 n)^{n}$ traces that suffice. She also gives a topological argument for the existence of $n^{2}+1$ continuous functions on $C(n)$ that give a complete set of unitary invariants. Thus, one would like to find a complete set of specific unitary invariants with the size of the set being a polynomial in $n$. The problem of finding sets of unitary invariants for sets of matrices is also of interest [106, 111].

The algebra $\mathscr{A}\left(A, A^{*}\right)$ is a closed, self-adjoint algebra of operators acting on the finite dimensional Hilbert space $\mathbf{C}^{n}$ and thus is a $W^{*}$-algebra. A $W^{*}$-algebra, or von Neumann algebra, is a weakly closed, self-adjoint algebra of operators on a Hilbert space $\mathscr{H}$ [98]. The structure and classification of $W^{*}$-algebras has been much studied, along with the problem of classifying Hilbert space operators up to unitary equivalence and finding unitary invariants for operators [26, 08]. Pcarcy [83, 85] has shown that the Specht trace invariants are a complete set of unitary invariants for operators that generate finite $W^{*}$-algebras of Type I. Such operators can be decomposed as direct sums of homogeneous n-normal operators; Kaplansky [53] and Brown [13] gave a structure theory for homogeneous $n$-normal algebras. A homogeneous $n$-normal operator may be viewed as a continuous, complex valued function from a totally disconnected compact Hausdorff space $\mathscr{X}$ to the set of $n \times n$ complex matrices. Thus, one may regard a homogeneous $n$-normal operator as an $n \times n$ matrix with entries from $\mathscr{C}(\mathscr{X})$, the ring of continuous, complex valued functions over $\mathscr{X}$. Dixmier extended the notion of trace to finite $W^{*}$-algebras by showing the existence of a unique, center valued function $D$ with tracelike properties [83].

Theorem 6.5 (Pearcy [83]). Let A be a homogeneous n-normal operator generating the $W^{*}$-algebra $\mathscr{R}$, and suppose $B$ is in $\mathscr{R}$. Let $\mathscr{A}$ be any set of words cu $(x, y)$ such that the associated traces form a complete set of unitary invariants for the set of $n \times n$ complex matrices, and let $D$ be the unique Dixmier central trace on $\mathscr{R}$. Then if $D\left(\right.$ ea $\left.\left.\left(A, A^{*}\right)\right)=D\left(\omega^{( } B, B^{*}\right)\right)$ for each word $a(x, y)$ in $\mathscr{P}$, there is a unitary operator $U$ in $\mathscr{R}$ such that $U^{*} A U=B$.

Theorem 6.6 (Pearcy [83, 85]). Let $\mathscr{R}$ be a finite $W^{*}$-algebra of type I , and let $A$ and $B$ be in $\mathscr{R}$. Let $D$ denote the unique Dixmier central trace on $\mathscr{R}$. Then there is a unitary operator $U$ in $\mathscr{R}$ such that $U^{*} A U=B$ if and only if $D\left(\right.$ eet $\left.\left(A, A^{*}\right)\right)=D\left(\right.$ eee $\left.\left(B, B^{*}\right)\right)$ for each word cee $(x, y)$.

In [86], Pearcy and Ringrose investigate the extent to which similar results hold in a type $\mathrm{II}_{1}$ von Neumann algebra. Deckard and Pearcy [20] and Deckard [19] also establish generalizations of the Specht theorem for compact and trace class operators [19] and Hilbert-Schmidt operators [22].

Totally disconnected compact Hausdorff spaces are known as Stonian spaces; $[85,20,21]$ contain additional results on the algebra $M_{n}\left(\mathscr{X}^{\circ}\right)$ of $n \times n$ matrices with entries from the ring $\mathscr{C}\left(\mathscr{X}^{c}\right)$ of continuous complex valued functions on the Stonian space $\mathscr{X}$. For example, in [85], Pearcy shows that if $\mathscr{A}$ is an Abelian *-subalgebra of $M_{n}(\mathscr{X})$, then there is a unitary element $U$ in $M_{n}(\mathscr{X})$ such that $U^{*} \mathscr{A} U$ is diagonal. This generalizes the fact that a set of commuting normal matrices over $\mathbf{C}$ can be simultaneously diagonalized. In
[20] Deckard and Pearcy prove that any matrix with entries from $\mathscr{C}(\mathscr{X})$ is unitarily equivalent to another such matrix in upper triangular form, thus extending Schur's theorem to $M_{n}(\mathscr{X})$. Similarity in $M_{n}(\mathscr{X})$ is studied in [21].

We have already noted that $A$ and $B$ are unitarily similar if and only if the pair $\left(A, A^{*}\right)$ is simultaneously similar to the pair $\left(B, B^{*}\right)$-i.e., if and only if there is a nonsingular matrix $S$ such that $S^{-1} A S=B$ and $S^{-1} A^{*} S=B^{*}$. Thus, unitary invariants may be viewed as a special case of invariants for pairs of matrices under the action of simultaneous similarity, or conjugation in the group $\operatorname{GL}(n)$. More generally, let $\mathscr{M}_{m}(n)$ be the space of ordered $m$-tuples of $n \times n$ matrices over a field of characteristic zero, and consider the action of the group $\mathrm{GL}(n)$ on this space by simultaneous similarity, or conjugation. Thus, define the action of a nonsingular matrix $S$ on $\mathscr{M}_{m}(n)$ by the rule $S\left[\left(A_{1}, A_{2}, \ldots, A_{m}\right)\right]=\left(S^{-1} A_{1} S, S^{-1} A_{2} S, \ldots, S^{-1} A_{m} S\right)$. For any word w $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in the noncommuting variables $x_{i}$, the quantity $\operatorname{tr}\left(w^{2}\left(A_{1}, A_{2}, \ldots, A_{m}\right)\right)$ is invariant under this action. Procesi [88] has shown that these trace invariants generate the ring of polynomial invariants for the action of $\mathrm{GL}(n)$ on $\mathscr{K}_{m}(n)$ by simultaneous similarity. A polynomial invariant is a polynomial $p$ in the $m n^{2}$ entries of the $m$ matrices $A_{1}, A_{2}, \ldots, A_{m}$ such that $p\left(A_{1}, A_{2}, \ldots, A_{m}\right)=p\left(S^{-1} A_{1} S, S^{-1} A_{2} S, \ldots, S^{-1} A_{m} S\right)$ for every $S$ in $\operatorname{GL}(n)$.

Theorem 6.7 (Procesi [88]). Any polynomial invariant of an m-tuple $\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ of $n \times n$ matrices is a polynomial in the invariants $\operatorname{tr}\left(\ldots\left(A_{1}, A_{2}, \ldots, A_{m}\right)\right)$, where $\omega\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ runs over the set of all monomials in the noncommuting variables $x_{1}, x_{2}, \ldots, x_{n}$.

The set of polynomial invariants does not, in general, completely characterize the orbit of ( $A_{1}, A_{2}, \ldots, A_{m}$ ), and thus these trace invariants do not classify $m$-tuples of $n \times n$ matrices under simultaneous similarity. For example, suppose $A_{1}, A_{2}, \ldots, A_{m}$ and $B_{1}, B_{2}, \ldots, B_{m}$ are two $m$-tuples of triangular matrices such that $A_{i}$ and $B_{i}$ have the same diagonal entries for each $i$. Then $\operatorname{tr}\left(\omega\left(A_{1}, A_{2}, \ldots, A_{m}\right)\right)=\operatorname{tr}\left(\omega^{2}\left(B_{1}, B_{2}, \ldots, B_{m}\right)\right)$ will hold for every word $\omega$, but the $m$-tuples ( $A_{1}, A_{2}, \ldots, A_{m}$ ) and ( $B_{1}, B_{2}, \ldots, B_{m}$ ) need not be simultaneously similar. In [30], Friedland solves the problem of classifying pairs ( $A_{1}, A_{2}$ ) of complex matrices under simultaneous similarity. He also shows that when the characteristic polynomial, $p(\lambda, x)=\operatorname{det}\left(\lambda I-\left(A_{1}+x A_{2}\right)\right)$, of the pencil $A_{1}+x A_{2}$ is irreducible, the trace invariants of Theorem 6.7 do completely determine the orbit of the pair ( $A_{1}, A_{2}$ ) under simultaneous similarity. [In the previous example of two sets of triangular matrices, the characteristic polynomial $p\left(\lambda, x_{2}, x_{3}, \ldots, x_{m}\right)=\operatorname{det}\left(\lambda I-\left(A_{1}+x_{2} A_{2}+x_{3} A_{3}\right.\right.$ $\left.+\cdots+x_{m} A_{m}\right)$ ) factors into $m$ linear factors, where the $i$ th factor corre-
sponds to the $i$ th diagonal position of the matrices $\Lambda_{i}$.] Motzkin and Taussky [70, 71] study the characteristic polynomial $p(\lambda, x)$ in their work on matrices having the $L$-property; Friedland generalizes one of their main results in [29].

Results similar to Theorem 6.7 also hold for the action of the orthogonal group on $\mathscr{K}_{m}(n)$, and for the action of the unitary group $\mathbf{U}(n)$ on $m$-tuples of $n \times n$ complex matrices [88].

## 7. THE NUMERICAL RANGE

Another unitary invariant of a matrix is its numerical range, defined by Toeplitz in [119].

Definition 7.1. Let $A$ be an $n \times n$ complex matrix. The numerical range of $A$, denoted $\mathscr{W}(A)$, is the set of complex numbers $\left\{\mathbf{x}^{*} A \mathbf{x} \mid \mathbf{x}\right.$ is in $\mathbf{C}^{n}$ and $\|\mathbf{x}\|=1$ \}.

The numerical range is also called the field of values. The definition also applies to operators of a Hilbert space into itself. More generally, numerical ranges have been defined for operators on normed spaces and for elements of unital normed algebras [11].

Since $\mathscr{W}(A)$ is the image of the unit ball in $\mathrm{C}^{n}$ under the continuous map $\mathbf{x} \rightarrow \mathbf{x}^{*} A \mathbf{x}$, it is a closed compact subset of the complex plane; a well-known theorem of Toeplitz [119] and Hausdorff [42] says that $\mathscr{W}(A)$ is also convex. Choosing $x$ to be a unit eigenvector of $A$ shows that $\mathscr{W}(A)$ contains all of the eigenvalues of $A$. Hence, $\mathscr{W}(A)$ contains the closed convex hull of the eigenvalues of $A$, a polygonal region with eigenvalues as vertices. We denote the closed, convex hull of a set $\left\{\zeta_{1}, \zeta_{2}, \ldots, \zeta_{t}\right\}$ of complex numbers as $\mathscr{H}\left(\zeta_{1}, \zeta_{2}, \ldots, \zeta_{t}\right)$.

If $U$ is unitary, $\mathscr{W}(A)=\mathscr{W}\left(U^{*} A U\right)$, so unitarily similar matrices have the same numerical range. However, similar matrices generally do not have the same numerical range. A direct computation shows that if $D$ is diagonal with diagonal entries $d_{1}, d_{2}, \ldots, d_{n}$, then $\mathscr{W}(D)=\mathscr{H}\left(d_{1}, d_{2}, \ldots, d_{n}\right)$. Hence, if $A$ is normal, with eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$, then $\mathscr{W}(A)=\mathscr{H}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$. When $n \leqslant 4$, the converse holds, but $\mathscr{W}(A)=\mathscr{H}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ can hold for a nonnormal matrix when $n \geqslant 5[72,104]$.

If $A$ has eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$, then $\mathscr{W}(A)$ must contain the polygonal region $\mathscr{H}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$; in general, $\mathscr{H}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ will be a proper subset of $\mathscr{W}(A)$. Givens [34] has shown that $\mathscr{H}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is the intersection of the sets $\mathscr{W}\left(S^{-1} A S\right)$, where $S$ ranges over all nonsingular
matrices. From the polar decomposition of $S$ and the fact that the numerical range is invariant under any unitary similarity, it follows that $\mathscr{H}\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$ is also the intersection of all of the sets $\mathscr{W}\left(H^{-1} A H\right)$ where $H$ ranges over all positive dcfinite Hermitian matrices.

A matrix $H$ is Hermitian if and only if its numerical range is a subset of the real numbers; in this case $\mathscr{W}(H)$ is the closed interval [ $\left.\lambda_{\text {min }}(H), \lambda_{\text {max }}(H)\right]$, where $\lambda_{\text {min }}(H)$ is the smallest eigenvalue of $H$ and $\lambda_{\text {max }}(H)$ is the largest eigenvalue. Writing $A=H+i K$, where $H$ and $K$ are Hermitian, we see $\mathscr{W}(A)$ is contained in the rectangle bounded by the vertical lines $x=\lambda_{\text {min }}(H)$ and $x=\lambda_{\text {max }}(H)$, and the horizontal lines $y=\lambda_{\text {min }}(K)$ and $y=\lambda_{\text {max }}(K)$.

For a $2 \times 2$ matrix $A$, the set $\mathscr{W}(A)$ is an ellipse and the eigenvalues of $A$ are the foci of the ellipse [119]. Furthermore, if we apply a unitary similarity to put $A$ in triangular form:

$$
U^{*} A U=\left(\begin{array}{cc}
\alpha_{1} & \rho \\
0 & \alpha_{2}
\end{array}\right)
$$

then $|\rho|$ is the length of the minor axis of the ellipse [73]. Thus, for $2 \times 2$ matrices, $A$ and $B$ are unitarily similar if and only if $\mathscr{W}(A)=\mathscr{W}(B)$. This does not hold for $n \geqslant 3$; for example, whenever $H$ and $K$ are Hermitian matrices with the same minimum and maximum eigenvalues, they will have the same numerical range, but need not be similar if $n \geqslant 3$.

Let $\mathbf{e}_{i}$ denote the $i$ th unit coordinate vector. Then $\mathbf{e}_{i}^{*} A \mathbf{e}_{1}=a_{i i}$, so $\mathscr{W}(A)$ contains the diagonal entries of $A$. More generally, if $B$ is any principal submatrix of $A$, then $\mathscr{W}(B) \subseteq \mathscr{W}(A)$, as can be seen by restricting the vectors $\mathbf{x}$ in $\mathbf{x}^{*}$ Ax to have nonzero entries only in components corresponding to the rows and columns that specify the submatrix $B$. Now let $\alpha$ be an eigenvalue of $A$ and apply a unitary similarity $U$ so that $U^{*} A U=A_{1}$ is upper triangular with $\alpha$ in the 1,1 entry. If $B_{1 j}$ is the $2 \times 2$ principal submatrix of $A_{1}$ formed from rows and columns 1 and $j$, then $\mathscr{W}\left(B_{1 j}\right)$ is an ellipse with $\alpha$ as one of its foci and a minor axis of length equal to the modulus of the $1, j$ entry of $A_{1}$. This ellipse must be contained in $\mathscr{W}(A)$. Hence, if $\alpha$ is a boundary point of $\mathscr{W}(\mathrm{A})$, entries 2 through $n$ of the first row of $A_{1}$ must be zero. Thus, if an eigenvalue $\alpha$ of $A$ lies on the boundary of $\mathscr{W}(A)$, there is a unitary matrix $U$ such that $U^{*} A U$ is $\mathbf{D}(1, n-1)$, where the $1 \times 1$ block is the number $\alpha$. This fact has been noted by Röseler [92], Kippenhahn [54], and Donoghue [23], and more recently in [27,51, 66].

Suppose $\beta$ is in $\mathscr{W}(A)$ and $x^{*} A x=\beta$. If $U$ is a unitary matrix with the vector $\mathbf{x}$ in the first column, then $\beta$ is the 1,1 entry of $U^{*} A U$. Since $\mathscr{W}(A)$ is a convex set and contains the diagonal entries of $A$, the number $\operatorname{tr}(A) / n$ is in $\mathscr{W}(A)$. Hence, $A$ is unitarily similar to a matrix with the number $\operatorname{tr}(A) / n$
in the 1,1 position. One can now use an induction argument to show that $A$ is unitarily similar to a matrix with every diagonal entry equal to $\operatorname{tr}(A) / n$, a result of Parker [79].

When $n=2$, the boundary of the numerical range is an ellipse and thus is an algebraic curve of degree 2 . For general $n$, the numerical range is also determined by an algebraic curve, as follows. Let $A=H+i K$ be an $n \times n$ matrix, where $H$ and $K$ arc Hermitian; recall that $H$ and $K$ are uniquely determined. The set of all matrices of the form $x H+y K$, where $x$ and $y$ are variable, is called the pencil generated by $H$ and $K$. The polynomial $f(x, y, z)=\operatorname{det}(z I-x H \quad y K)$ is the characteristic polynomial of the pencil $x H+y K$. This polynomial is homogeneous of degree $n$ in the three variables $x, y, z$, and determines two different curves in the complex projective plane. If we view the triple ( $x, y, z$ ) as representing a point in the projective plane, then the homogeneous equation $f(x, y, z)=0$ represents a curve of degree $n$. However, if we regard the triple $(x, y, z)$ as coordinates for a line in the projective plane, i.e., as line coordinates, then the solutions to $f(x, y, z)=0$ represent a set of lines forming the envelope of an algebraic curve. The degree $n$ of the line coordinate equation $f(x, y, z)=0$ is called the class of this curve and is the number of tangent lines to the curve one can draw from any fixed point. Murnaghan [73] and Kippenhahn [54] showed that the lines of support of the numerical range of $A$ satisfy the equation $f(-x,-y, z)=0$, and the numerical range of $A$ is the closed, convex hull of this curve of class $n$. Furthermore, the $n$ eigenvalues of $A$ correspond to the $n$ real foci of this curve [54, 73, 94, 102]. Kippenhahn also showed that any singular point $\alpha=a+i b$ on this curve must be an eigenvalue of $A$; furthermore, there is a unitary matrix $U$ such that $U^{*} A U$ is $\mathbf{D}(1, n-1)$, where the $1 \times 1$ block is the number $\alpha$. Donoghue [23] showed that if $T$ is an operator of a Hilbert space into itself, and if $\mathscr{W}(T)$ is closed, then any nondifferentiable boundary point is an eigenvalue of $T$.

Degree two curves also have class two, so the ellipse obtained in the case $n=2$ does have class two. Since $\mathscr{W}(A)$ determines $A$ up to unitary similarity when $n=2$, the polynomial $f(x, y, z)$ must also determine $A$ up to unitary similarity when $n=2$. In fact, for $n=2$, the polynomial $\operatorname{det}(x H+y K)$ suffices to determine $A=H+i K$ up to unitary similarity [1, 116]. These results are not true for $n \geqslant 3$; see [101, 102] for examples of matrices that are not unitarily similar, but do have the same polynomial $f(x, y, z)$.

The numerical range has been generalized in many ways $[8,11,34,35$, $36,40,49,63,64,67,77]$. For example, there is the Bauer field of values [8, 77], the $k$-numerical range [40], the $c$-numerical range [36], the $C$-numerical range [36], the $G$-bilinear range [67]. We shall not discuss these here; see [35, 49] for a survey and references. However, we will discuss the matrix range introduced by Arveson [4, 2], who shows that an irreducible compact operator
$T$ on a Hilbert space can be classified up to unitary similarity by a sequence of invariants, $\mathscr{W}_{n}(T)$, which are generalizations of the numerical range. The set $\mathscr{W}_{n}(T)$ is the set of $n \times n$ complex matrices obtained by applying certain completely positive linear maps to $T$.

Let $\mathscr{A}$ and $\mathscr{B}$ be $\mathrm{C}^{*}$-algebras. A linear map $\psi: \mathscr{A} \rightarrow \mathscr{B}$ is said to be positive if $\psi(A) \geqslant 0$ whenever $A \geqslant 0$. For example, if $\mathscr{A}=\mathbf{C}(m)$ and $\mathscr{B}=\mathbf{C}(n)$, and $P$ is any $m \times n$ matrix, the map $\psi(A)=P^{*} A P$ is positive, for whenever $A$ is a positive semidefinite Hermitian matrix, so is $P * A P$. Stinespring [112] introduced the notion of a completely positive map. For any positive integer $q$, let $\mathscr{A}(q)$ be the $\mathbf{C}^{*}$-algebra of $q \times q$ matrices with entries from $\mathscr{A}$; one may regard $\mathscr{A}(q)$ as the tensor product $\mathbf{C}(q) \otimes \mathscr{A}$. We can extend the map $\psi$ to a linear map $\psi_{q}: \mathscr{A}(q) \rightarrow \mathscr{B}(q)$ by applying $\psi$ to each entry of a matrix in $\mathscr{A}(q)$.

Definition 7.2 (Stinespring [112]). The positive map $\psi: \mathscr{A} \rightarrow \mathscr{B}$ is said to be completely positive if $\psi_{q}: \mathscr{A}(a) \rightarrow \mathscr{B}(q)$ is positive for each positive integer $q$.

When $\mathscr{B}$ is an algebra of operators on a Hilbert space, the following theorem characterizes completely positive maps.

Theorem 7.1 (Stinespring [112]). Let $\mathscr{A}$ be a $\mathbf{C}^{*}$-algebra with identity, let $\mathscr{H}$ be a Hilbert space, and let $\psi$ be a linear map from $\mathscr{A}$ to operators on $\mathscr{H}$. Then $\psi$ is completely positive if and only if $\psi$ has the form $\psi(\mathrm{A})=$ $V^{*} \rho(A) V$, where $V$ is a bounded operator from $\mathscr{H}$ to a Hilbert space $\mathscr{K}$, and $\rho$ is $a^{*}$-representation of $\mathscr{A}$ into operators on $\mathscr{K}$.

If $\mathscr{A}=\mathbf{C}(m)$, the algebra $\mathscr{A}(q)$ is the set of $q m \times q m$ complex matrices, viewed as the tensor product $\mathbf{C}(q) \otimes \mathbf{C}(m)$. Given a matrix $M$ in $\mathbf{C}(q m)$, we partition $M$ into $q^{2}$ blocks $M_{j k}$, each of size $m \times m$, and write $M=\left(M_{j k}\right)$. If $\psi: \mathbf{C}(m) \rightarrow \mathbf{C}(n)$ is a linear map, then $\psi_{q}: \mathbf{C}(q m) \rightarrow \mathbf{C}(q n)$ is defined by $\psi_{q}(M)=\left(\psi\left(M_{j k}\right)\right)$; note that $\psi\left(M_{j k}\right)$ is in $C(n)$, so $\left(\psi\left(M_{j k}\right)\right)$ is a matrix of size $q n \times q n$. If $\psi(A)=P * A P$ for some $m \times n$ matrix $P$, then $\psi\left(M_{j k}\right)=$ $P^{*} M_{j k} P$, and we have $\psi_{q}(M)=(I \otimes P) * M(I \otimes P)$. Thus, for any matrix $P$, the $\operatorname{map} \psi(A)=P * A P$ is completely positive. However, there are positive maps that are not completely positive $[3,112]$.

For any finite set of $m \times n$ matrices $P_{1}, P_{2}, \ldots, P_{t}$, the map $\psi: \mathbf{C}(m) \rightarrow$ $\mathrm{C}(n)$ defined by $\psi(A)=\sum_{i=1}^{t} P_{i}^{*} A P_{i}$ is completely positive; Choi [16] shows that every completely positive map from $\mathbf{C}(m)$ to $\mathbf{C}(n)$ must have this form. The set of completely positive maps from $\mathbf{C}(m)$ to $\mathbf{C}(n)$ is thus the positive cone generated by the maps $\psi(A)=P^{*} A P$. We can rewrite the map $\psi(A)=$
$\sum_{i=1}^{t} P_{i}^{*} A P_{i}$ in the form given by Theorem 7.1 as follows. Define $\rho: \mathbf{C}(m) \rightarrow$ $C(m t)$ by putting $\rho(A)=I_{t} \otimes A$; the matrix $\rho(A)$ is then the block diagonal matrix formed from the direct sum of $t$ copies of $A$. Let $P=$ $\left(\begin{array}{llll}P_{1} & P_{2} & \cdots & P_{t}\end{array}\right)^{T}$ be the $t m \times n$ matrix formed by stacking the $t$ matrices $P_{i}$ into a column. Then $P^{*}\left(I_{t} \otimes A\right) P=P^{*} \rho(A) P=\psi(A)$.

We can now define the set $\mathscr{W}_{n}(T)$, where $T$ is an operator on a Hilbert space. Let $\mathbf{C}^{*}(T)$ denote the $\mathbf{C}^{*}$-algebra generated by $T$ and the identity.

Definition 7.3 (Arveson, $[2,4]$ ). Let $n$ be a positive integer, and let $T$ be an operator on a Hilbert space $\mathscr{H}$. Then $\mathscr{F}_{n}(T)$ is the set of all $n \times n$ matrices of the form $\psi(T)$, where $\psi$ ranges over all completely positive maps of $C^{*}(T)$ into $C(n)$ that preserve the identity.

If $n=1$, the set $\mathscr{W}_{1}(T)$ is the closure of the ordinary numerical range $\mathscr{W}(T)$ [4]. The sequence $\left\{\mathscr{W}_{1}(T), \mathscr{W}_{2}(T), \ldots\right\}$ is called the matrix range of $T$. When $\mathscr{H}=\mathbf{C}(m)$, Choi's characterization of completely positive maps from $\mathbf{C}(m)$ to $\mathbf{C}(n)$ gives

$$
\mathscr{W}_{n}(T)=\left\{\sum_{i=1}^{t} P_{i}^{*} T P_{i} \mid\right.
$$

$$
P_{1}, P_{2}, \ldots, P_{t} \text { are } m \times n \text { matrices such that }
$$

$$
\left.\sum_{i=1}^{t} P_{i}^{*} P_{i}=I_{n}\right\}
$$

The matrix range gives a complete set of unitary invariants for irreducible compact operators.

Theorem 7.4 (Arveson [2, 4]). Let $S$ and $T$ be irreducible compact operators on the Hilbert spaces $\mathscr{H}$ and $\mathscr{K}$, respectively. Then $S$ and $T$ are unitarily equivalent if and only if $\mathscr{W}_{n}(S)=\mathscr{W}_{n}(T)$ for every positive integer $n$. If $\mathscr{H}$ and $\mathscr{K}$ are finite dimensional, with dimension $n$, then $S$ and $T$ are unitarily equivalent if and only if $\mathscr{W}_{n}(S)=\mathscr{W}_{n}(T)$.

Thus, $n \times n$ matrices $A$ and $B$ are unitarily similar if and only if $\mathscr{W}_{n}(A)=\mathscr{W}_{n}(B)$.

## 8. UNITARY REDUCIBILITY

Since smaller matrices are easier to work with, it is often useful to reduce a matrix to block diagonal form. In this section we discuss some results about reducing a matrix to block diagonal form with a unitary similarity.

Definition 8.1. We say an $n \times n$ matrix $A$ is unitarily reducible if there exists an unitary matrix $U$ such that $U^{*} A U$ is block diagonal. A matrix that is not unitarily reducible is said to be unitarily irreducible.

The term unitarily decomposable is sometimes used for the concept we have called unitarily reducible.

Definition 8.1 can be extended to sets of matrices.

Definition 8.2. We say a set $\Omega$ of $n \times n$ matrices is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ if every matrix in $\Omega$ is $\mathbf{T}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. We say $\Omega$ is $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ if every matrix in $\Omega$ is $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$. If there is a unitary matrix $U$ and an integer $t>1$ such that $U^{*} \Omega U$ is $\mathrm{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$, then we say $\Omega$ is unitarily reducible.

Let $\mathscr{A}\left(A, A^{*}\right)$ be the algebra generated by $A$ and $A^{*}$ over $C$. Since $\left(U^{*} A U\right)^{*}=U^{*} A^{*} U$, the algebra $\mathscr{A}\left(A, A^{*}\right)$ is unitarily reducible if and only if $A$ is unitarily reducible. Put $H=\left(A+A^{*}\right) / 2$ and $K=\left(A-A^{*}\right) / 2 i$. Then $H$ and $K$ are the unique Hermitian matrices such that $A=H+i K$, and $H$ and $K$ generate the same algebra as $A$ and $A^{*}$.

Theorem 8.1. Let A be an $n \times n$ matrix. The following are equivalent:
(1) A is unitarily reducible to a matrix that is $\mathrm{D}(k, n-k)$, where $0<$ $k<n$.
(2) The algebra $\mathscr{A}\left(A, A^{*}\right)$ is unitarily reducible to an algebra of matrices that is $\mathbf{D}(k, n-k)$.
(3) There is a $k$-dimensional subspace $\mathscr{U}$ of $\mathrm{C}^{n}$ such that both $\mathscr{U}$ and $\mathscr{U}^{\perp}$ are invariant under A, where $\mathscr{U}^{\perp}$ is the orthogonal complement of $\mathscr{U}$.
(4) There is a $k$-dimensional subspace $\mathscr{U}$ of $\mathbf{C}^{n}$ such that $\mathscr{U}$ is invariant under both A and A*.
(5) There is a $k$-dimensional subspace $\mathscr{U}$ of $\mathbf{C}^{n}$ such that $\mathscr{U}$ is invariant under every matrix in $\mathscr{A}\left(A, A^{*}\right)$.
(6) There is a $k$-dimensional subspace $\mathscr{\mathscr { }}$ of $\mathbf{C}^{n}$ such that $\mathscr{U}$ is invariant under both $H$ and $K$, where $H=\left(A+A^{*}\right) / 2$ and $K=\left(A-A^{*}\right) / 2 i$.
(7) There is a $k$-dimensional subspace $\mathscr{U}$ of $\mathrm{C}^{n}$ such that $\mathscr{U}$ is invariant under every matrix in $\mathscr{A}(H, K)$.

The equivalence of (1) and (3) follows by letting $U$ be a unitary matrix in which the first $k$ columns form an orthonormal basis for $\mathscr{\mathscr { }}$ and the remaining $n-k$ columns form an orthonormal basis for $\mathscr{U}^{\perp}$, and then forming $U^{*} \Lambda U$. The cquivalence of (3) and (4) comes from using the fact that $\langle\mathbf{x}, A \mathbf{y}\rangle=\left\langle A^{*} \mathbf{x}, \mathbf{y}\right\rangle$ to show that $\mathscr{U}$ is invariant under $A$ if and only if $\mathscr{U}^{\perp}$ is invariant under $A^{*}$. The remaining conditions follow from the fact that $\mathscr{U}$ is invariant under both $A$ and $A^{*}$ if and only if $\mathscr{U}$ is invariant under $\mathscr{A}\left(A, A^{*}\right)$, and $\mathscr{U}$ is invariant under both $A$ and $A^{*}$ if and only if $\mathscr{U}$ is invariant under both $H$ and $K$. Theorem 8.2 essentially restates results of Specht [109]; see also [100, 57].

The algebra $\mathscr{A}\left(A, A^{*}\right)$ is equal to all of $\mathrm{C}(n)$ if and only if $A$ is unitarily irreducible; this follows from condition (5) of Theorem 8.1 and the following theorem of Burnside [15, 50].

Theorem 8.2 (Burnside [15]). Let $\mathscr{A}$ be an algebra of $n \times n$ complex matrices, and suppose that no nontrivial subspace of $\mathbf{C}^{n}$ is invariant under $\mathscr{A}$. Then $\mathscr{A}=\mathbf{C}(n)$.

Suppose $U^{*} A U=\mathbf{D}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$, where each $A_{i}$ is $n_{i} \times n_{i}$ and is unitarily irreducible. Using Theorem 8.1, we have an $n_{i}$-dimensional subspace $\mathscr{U}_{i}$ corresponding to the $i$ th block; the subspaces $\mathscr{U}_{i}$ are mutually orthogonal and $\mathbf{C}^{n}$ is the direct sum of the $\mathscr{U}_{i}$ 's. If $n_{i}=1$, then $A$ and $A^{*}$ have a common eigenvector that generates $\mathscr{U}_{i}$. Each $n_{i}$ is one if and only if $A$ is normal; in this case $\mathscr{A}\left(A, A^{*}\right)$ is a commutative algebra. The number $t$ and the numbers $n_{i}$ are uniquely determined by the matrix $A$, but may not be easy to determine. A theorem of Schur [96, 108] relates the number $t$ to the number of distinct eigenvalues in the matrices that commute with $\mathscr{A}\left(A, A^{*}\right)$.

Theorem 8.3 (Schur [96]). Let $A$ be an $n \times n$ complex matrix, and suppose $U^{*} A U=\mathbf{D}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$, where each $A_{i}$ is $n_{i} \times n_{i}$ and is unitarily irreducible. Let $\mathscr{C}\left(A, A^{*}\right)$ be the set of matrices that commute with every matrix in the algebra $\mathscr{A}\left(A, A^{*}\right)$, and let $r$ be the largest number of distinct eigenvalues of any matrix in $\mathscr{C}\left(A, A^{*}\right)$. Then $r=t$.

Proof. Since $\left(U^{*} A U\right)^{*}=U^{*} A^{*} U$, we have $U^{*} \mathscr{A}\left(A, A^{*}\right) U=$ $\mathscr{A}\left(U^{*} A U, U^{*} A^{*} U\right)$ and $U^{*} \mathscr{C}\left(A, A^{*}\right) U=\mathscr{C}\left(U^{*} A U, U^{*} A^{*} U\right)$, so we may assume that $A$ itself is $\mathbf{D}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$. Clearly, any matrix that is $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ and has scalar matrices in each diagonal block will commute with $\mathscr{A}\left(A, A^{*}\right)$, so $t \leqslant r$.

Now suppose that $B$ is in $\mathscr{C}\left(A, A^{*}\right)$ and that $B$ has $r$ distinct eigenvalues $\beta_{1}, \beta_{2}, \ldots, \beta_{r}$ of multiplicities $m_{1}, m_{2}, \ldots, m_{r}$. We can find a unitary matrix $U$
such that $U^{*} B U=\mathbf{T}\left(B_{1}, B_{2}, \ldots, B_{r}\right)$, where $B_{i}$ is $m_{i} \times m_{i}$ and $\beta_{i}$ is the only eigenvalue of $B_{i}$. Transforming $A$ and $A^{*}$ by this same unitary similarity, $U$, we then deal with $U^{*} B U$ and $\mathscr{A}\left(U^{*} A U, U^{*} A^{*} U\right)$. For notational convenience, assume $B$ is already in the form $T\left(B_{1}, B_{2}, \ldots, B_{r}\right)$. Let $M$ be any matrix in $\mathscr{A}\left(A, A^{*}\right)$; then $B M=M B$. Partition $M$ into blocks conformal with the block structure of $B$. The argument used to prove Theorem 3.5 then shows that $M$ is $\mathbf{T}\left(m_{1}, m_{2}, \ldots, m_{r}\right)$. Hence $\mathscr{A}\left(A, A^{*}\right)$ is $\mathbf{T}\left(m_{1}, m_{2}, \ldots, m_{r}\right)$. But then $\mathscr{A}\left(A, A^{*}\right)$ must be $\mathbf{D}\left(m_{1}, m_{2}, \ldots, m_{r}\right)$, for whenever $M$ is in $\mathscr{A}\left(A, A^{*}\right)$, then $M^{*}$ is also in $\mathscr{A}\left(A, A^{*}\right)$. Therefore, $r \leqslant t$. Since we have already seen that $t \leqslant r$, we have $t=r$.

Theorem 8.3 establishes a connection between the decomposition of the algebra $\mathscr{A}\left(A, A^{*}\right)$ into a direct sum of irreducible components and the commutant $\mathscr{C}\left(A, A^{*}\right)$. An analogous result holds for strongly closed, selfadjoint algebras of Hilbert space operators-such an algebra is decomposable if and only if its center contains an operator that is not a scalar multiple of the identity. A $W^{*}$-algebra whose center consists of scalar multiples of the identity is called a factor; a general $W^{*}$-algebra can be regarded as a direct integral of such factors [98].

Theorem 8.3 concerns the number of blocks in the decomposition $U^{*} A U$ $=\mathbf{D}\left(A_{1}, A_{2}, \ldots, A_{t}\right)$. Results linking the sizes of the blocks to polynomial identities for matrix algebras may be found in [7, 55, 100, 127]. Some special results apply when the blocks are of size at most two or three. Two $n \times n$ matrices that satisfy quadratic polynomials generate an algebra of dimension at most $2 n$ [31]. Applying this to the pair of matrices $A$ and $A^{*}$ shows that if the minimal polynomial of $A$ has degree two, then there is a unitary matrix $U$ such that $U^{*} A U$ is block diagonal with blocks of size one or two. Each of the blocks must satisfy that same polynomial of degree two, so one can say more about the structure of the blocks.

Let $A=H+i K$, where $H$ and $K$ are Hermitian, and let $f(x, y, z)$ be the characteristic polynomial of the pencil $x I I+y K$. Motzkin and Taussky [70, 71] studied the characteristic polynomial $f(x, y, z)$ in their work on matrices with property $L$.

Definition 8.3. Let $A$ and $B$ be $n \times n$ matrices. If there are orderings $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ of the eigenvalues of $A$ and $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ of the eigenvalues of $B$ such that $x A+y B$ has eigenvalues $x \alpha_{i}+y \beta_{i}$ for all values of $x$ and $y$, then $A$ and $B$ are said to have property $L$.

Let $h_{1}, h_{2}, \ldots, h_{n}$ be the eigenvalues of $H$, and let $k_{1}, k_{2}, \ldots, k_{n}$ be the eigenvalues of $K$. The polynomial $f(x, y, z)$ factors into the $n$ linear factors ( $z-h_{i} y-k_{i} z$ ) if and only if the eigenvalues of $a H+b K$ are the $n$ numbers $a h_{i}+b k_{i}$ for every choice of the complex coefficients $a$ and $b$, that is, if and
only if $H$ and $K$ have property L. Motzkin and Taussky [70] proved that a pair of Hermitian matrices have property L if and only if they commute. This result also holds for pairs of normal matrices [133], but does not hold for general pairs of matriccs. Observe that we can then simultaneously diagonalize $H$ and $K$, so the matrix $A$ is normal and can be unitarily diagonalized. More generally, if $A$ is unitarily reducible to a matrix that is $\mathbf{D}\left(n_{1}, n_{2}, \ldots, n_{t}\right)$, then $f(x, y, z)$ factors into $t$ factors $f_{j}(x, y, z)$, where $f_{j}(x, y, z)$ has degree $n_{j}$ and corresponds to the $j$ th diagonal block. More precisely, if $A_{j}=H_{j}+i K_{j}$, then $f_{j}(x, y, z)=\operatorname{det}\left(z I-x H_{j}-y K_{j}\right)$. However, the converse is not true, for A can be unitarily irreducible even if $f(x, y, z)$ factors [101]. Kippenhahn [54] showed that if the minimal polynomial of $x H+y K$ has degree two, then $A$ is unitarily reducible to a block diagonal matrix with blocks of size at most two; this also follows from the previous paragraph. He conjectured that whenever the minimal polynomial has degree less than $n$, then $A$ will be unitarily reducible. This conjecture is correct for $n \leqslant 5$, but is false in general, as shown by Laffey [56] and Waterhouse [126]. However, if the minimal polynomial of $x H+y K$ has degree three, then $A$ is unitarily reducible to a block diagonal matrix with blocks of size at most three [103].

Other results on the unitary equivalence of sets of Hermitian matrices, or orthogonal equivalence of sets of real symmetric matrices, may be found in [ $1,38,44,116]$; see [44, 45] for work on simultaneous reduction of sets of matrices by unitary congruence.

Radjavi and Rosenthal [91] showed that every nonscalar operator on a separable complex Hilbert space has a matrix representation with no zero entries. Thus, any nonscalar $n \times n$ complex matrix is unitarily similar to a matrix with no zero entries. This result is used to show that if $A$ is any nonscalar operator, then there is an operator $B$ such that $A$ and $B$ have no common invariant subspace [91].

There are several sets of inequalities comparing the eigenvalues, singular values, and diagonal elements of a matrix; there are also inequalities linking the eigenvalues of the Hermitian and skew Hermitian parts of a matrix to the real and imaginary parts of its eigenvalues. The Weyl [130] inequalities apply to the eigenvalues and singular values, R. C. Thompson [118] has established inequalities for singular values and diagonal entries, and $S$. Sherman and C. J. Thompson [105] have inequalities comparing the eigenvalues of the skew Hermitian part of a matrix with the imaginary parts of the eigenvalues. In many cases, these inequalities give necessary and sufficient conditions for the existence of a matrix with prescribed singular values, eigenvalues, diagonal entries, etc. [47, 118]. C.-K. Li [58] has studied matrices for which these inequalities become equalities and shown that in many cases such matrices must be unitarily reducible.

We conclude this section with a theorem of McRae [62]. Let $A$ have $t$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$ of multiplicities $n_{1}, n_{2}, \ldots, n_{t}$. Then $A^{*}$ has
$t$ distinct eigenvalues $\bar{\alpha}_{i}$ of multiplicities $n_{i}$ for $i=1, \ldots, t$. Let $\mathscr{U}_{i}$ be the eigenspace of $A$ corresponding to $\alpha_{i}$, so $\mathscr{U}_{i}$ is the null space of $A-\alpha_{i} I$. Let $\mathscr{V}_{i}$ be the eigenspace of $A^{*}$ corresponding to $\bar{\alpha}_{i}$. Then $\mathscr{U}_{i}=\mathscr{V}_{i}$ for every $i$ if and only if $\Lambda$ is normal. In gencral, while $\mathscr{X}_{i}$ and $\mathscr{V}_{i}$ must have the same dimension, they are different subspaces. Let $\mathscr{F}_{i}=\mathscr{U}_{i} \cap \mathscr{V}_{i}$, and let $k_{i}$ be the dimension of $\mathscr{W}_{i}$. Then $\mathscr{W}_{i}$ is invariant under both $A$ and $A^{*}$, and if we use $\mathscr{W}_{i}$ as the subspace $\mathscr{\mathscr { H }}$ of Theorem 8.1, the corresponding $k_{i} \times k_{i}$ blocks of $A$ and $A^{*}$ will be the scalar blocks $\alpha_{i} I_{k_{i}}$ and $\bar{\alpha}_{i} I_{k_{i}}$, respectively. This leads to the following decomposition.

Theorem 8.5 (McRae [62]). Let A be an $n \times n$ complex matrix with $t$ distinct eigenvalues $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{t}$ of multiplicites $n_{1}, n_{2}, \ldots, n_{t}$. Let $\mathscr{U}_{i}$ be the eigenspace of $A$ corresponding to $\alpha_{i}$, let $\mathscr{V}_{i}$ be the eigenspace of $A^{*}$ corresponding to $\bar{\alpha}_{i}$, and let $k_{i}$ be the dimension of $\mathscr{U}_{i} \cap \mathscr{V}_{i}$. Then there is a unitary matrix $U$ such that $U^{*} A U=\mathbf{D}(D, C)$, where $D$ is a diagonal matrix of size $k=k_{1}+k_{2}+\cdots+k_{t}$ in which $\alpha_{i}$ appears $k_{i}$ times on the diagonal. Furthermore, if $V^{*} A V=\mathrm{D}\left(D_{1}, C_{1}\right)$ is any other decomposition of this type, with $D_{1}$ diagonal, then $D_{1}$ has size at most $k$, and if $D_{1}$ is $k \times k$, then $D_{1}$ can differ from $D$ only in the order of the diagonal entries, and $C \sim C_{1}$.

Note that $A$ is normal if and only if $n=k_{1}+k_{2}+\cdots+k_{i}$; one may think of Theorem 8.5 as telling us how to split off the "normal part" of $A$.
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