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Background: Airborne particles are a complex mix of organic and inorganic compounds, with a range of physical
and chemical properties. Estimation of how simultaneous exposure to air particles affects the risk of adverse
health response represents a challenge for scientific research and air quality management. In this paper, we
present a Bayesian approach that can tackle this problem within the framework of time series analysis.
Methods: We used Dirichlet process mixture models to cluster time points with similar multipollutant and re-
sponse profiles, while adjusting for seasonal cycles, trends and temporal components. Inference was carried
out via Markov Chain Monte Carlo methods. We illustrated our approach using daily data of a range of particle
metrics and respiratory mortality for London (UK) 2002–2005. To better quantify the average health impact of
these particles, wemeasured the same set of metrics in 2012, andwe computed and compared the posterior pre-
dictive distributions of mortality under the exposure scenario in 2012 vs 2005.
Results: The model resulted in a partition of the days into three clusters. We found a relative risk of 1.02 (95%

credible intervals (CI): 1.00, 1.04) for respiratory mortality associated with days characterised by high posterior
estimates of non-primary particles, especially nitrate and sulphate. We found a consistent reduction in the air-
borne particles in 2012 vs 2005 and the analysis of the posterior predictive distributions of respiratory mortality
suggested an average annual decrease of −3.5% (95% CI:−0.12%,−5.74%).
Conclusions: We proposed an effective approach that enabled the better understanding of hidden structures in
multipollutant health effects within time series analysis. It allowed the identification of exposure metrics associ-
atedwith respiratorymortality and provided a tool to assess the changes in health effects fromvarious policies to
control the ambient particle matter mixtures.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Airborne particle matter (PM) is one of the air pollutants of primary
health concern. Over the past two decades, PM mass metrics
(e.g., particles with aerodynamic diameter b10 μm, PM10, and particles
with aerodynamic diameter b2.5 μm, PM2.5) have receivedmuch atten-
tion, and many studies have shown that high concentrations of PM are
associated with increased risks of mortality and morbidity. More
recently, the evidence derived from studies of long- and short-term
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exposure has been judged sufficient to infer causality for fine particles
(EPA, 2012; WHO/Europe, 2013).

The evidence for the association between PM and short-term ad-
verse endpoints, derives largely from observational ecological time se-
ries studies (e.g., Bell et al., 2004; HEI, 2010; Bell et al., 2013; Atkinson
et al., 2014; and references therein). Since the early 1990s the results
from these studies have played an important role in setting standards
for acceptable levels of ambient pollution. The quantification of the im-
pact of air pollution on health has been historically undertaken through
a single pollutant approach, using regression-based techniques, where
the co-pollutants have been treated as modifying or confounding fac-
tors. This reliance on single pollutant results is due, in part, to measure-
ment and source complexities (such as the intrinsic correlated nature of
air pollutants) which have limited the development of statistically ro-
bust multipollutant models, and in part to the regulatory strategies of
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air quality management which have addressed a single pollutant at a
time (Dominici et al., 2010).

Air pollution exists, however, as a heterogeneous mix of different
compounds. In particular, airborne particulate is made up of a number
of solid and liquid components, including acids (such as nitrates and sul-
phates), organic chemicals, metals, soil or dust particles, soot, allergens
and smoke. These components also vary in number, size, shape, surface
area, solubility and origin. Thus, estimation of how simultaneous expo-
sure to multiple air pollutants affects the risk of adverse health response
represents a challenge for scientific research and air qualitymanagement.

To gain better insight into the features of air pollution mixtures
and their effect, there is a consequent need to explore new statistical
methods able to integrate standardmethodological tools for a better un-
derstanding of these complex systems. In a recent review of techniques
for estimating health effects of multiple air pollutants, Oakes et al.
(2014) highlighted that clustering of pollution profiles has been
shown to be an effective approach.

Previous temporal clustering analyses have been successfully applied
in air pollution exposure assessment, involvingmainly heuristic methods
such as agglomerative hierarchical clustering (Gu et al., 2012) and k-
means partitioning clustering (Austin et al., 2012). Recently, k-means
clustering solutions of air pollutants have also been used as covariates
within health model effect estimation (Matyasovszky et al., 2011;
Zanobetti et al., 2014).

Despite the increasing popularity of these methods, they have some
well known drawbacks. First, they do not allow an assessment of the
statistical properties of the solutions provided, for example they do
not provide an assessment of clustering uncertainties. Moreover,
because these methods are based on similarity/dissimilarity measures
between objects that are essentially described in terms of distance
(e.g., Euclidean distance), they require that the time series of each
pollutant has exactly the same dimensionality (i.e., they do not allow
the inclusion of records which have missing data). This can represent
a limitation when applied to air pollution monitoring data.

Mixture models (McLachlan and Peel, 2000; McLachlan and Baek,
2010) have been proposed as an alternative to heuristic clustering
techniques. Generally, model-based clustering methods are based on
the idea that the data follow a finite mixture of probability distributions
such that each component distribution represents a cluster. Frühwirth-
Schnatter and Kaufmann (2008) showed that model-based clustering
based on finite mixture models can be extended to time series in a
quite natural way. In the air quality field, Gómez-Losada et al. (2014) ap-
plied a finite mixture model for characterising air pollution mixtures,
using maximum likelihood, via the expectation-maximization algorithm.

A long-standing issue that finite mixture models share with many
traditional clusteringmethods (e.g., k-means), is the a priori determina-
tion of the number of clusters. Different methods can be used to esti-
mate the number of components (i.e., clusters), using for example
model selection criteria. However, an alternative way to handle this
problem is to adopt a Bayesian nonparametric modelling approach,
where the number of mixture components is not fixed in advance, but
is determined by the model and the data. These models can be imple-
mented using a Dirichlet process (DP) (Ferguson, 1973; Antoniak,
1974), a stochastic process commonly used in Bayesian nonparametrics
tomodel the uncertainty about the functional form of the distribution of
the parameters in amodel. The support of the DP is restricted to discrete
distributions and this results in a clustering effect that avoids the selec-
tion of a pre-defined number of clusters.

In this paper we propose an approachwithin the Bayesian paradigm
to analyse the impact of multiple particle metrics on daily mortality,
using the DP mixture model. Specifically, we provide a model that
addresses, in a one-step procedure, both dimensionality reduction and
regression. Our approach builds on the work of Molitor et al. (2010,
2011) which represents an alternative inferential approach to regres-
sion models when the covariates in analysis are correlated. The model,
known as profile regression, performs a Bayesian clustering of the
covariates by identifying exposure profiles and, simultaneously, links
these to a response variable in non-parametric form (even though the
model continues to be parametric within clusters). Profile regression
has found further applications in epidemiology and in genomics
(Papathomas et al., 2011, 2012; Hastie et al., 2013). In this paper we ex-
tend this technique to analyse time series data, accounting for their typ-
ical features like trends, seasonality and temporal components through
smooth functions. The resulting probabilistic solution groups time
points with similar multipollutant and response profiles.

To demonstrate our approach, we used daily particle metric data
from London (UK) 2002–2005 and daily number of deaths from respira-
tory diseases (Atkinson et al., 2010). Additionally, to asses the recent ef-
forts in reducing air pollution in London, we also predicted a mean
response profile for mortality in the year 2012. Using measurements
collected at the same monitoring site, we compared the predictive dis-
tribution of mortality in 2012 against the one computed in 2005.
2. Material and methods

2.1. Description of the data

Atkinson et al. (2010) described results from an epidemiological
time series study examining the effect of different metrics of particulate
collected in London, on cardiorespiratory hospital admission and mor-
tality using univariate log-linear Poisson models. We selected a subset
of exposure data for the period January 2002 to December 2005 (years
2000–2001 were excluded due to pour data availability; for anions the
proportion of missing data was about 96%), and respiratory-related
mortality as the outcome. To predict respiratory mortality given the
multipollutant scenario that London experienced in 2012, wemeasured
the same set of particle metrics that were recorded in 2002–2005.
2.1.1. Mortality data
Daily count of deaths from respiratory diseases of London residents

(2002–2005) were obtained from the Office for National Statistics and
coded using the International Classification of Diseases, 10th Revision
(ICD-10: Chapter J).
2.1.2. PM measurements 2002–2005
Daily average concentrations of particle metrics included: particle

number concentration (PNC), inorganic anions such as chloride, nitrate
and sulphate, black smoke (BS) and gravimetric measurements of PM,
such as PM10, PM2.5 and PM coarse fraction (that is, PM10–2.5 obtained
by subtraction). With the exception of BS, the daily concentrations
were obtained from a single background monitoring station in central
London (North Kensington). BS was an average across several urban
and suburban stations. PNCwasmeasured using a TSI 3022A condensa-
tion particle counter, where particles are enlarged by condensation of
saturated butanol vapour which are then counted using a laser and op-
tical detector. The PM10 24-hour filter samples were collected at 16.7 l
per minute on quartz fibre filters using Partisol 2025 (Thermo) instru-
ments and these filters were analysed by ion chromatography. Finally,
daily average gravimetric PM10 and PM2.5 were sampled using a Partisol
sampler and measured using methods in EN12341 and EN14907.

The data set also included PM apportioned into primary and non-
primary sources (Fuller et al., 2002; Fuller and Green, 2006), giving
modelled primary PM10 (PPM10), and non-primary PM subdivided
by size fraction: non-primary PM10 (NPPM10), non-primary PM2.5

(NPPM2.5), and non-primary PM coarse fraction (NPcoarse). The source
apportionment model assumed that primary PM10 was associated with
nitrogen oxide (NOx) sources and the non-primary component was the
fraction of PM not associated with NOx. NOx is generally considered a
robust marker for traffic pollution (Krzyzanowski et al., 2005).
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2.1.3. PM measurements 2012
For the year 2012, the PMmeasurements (except BS) were collected

at the same backgroundmonitoring station in central London. Between
2005 and 2012, gravimetric filter substrates were changed from quartz
fibre to PTFE coated glass fibre (Emfab, Pall). Because BS is no longer
measured in London, we computed daily mean of BS from equivalent
measured black carbon by aethalometer (Magee Scientific) at two
background monitoring sites, and applied an adjustment factor of 0.27
following Heal and Quincey (2012).

2.1.4. Confounding factors
Ecological time series studies are subject to complex forms of con-

founding (e.g., Peng et al., 2006; Bhaskaran et al., 2013). Typically,
time series studies of mortality and morbidity control for long-term
trends, seasonality, and time-varying factors, including climatology,
which can potentially confound the association between an adverse
health effect and polluted air. In our model, calendar time and temper-
ature were considered as confounding variables and assumed to poten-
tially influence the response variable via smooth functions.

Specifically, for all of the smooth functions we used natural cubic
spline bases, in which the degree of smoothness was determined by
the degrees of freedom (df ). The choice of the df was based on the ex-
amination of the partial autocorrelation function of residuals and by
minimization of the Akaike's Information Criterion (Akaike, 1973) and
the Bayesian Information Criterion (Schwarz, 1978), fitting a log-linear
Poisson regression model. We specified 32 df (8 df per year) for the
smooth function of time and 3 df for the smooth function of tempera-
ture. In a previous study performed to investigate the potential for
bias in estimating the short-term effects of air pollution, Shaddick
et al. (2013) used London's 2002–2005 respiratory mortality and
PM10 concentrations and showed that a similar adjustments provided
an adequate balance between ensuring control for temporal trends
and seasonal cycles as well as temperature, while leaving sufficient in-
formation for estimating the exposure effects.

For our study, hourly temperatures were downloaded from the
London Air Quality Network using the R library openair (version 0.9-2)
(Carslaw and Ropkins, 2012) and averaged on daily temporal scale.
During the years 2002–2005, daily average temperature ranged from
−0.88 °C to 28.87 °C. We generated the B-spline basis matrices for
calendar time and temperature outside the model, using the function
ns of the R library spline, and we entered them as data.

2.1.5. Data preparation
The exposure data were normalised to be on a comparable scale

adopting the modified z-score recently proposed by Austin et al.
(2012). Let xt,p be the measurement on day t of particle metric p, for
t = 1,…,T and p = 1,…,P. We transformed the original measurements
as zt,p = (xt,p − Median(xp))/(Median(|xt,p − Median(xp)|)).

In the previous analysis, Atkinson et al. (2010) observed associations
for respiratorymortality with 1–day lag secondary PMmasses. The esti-
mated regression coefficients were obtained fitting separate univariate
log-linear Poisson models. To study the value added by our new
approach, we considered the previous study of Atkinson et al. (2010)
as benchmark and thus the 1 day lag was chosen as the exposure win-
dow for particles.

2.2. Profile regression model for time series of multiple particles and health
events

The proposed model is based on the DP, a popular tool for Bayesian
nonparametric analysis, which relies on mixtures to represent distribu-
tions in the data. In Section S1 of the Supplementary material we pro-
vide a brief review of the DP mixture model.

Denote by t= 1,…,T a series of temporal points. Let the data con-
sist of realizations of a response data vector y = (y1,…,yT), a set of
(normalised) covariates (i.e., predictors) zt,p, p=1,…,P, and a collection
of confounding factors ut,h, h=1,…,H. In our study, yt denotes the count
number of deaths for respiratory diseases on day t, zt=(zt,1,…,zt,P)′ rep-
resents a daily covariate profile of air particles, and ut =(ut,1,…,ut,H)′ is a
B-spline basis matrix for natural cubic splines of calendar time and
temperature.

We assumed a joint probability model for the data, which takes the
following form:

p yt ; zt jΘ;utð Þ ¼
X∞
k¼1

wkp yt jΘk;Θ0;utð Þp zt jΘk;Θ0ð Þ

wherewk are the mixture probabilities satisfying∑k = 1
∞ wk =1 almost

surely and indicating the probability of belonging to the kth component.
Θ denotes the collection of model parameters, that includes component
specific parameters Θk and global parameters Θ0, that is, Θ = (Θk,Θ0).

The inference for such mixture models can be simplified by intro-
ducing latent variables that indicate the group memberships of objects
(i.e., the cluster to which day t belongs to). We define these latent
group labels as: g = (g1,…,gT), such that p(gt = k) = wk. Thus, gt is
chosen using a multinomial distribution parameterised by the mixing
probabilities, gt|w ~ Multinomial(w).

Rather than specifying a parametric distribution for the mixture
probabilities, wk, we modelled them as unknown quantities to be esti-
mated by the data. Specifically, we assumed that wk are generated
using a stick-breaking representation of the DP given by Sethuraman
(1994). The name of this construction derives from an analogy given
by breaking pieces off from a stick of unit length, where the breakpoints
are randomly sampled from the Beta distribution. The mixture probabil-
ities break the stick into a potentially infinite number of pieces, such that
∑k = 1

∞ wk = 1. The first mixture probability is equal to V1, i.e., w1 = V1,
where V1 ~ Beta(1,α) and for k ≥ 2 the k ‐th mixture probabilities are

given by Vk∏i = 1
k − 1

(1 − Vi). We used a Gamma distribution to specify
prior uncertainty for the precision parameter of DP (following Escobar
and West (1995)), namely α ~ Gamma(a,b), where a = 2 and b = 1
are the shape and the inverse-scale (rate) parameter respectively.

We assumed a multivariate normal distribution for the P covariates:

p ztð jΘk;Θ0Þ ¼ 2πð Þ−P
2jΣkj−

1
2exp −1

2
zt−mkð Þ0Σ−1

k zt−mkð Þ
� �

where mk = (mk,1,…,mk,P) is the mean vector for component k
(i.e., location parameters), and Σk is the P × P symmetric positive-
definite variance–covariance matrix.

We specified hyperpriors for mk and Σk similar to Molitor et al.
(2011), adopting an empirical Bayesian approach. We assumed a nor-
mal distribution for the location parameters, that is, mk ~ N(m0,Σ0)
(with m0 equal to the empirical mean of each covariate, and Σ0 having
a diagonal structure with elements equal to the square of empirical
range of each covariate). We specified a Wishart distribution for the
precision matrix Qk = Σk

−1 (i.e., inverse variance–covariance matrix),
that is, Qk ~W(Φ,ν), whereΦ is a symmetric (non-singular) matrix pa-
rameter (set equal to the inverse of the empirical variancemultiplied by
1/P) and v is the degrees of freedom parameter (set equal to P).

The response was modelled as a Poisson:

p yt jΘk;Θ0;utð Þ ¼ λyt
t

yt !
exp −λtð Þ

where

λt ¼ Etexp μ tð Þ

and

μ t ¼ μk þ
XH
h¼1

f h ut;h;df h
� �

þ εt



Table 1
Descriptive statistics of respiratory mortality and airborne particle metrics. London,
2002–2005.

Percentiles

Variables Mean Range 25th 50th 75th

Deaths (per day) 21.60 6.00–58.00 16.00 21.00 26.00
PNC (cm−3/1000) 21.19 5.39–52.44 14.63 19.97 25.91
PM component

Chloride (μg/m3) 1.31 0.01–9.06 0.25 0.88 1.98
Nitrate (μg/m3) 3.77 0.03–30.89 1.35 2.44 4.47
Sulphate (μg/m3) 2.93 0.23–20.63 1.51 2.25 3.89
BS (μg/m3) 6.23 1.40–31.33 4.00 5.40 7.60

PM size
PM10 (μg/m3) 26.63 5.00–119.00 17.00 23.00 32.00
PM2.5 (μg/m3) 18.85 1.00–104.00 11.00 15.00 22.00
Coarse (μg/m3) 7.89 0–33.00 5.00 7.00 10.00

PM source apportionment
PPM10 (μg/m3) 4.63 0.80–39.10 2.50 3.70 5.60
NPPM10 (μg/m3) 11.50 0–61.00 7.00 9.90 14.20
NPPM2.5 (μg/m3) 5.75 0–32.60 2.40 4.20 7.40
NPcoarse (μg/m3) 5.99 0–42.20 4.00 5.60 7.40
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assuming εt be normal distributed with zeromean and variance σε
2. Here

μt is themean response for day t and Et is the expected offset given by the
average number of deaths for respiratory diseases in the full period in
study.

The parameter of interest is μk, which represents the log relative risk
for the outcome of interest associated with the kth cluster, were each
cluster includes days with similar multipollutant profile. The functions
f(⋅,dfh) denote smooth functions of confounding factors, with smooth-
ing parameters dfh. The basis functions are associated with the relative
coefficients β1,…,βH, that we assumed follow a weakly informative
Student-t prior distribution, with location, scale and degree of freedom
set to 0, 2.5 and 7 respectively (Gelman et al., 2008), that is β ~ t7(0,2.5).
The smooth functions were constrained to only have a global effect on
the response and not a cluster-specific effect.

2.2.1. Predictions
Classical regression provides concentration response functions that

can be used in health impact assessment or to assess the costs and ben-
efits of policies to decrease pollution exposures. By using profile regres-
sionwe could identify and quantify the types of daily pollutantmixtures
that are associated with adverse health effects. We could also analyse
what would happen to this health outcome if the exposure variables
were changed. This was accomplished by a predictive approach
(Müller et al., 1996). The main idea here was to obtain a posterior pre-
dictive distribution of the response, given a new exposure scenario. In
our application the simulated predictions represented an average effect
of the changed air particle mixtures in London.

We compared two predictive scenarios based on: (i) concentrations
of particles measured in 2005, and (ii) concentration of the same parti-
cles measured in 2012, to analyse any changes in respiratory mortality
arising from the combined effects of local, city, national and EU policies
to manage air pollution in interval of seven years period.

The posteriors predictions were carried out using the method
proposed by Liverani et al. (forthcoming) We refer the reader to
Section S2 of the Supplementary Material for the description of the
prediction computation.

Before computing predictions ofmortality for the different exposure
scenarios, we used a predictive cross-validation technique as model
checking. We partitioned the four years time series, using the data
collected in 2002–2004 as training sample and the data in 2005 as val-
idation sample. We predicted the respiratory deaths for the 2005 and
we compared the validation predictions with the actual observations.

We then used the full time series data and computed the posterior
predictive distribution of the count of respiratory-related deaths in
2012, and we compared this with the one computed for the year
2005. Finally, we quantified an average reduction in mortality attribut-
able to thedecrement of the ambient air particles analysing thedistribu-
tion of the percent change between the two years.

2.2.2. Posterior computation, convergence and sensitivity analysis
Inference for themodel relies onMCMC computationalmethods.We

used a slice dependent sampler algorithm for posterior computation, as
implemented in the R package PReMiuM (version 3.0.24) (Liverani et al.,
forthcoming). Slice sampling methods go back to Neal (2003), and are
successively described for DP mixture models by Walker (2007), Kalli
et al. (2011). The basic idea is to introduce an auxiliary latent slice var-
iable that allows a finite number of clusters to be sampled within each
iteration of the sampler. The algorithm implemented in PReMiuM com-
bines a Gibbs sampler with Metropolis-within-Gibbs steps. It also im-
plements label switching moves as suggested by Papaspiliopoulos and
Roberts (2008).

The algorithm was run for 70,000 iterations with the first 20,000
discarded as burn-in. Using 1 in 10 thinning, this gave us a total of 5000
draws from the posterior distribution of parameters and predictions.

Convergence was checked through the inspection of trace plots of
the samples, the estimated kernel density plots and the autocorrelation
plots of the main global parameters of the model using the R package
coda (version 0.16-1).

We also checked the robustness of the results under different initial-
izations (i.e., different initial number of clusters).

Finally, we performed a sensitivity analysis with respect to changes
in the prior for the DP precision parameter, α, a hyperparameter that in-
fluences the number of clusters (i.e., mixture components). We consid-
ered two different Gamma prior distributions for α, with α = 2, b = 4
and a = 1, b = 1.

2.2.3. Post-processing
To summarise the features of the rich output from the MCMC sam-

pler, we performed a post-processing of the posteriors, as suggested
by Molitor et al. (2010, 2011), that relied on a representative partition
(i.e., that is most supported by the data) obtained by using a similarity
matrix based upon the output of the MCMC. At each iteration of the
sampler, we recorded a T × T score matrix with (i,j)th elements set
equal to 1 if day i and day j belong to the same cluster and 0 otherwise.
The end of this process leads to a probability matrix, S, formed by aver-
aging the score matrices obtained at each iteration, thus element Si,j
denotes the probability that day i and j are assigned to the same cluster.
We used a clustering procedure partitioning aroundmedoids (Kaufman
and Rousseeuw, 2005) on the dissimilarity matrix 1 − S to obtain rep-
resentative partitions. Once the representative clustering was defined,
a model averaging approach was adopted to evaluate the uncertainty
related to the characteristics of the clusters that involved running
through the MCMC run, obtaining an average value for the model pa-
rameters (effects and cluster related parameters) across all days in a
certain cluster.

3. Results

Summary statistics for deaths for respiratory-related diseases and
ambient air particles measured in London in the years 2002–2005 are
given in Table 1. Section S3 of the Supplementary material shows also
the time series of daily respiratory mortality and daily mean particle
concentrations.

The correlations between the daily concentrations of pollutants
showed different degrees of interdependence in these metrics, as
shown in Table 2.

The representative clustering separated the days into three main
clusters, which included respectively 1156, 63 and 242 days. Fig. 1
shows the posterior distributions for the particle metrics (on normal-
ised scale) by cluster, while Table 3 displays a summary of the cluster
multipollutant profiles on their original scale.



Table 2
Correlation between pairs of airborne particle metrics. London, 2002–2005.

PNC Chloride Nitrate Sulphate BS PM10 PM2.5 Coarse PPM10 NPPM10 NPPM2.5 NPcoarse

PNC
Chloride 0.34
Nitrate 0.38 −0.17
Sulphate 0.08 −0.31 0.52
BS 0.49 −0.16 0.46 0.35
PM10 0.30 −0.16 0.67 0.66 0.48
PM2.5 0.31 −0.29 0.70 0.68 0.51 0.91
Coarse 0.09 0.11 0.18 0.25 0.13 0.57 0.26
PPM10 0.72 −0.09 0.53 0.30 0.74 0.53 0.56 0.15
NPPM10 −0.12 −0.16 0.43 0.55 0.20 0.68 0.60 0.49 0.11
NPPM2.5 −0.16 −0.39 0.48 0.68 0.28 0.67 0.68 0.31 0.14 0.86
NPcoarse 0.02 0.22 0.21 0.15 0.03 0.43 0.25 0.56 0.06 0.71 0.31
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Compared to clusters 1 and 3, cluster 2 had larger posterior errors as
the number of days included was lower.

The risk of mortality for respiratory diseases varied according to
these cluster profiles.

Cluster 1 was characterised by low posterior estimates for most of
the particles (except chloride), and had the lowest risk of mortality
when compared to the average mortality in 2002–2005. The posterior
relative risk of mortality, μ1, associated with this cluster was 0.98 (95%
credible intervals (CI): 0.96,1.00).

Cluster 2 was characterised by low posterior estimates of inorganic
anions and secondary particles and higher posteriors for primary emis-
sions, with a posterior relative risk ofmortality, μ2, equal to 1.00 (95%CI:
0.97, 1.03). This cluster included mainly winter days.

Finally, cluster 3 was dominated by secondary aerosol, especially ni-
trate and sulphate,withhigh posteriors of non-primary airborne particles.
We found a posterior relative risk of mortality, μ3, equal to 1.02 (95% CI:
1.00, 1.04). This third cluster included mainly spring and autumn days.

Fig. 2 displays the heatmap of the posterior probabilities that the
days (period: 2002–2005) were included in a cluster. For this data set,
we found that the days exhibited a high probability of being assigned
to a specific cluster.
A

C

B

Fig. 1. Box plots showing the distribution of the posterior means for each particle compone
(A = cluster 1; B = cluster 2; C = cluster 3).
We also analysed the posterior estimates for the coefficients associ-
ated with the design matrices of B-splines of time and temperature for
controlling for seasonal and long-term trend and weather conditions.
The posterior mean and the 95% CI of the estimated coefficients are
displayed in Fig. 3, showing the effective capability of the model to
depict the non-linear effect of these factors.

3.1. Prediction results

Firstly, we performed a cross-validation analysis to check the fit of
our model, as reported in Section S4 of the Supplementary material.
Secondly, we examined the combined effect of these particles comput-
ing the predictive distribution of the respiratory mortality counts under
the exposure scenario given by the concentrations of particlesmeasured
in 2012. Thenwe compared this with the predictive distribution obtain-
ed for 2005.

Table 4 describes the summary statistics for the airborne particles
measured in 2012. A large reduction in airborne particles from
2002–2005 to 2012 is clearly visible. This arose mainly from decreases
in regional non-primary PM (mainly secondary sulphate and nitrate)
rather than London specific policies that would have had greater impact
nt (on normalised scale) for the three clusters that form the representative clustering



Table 3
Summary of cluster profiles (on original scale): distribution means (95% CI) for characteristics of clusters from the representative clustering.

Particle compounds Cluster 1 (1156 days) Cluster 2 (63 days) Cluster 3 (242 days)

PNC (cm−3/1000) 20.08 (19.54, 20.67) 27.01 (23.63, 30.42) 24.56 (22.58, 26.51)
Chloride (μg/m3) 1.38 (1.28, 1.47) 1.43 (0.95, 1.90) 0.90 (0.62, 1.21)
Nitrate (μg/m3) 2.90 (2.73, 3.41) 3.76 (2.19, 7.74) 8.58 (6.49, 9.90)
Sulphate (μg/m3) 2.61 (2.49, 2.79) 2.65 (1.73, 4.54) 4.76 (3.94, 5.50)
BS (μg/m3) 5.48 (5.33, 5.76) 9.80 (7.59, 11.57) 8.83 (7.65, 9.82)
PM10 (μg/m3) 23.16 (22.51, 25.48) 37.24 (26.94, 45.09) 42.52 (37.61, 47.25)
PM2.5 (μg/m3) 15.65 (15.12, 17.40) 28.45 (19.10, 35.12) 32.09 (26.84, 35.82)
Coarse (μg/m3) 7.57 (7.32, 7.88) 8.87 (7.23, 10.57) 10.36 (8.82, 12.00)
PPM10 (μg/m3) 3.95 (3.82, 4.22) 7.61 (5.95, 9.70) 7.10 (5.79, 8.06)
NPPM10 (μg/m3) 10.27 (9.97, 10.73) 11.93 (7.68, 15.86) 17.32 (15.21, 19.46)
NPPM2.5 (μg/m3) 4.56 (4.34, 5.01) 12.04 (5.41, 18.76) 10.90 (8.74, 12.27)
NPcoarse (μg/m3) 5.76 (5.61, 5.91) 5.70 (4.87, 6.63) 6.96 (6.12, 7.86)
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on primary PM and BS, consistent with the earlier findings of Fuller and
Green (2006). The large decrease in PNC was most likely due to a de-
crease in the sulphur content of diesel in 2008 which also contributed
to decreased sulphate concentrations (Jones et al., 2012).

Comparing the predictive distribution of the deaths for 2012 vs
2005, we found a reduction in respiratory mortality, corresponding to
an average percentage change in the posterior predictive distributions
of −3.51% (95% CI: −0.12%,−5.74%). Based on the observed number
of deaths for respiratory-related diseases which occurred in 2005, we
would expect an average reduction in mortality of approximately 270
subjects.

3.2. Sensitivity analysis results

The different priors on the precision parameter a turned out not to
have relevant impact on the clustering result. The prior specification
of Gamma distribution with: (i) a = 2 and b = 4 produced a median
of 14 clusters, however only three clusters per sweep were well popu-
lated (the others included ≤9 days); (ii) a = 1 and b = 1 produced a
median of 11 clusters, but again only three clusters per sweep were
well populated. The results essentially confirmed the reliability of the
three representative clusters obtained in the post-processing.

The diagnosis performed setting different starting points in the
number of clusters in the initialization of themodel, showed the consis-
tency of the results.

4. Discussion

There is an increasing need to assess the health effects ofmultiple air
pollution exposures for both health research and air quality manage-
ment. This requires new statistical methods to better understand
these complex systems.
Fig. 2. Heatmap of posterior probability that day t be
We addressed this problem by introducing a Bayesian modelling
framework that offers a flexible way to model the joint distribution of
a response and pollutants. The proposedmodel is based on the DP mix-
turemodels that represent an appealing tool for clustering data. In stan-
dard applications, however, these models assume that the observations
are exchangeable and the data points do not have an inherent order
influencing their labelling. Several Bayesian nonparametric studies
have been specially targeted to clustering temporally evolving phenom-
ena. For example, in a recent work Nieto-Barajas and Contreras-Cristán
(2014) accommodated the temporal effects in time series data using a
first order autoregressive process. In our model, we used a simple and
feasible solution given by introducing natural cubic splines that correct
for temporally dependent confounding effects, adjusting for seasonal
and long-term trends and weather variables such as temperature.

A clear benefit of our model is the simultaneous estimation of the
contribution of all pollutants to themortality risk. This would allow pol-
icymakers to have a holistic picture of the effect of complex air pollution
mixtures. This is a novel feature of our model, in comparison to the re-
cent two-stage approaches proposed by Matyasovszky et al. (2011)
and Zanobetti et al. (2014) for example. Our model, moreover, presents
additional advantages compared with traditional clustering methods.
First, it is able to address the challenging question of uncertainty in
the cluster assignment. In our applicationwe found that the uncertainty
associated with the partitioning of the days to clusters was quite low,
and this supports the use of the partitioning around medoids method
on theposterior dissimilaritymatrix to obtain a representative partition.
Once this partition was obtained, full uncertainty about its characteris-
tics was recovered from post processing of the full MCMC output.
Second, because of the Bayesian computation method adopted, we
could consider the whole time series of particles, without the exclusion
of days with missing measurements. In fact, missing values in a (daily)
covariate profile were sampledwithin theMCMC sampler (i.e., it checks
longs to one of the three representative clusters.
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Fig. 3. Posterior estimates (mean and 95% CI) for the coefficients of the natural cubic spline of time (left panel) and natural cubic spline of temperature (right panel).
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which cluster the day is allocated to and then samples). Finally, our
modelwas able to uncover clusters in the data naturally, without a clus-
tering structure being imposed by the user.

However, compared to non-Bayesian methods, our model had
higher computational cost. Specifically, for the inferential procedures,
it took approximately 25 min using an Intel(R) Core i7 CPU machine
(2.40 GHz, 8 GB RAM).We think that this sacrifice in terms of computa-
tional effort is reasonable, given the advantages provided by our
Bayesian approach with MCMC inference.

We applied our model to a real data set, in which we studied the
temporal structure of particlemix in London and its effect on respiratory
mortality. It identifiedwhich type of pollutantmixtureswere associated
withmortality and quantified the risk; in this case a relative risk ofmor-
talitywas 1.02 (95%CI: 1.00, 1.04) ondayswith increased secondary PM
mass concentrations including high concentrations of inorganic PM
such as sulphate and nitrate.

The association of adverse health effects with secondary PMmasses
(i.e., metrics not associated with NOx sources) was consistent with
Atkinson et al. (2010).

Particulate nitrate and sulphate are acidic in nature. Nitrate ismainly
the product of oxidation of nitrogen oxides (which sources include
fossil-fuel combustion; road transport, space heating and aircraft for
example, biomass burning, soil release and ammonia oxidation from
agriculture), while sulphate is mainly from the oxidation of sulphur
dioxide (emitted from power plants and industrial facilities and to a
lesser extent natural sources such as oceans, plant and soils, and volca-
noes alongwith ammonia oxidation). Evidence of associations between
secondary inorganic PM, such as sulphates and nitrates with negative
health effects are limited and still insufficient to support a causality
(Reiss et al., 2007; WHO/Europe, 2013). However, the results of our
study for respiratory mortality are consistent with (Ostro et al., 2009),
Table 4
Descriptive statistics of airborne particle metrics. London, 2012.

Percentiles

Variables Mean Range 25th 50th 75th

PNC (cm−3/1000) 12.12 5.34–25.02 9.16 11.49 14.57
PM component

Chloride (μg/m3) 1.37 0.20–6.40 0.50 1.10 1.80
Nitrate (μg/m3) 3.33 0.10–34.40 0.70 1.60 4.00
Sulphate (μg/m3) 1.67 0.20–13.50 0.80 1.30 2.10
BS (μg/m3) 5.88 1.11–27.78 3.33 4.44 7.41

PM size
PM10 (μg/m3) 17.70 4.00–76.00 11.00 14.00 20.75
PM2.5 (μg/m3) 11.31 2.00–61.00 6.00 8.00 13.00
Coarse (μg/m3) 6.60 0–31.00 4.00 6.00 8.00

PM source apportionment
PPM10 (μg/m3) 4.11 1.00–14.40 2.30 3.20 5.30
NPPM10 (μg/m3) 9.49 1.17–29.61 6.12 8.46 11.88
NPPM2.5 (μg/m3) 3.42 0–17.54 1.35 2.63 4.33
NPcoarse (μg/m3) 6.40 0.24–13.47 4.69 6.21 8.00
which observed an increased risk of respiratory hospital admissions in
children associatedwith an increase in sulphate for a 3-day lag. Recently,
Dai et al. (2014) found that particle sulphur modified the effect of PM2.5

on total and respiratory mortality. As sulphate is the primary form of
particle sulphur, the authors interestingly argued about the plausibility
of the health effects of sulphate, supported by toxicology findings that
show, for example, that it is linked to an increased oxidative stress and
coagulation (Chuang et al., 2007). Cao et al. (2012) found significant
positive associations of total, cardiovascular, and respiratory mortality
with different PM components, including nitrate, at 1 day lag.

Rather than producing single-pollutant concentration response
functions for use in health impact assessment or to assess the cost ben-
efits of policies to decrease pollution exposures, our approach provides
a predictive tool to allow the assessment of changes in the pollutant
mixture. This is a far more realistic representation of the outcomes of
the range of policies being employed across different emissions sectors
at different spatial and government levels rather than taking a single
pollutant approach. When assessing impact through a single pollutant
approach, it is unclear if the concentration response function for a single
pollutant is acting as a tracer for health effects from other correlated
pollutants; for instance Janssen et al. (2012) have examined if black car-
bon particles or PMmass concentrations are a bettermetric for airborne
particle health effects. These issues are avoided by instead looking at
mixtures. As an illustration of this approach we estimated the changes
in health response from changes in pollution concentrations in all 12 ex-
posure variables measured in our data set. Between 2005 and 2012 we
predicted a decrease in annual respiratory mortality of−3.51% (95% CI:
−0.12%, −5.74%) in London.

Our study has several limitations. It was ecological and themeasure-
ments of particle metrics were collected at a single monitoring site in
central London, therefore we could not account for individual features
and activities. It is commonly accepted that in population-based time
series studies, individual risk factors (age, diet, smoking etc.) are unlike-
ly to be confounders as they do not vary temporally with air pollution
over relatively short-term periods (e.g., Burnett et al., 2003). However,
the ambient measurements used in our study could lack of spatial and
temporal resolution due to individual's activities (Özkaynak et al.,
2013) and generally be less representative than personal monitoring
for assessing particulate exposure (Buonanno et al., 2013). Moreover,
respiratory mortality in London population was related only to outdoor
particle concentrations, while people spend considerable time in indoor
environments and exposure highly depends on indoor concentrations
(Morawska et al., 2013).

At the time of the original study of Atkinson et al. (2010), only limit-
ed information on PM compositionwere available. Amore in-depth un-
derstanding of the dynamics in pollution mixtures will be provided by
the future inclusion of organic and elemental carbon along with metal
species and oxidative potential. Finally, this study has only considered
daily mortality from respiratory causes but it could equally be applied
to other outcomes, namely daily cardiovascular mortality and cardiore-
spiratory hospital admissions.
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5. Conclusion

The proposed modelling approach overcomes many of the chal-
lenges in estimating the adverse health effects of mix of polluted air. It
allowed the inclusion of different correlated exposure metrics and, in
comparison to traditional clustering methods, it presented a number
of attractive advantages. Among the others, it incorporated the associa-
tion with the health outcome in determining the pollutant profile that
characterises cluster membership.

This approach could provide new technique for policy makers to
assess the impact of interventions that affect themixture rather than in-
dividual pollutants. This reflects the reality of air pollutionmanagement
strategies. For instance, the progressive restrictions on vehicle emission
through euro-standards have acted on several pollutant simultaneously.

In our application, we found that cluster membership seemed to be
an effectmodifier in health effects analysis, denoting pollutantmixtures
that could be targeted as part of air quality control strategy for health.
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