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## Introduction

In this paper we make a compretiensive survey of the first-order properties of abelian groups. The principal method is the investigation of saturated abelian groups. As a result of our determination of the structure of saturated groups we are able to give new model-theoretic proofs of the results of W. Szmielew [12]: moreover we obtain new results on the existence of saturated models of complete theories of abelian groups; and we also generalize our results to modules over Dedekind domains.

One of the principal results of Szmielew is the determination of grouptheoretic invariants which characterize abelian groups up to elementary equivalence (The decidability of the theory of abelian groups follows relatively easily from this result). Now elementarily equivalent saturated groups of the same cardinality are isomorphic; so our method is to look for invariants which characterize saturated abelian groups up to isomorphism. We prove that any $\kappa$-saturated group $A\left(\kappa \geq \omega_{1}\right)$ is built up in a specified way from the groups $\mathrm{Z}\left(p^{\infty}\right), \mathrm{Z}_{p}, Z\left(p^{n}\right)$ and Q and that the number of copies of these groups which occur are determined by the elementarily definable dimensions $\operatorname{dim}\left(p^{n-1} A[p]\right), \operatorname{dim}\left(p^{n-1} A / p^{n} A\right)$, and $\operatorname{dim}\left(p^{n-1} A[p] / p^{n} A[p]\right)$ and by the exponent of $A$ (for explanations of the notation and more details, see §1). These dimensions, which arise

[^0]naturally in considering the structure of saturated groups, are, respectively, the Szmielew invariants $\rho^{(1)}[p, n](A), \rho^{(2)}[p, n](A)$, and $\rho^{(3)}[p, n](A)$. Thus we are led to Szmielew's theorem. In fact, we work with slightly different invariants viz.
$$
\mathrm{D}(p ; A)=\lim _{n \rightarrow \infty} \operatorname{dim}\left(p^{n} A[p]\right),
$$
which determines the number of copies of the divisible group $Z\left(p^{\infty}\right)$ in a saturated group $A$;
$$
\operatorname{Tf}(p ; A)=\lim _{n \rightarrow \infty} \operatorname{dim}\left(p^{n} A / p^{n+1} A\right),
$$
which determines the number of copies of the torsion-free group $\mathrm{Z}_{p}$ in $A$;
$$
\text { and } \mathrm{U}(p, n-1 ; A)=\operatorname{dim}\left(p^{n-1} A[p] / p^{n} A|p|\right) \text {. }
$$
the Ulm invariants, which determine the number of copies of $Z\left(p^{n}\right)$ in $A$.
We begia in section 0 by reviewing the theory of saturated structures and take advantage of the opportunity to distinguish caretully between two notions of homogeneity which have sometimes been confused in the literature. Section 1 deals with the structure of $\kappa$-saturated groups: in section 2 we prove the critcrion for elementary cyuivalence of groups and the decidability result and atso give a criterion for elementary embedding of groups which is implicit in [12]. In section 2 we also prove that any group which has the structure described in section 1 is in fact $\kappa$-saturated. Using this we are able, in section 3 , to cetermine precisely the cardinals in which a given complete theory of abelian groups has saturated models. The table in section 3 summarizes this information and gives a complete analysis of the categoricity and $\omega_{1}$-stability of complete theories of abelian groups. In section 4 we give a model-theoretic proof of the existence of an elimination of quantifiers for a conservative extension of the theory of abelian groups. Finally in section 5 we generalize many of the preceding results to theories of modules over Dedekind domains.

We would like to thank S. Feferman for some helpful conversations on the subject of elimination of quantifiers. We are also grateful to Eli Bers for helping to clear up our confusion about the notion of homogeneity.

## § 0. Preliminaries

In this section we will review some of the basic facts about saturated and homogeneous-universal models. For even more basic model-theoretic notions such as "elementary substructure", "formula", "l-type", etc., we refer the reader to Shoenfield [11], Bell and Slomson [1], and Chang and Keisler [3]. All results not otherwise credited can be found in the papers of Morley and Vaught [9] and Vaught [13].

We will use latin capitals $A, B, C, \ldots$ to denote sets and German capitals, $\%, \mathcal{B}, 0, \ldots$. to denote structures on these respective seis. A structure $\mathfrak{N}$ is said to be for a language $L$ or to be an L-structure if $\mathfrak{N}$ has an interpretation for each non-logical constant of $L$ (and no other relations, functions, and individuals). In later sections, when we deal with abelian groups we will follow custom and use latin capitals for both sets and structures. We think of a language as the set of (first-order) formulas in its vocabulary; thus. a language always has infinite cardinality. $\kappa$ and $\lambda$ will be used exclusively to denote cardinals, and $\operatorname{Card}(A)$ will denote the cardinality of $A . \mathcal{P}_{k}(A)$ stands for $\{S \subset A \mid \operatorname{Card}(S)<\kappa\}$.

Given a structure 9 we say that $\mathfrak{N}$ is clementarily $\kappa$-universal or (since no confusion can arise for our purposes) just $\kappa$-umiversal if every structure $\mathcal{W}$ which is elementarily equivalent to $\mathfrak{A}$ and of cardinality less than $\kappa$ can be elementarily embedded in $\geqslant ., 9$ is said to be (elementarily) $\kappa$ homogeneous if every isomorphism between elementary substructures of 9 of cardinality less than $\kappa$ can be extended to an automorphism of M.

Given subsets $S$ and $T$ of structures 9 and $B$ respectively for a common language $L$ we say that a function $f: S \rightarrow T$ is a local elementary isomorphism if for every formula $\varphi\left(v_{1}, \ldots, v_{n}\right)$ of the language $L$ and every $s_{1} \ldots, s_{n} \in S$,

$$
\mathbb{Q} \vDash \varphi\left[s_{1}, \ldots, s_{n}\right] \text { iff } \hat{\beta} \leqslant \varphi\left[f\left(s_{1}\right), \ldots, f\left(s_{n}\right)\right] .
$$

Clearly such a local elementary isomorphism admits a unique extension to a local elementary isomorphism between the substructures generated by $S$ and 7 . i.e., the closures of $S$ and $T$ under the functons (if any) named in $L$.

A structure 9 is said to be pointwise $\kappa$-homogeneous if for every pair
$S, T \in \mathcal{P}_{\kappa}(A)$, element $a \in A$, and local elementary iomorphism $f: S \rightarrow T$, there exist $a^{\prime} \in A$ and a local elementary isomorphism $g: S \cup\{a\} \rightarrow$ $T \cup\left\{a^{\prime}\right\}$ which extends $f$.

A $\kappa$-expansion of a language $L$ is a language which is obtained from $L$ by the addition of $<\kappa$ new individual constants. A $\kappa$-expansion of an Lstructure is defined analogously. We say that a structure $?^{(1)} \kappa$-saturated if for every $\kappa$-expansion $9^{\prime}$ of $\mathscr{I}, \mathscr{N}^{\prime}$ realizes every type of Th( $\mathfrak{I}^{\prime}$ '). An elementary theory $T$ is said to be $\kappa$-stable if fer every $\kappa$-expansion $\mathfrak{Y}$ ' of a model $\mathfrak{Q}$ of $T$ there are $<\kappa 1$-types in $\mathrm{Th}\left(\mathrm{g}^{\prime}\right)$ ).

- A structure $\mathfrak{A}$ is said to be universal if it is Card $(A)^{*}$-universal, homogencous if it is $\operatorname{Card}(A)$-homogeneous, pointwise homogeneous if it is pointwise $\operatorname{Card}(A)$-homogeneous, and saturated if it is $\operatorname{Card}(A)$-saturated.

These notions are related through the following well-known theorems. We assume throughout that $\mathfrak{S}, \mathcal{B}$, and $\mathbb{C}$ are L -structures and that $\kappa \geq \lambda=\operatorname{Card}(\mathrm{L}) \leq \operatorname{Card}(A)$.

### 0.1. Theorem. $\mathfrak{A l}$ is $\kappa$-saturated iff 9 is pointwise $\kappa$-homogeneous and

 $\kappa^{+}$-universal.
### 0.2. Theorem. 9 is saturated iff 9 is pointwise homogeneous and universal.

0.3. Corollary. Any two ele mentarily equivalent saturated structures of the same cardinality are isomophic
0.4. Theorem. If $\mathfrak{T}$ is pointwise $\kappa$-homogeneous and $a \in A$, then every local elementary isomorphism between subsets $S$ and $T$ of $A$ such that $\operatorname{Card}(S)=\operatorname{Card}(T)<\kappa$ com be extended to an isomorphism beiween eiementary substructures $\mathfrak{*}$ and © of $\mathfrak{F}$ such that $a \in B$.
0.5. Theorem. If Card (A) > $\lambda$, then 9 is saturated iff 9 is homogeneous and universal.

It should be clear that every structure if for a countable language such that $\operatorname{Card}(A)=\kappa_{0}$ is homogeneous, but not every sach structure is pointwise homogeneous. We now give a counter-example, due to Morley, to the possibility that these two notions coincide for unvountable structures in countable languages.

Let $A=[0,1] \cup\{-1\}$. For each positive integer $n$, let $U_{n}$ be the subset of $A$ consisting of those real numbers in $[0,1]$ which have a 1 in the $n$-th place under some binary expansion (the binary rationals $\neq 0$ have two binary expansions). Let $=$ be an equivalence relation on $A$ such that $0 \neq-1$ and for all $a \in A, a \equiv 0$ or $a=-1$, and $\{a \mid a \equiv 0\}$ and $\{a \mid a \equiv-1\}$ are both dense in $[0.1]$. We clam that $\mathfrak{N}=\left\langle A, \equiv, U_{1}, U_{2}, \ldots\right\rangle$ is homogencous, but not pointwise 2 -homogeneous.

Indeed, let $f: \mathscr{B} \rightarrow$ ( $\mathbb{C}$ be an isomorphism between elementary substructures of 9 . Then $f$ must clearly leave every element of $B \cap(0,1]$ fixed. Also, if $0 \in B$, then there exists $a \in B \cap(0,1]$ such that $0 \equiv a$. Then $f(0) \equiv f(a)=a$, and $f(0)=0$. Similarly if $-1 \in B$, then $f(-1)=-1$. In any case, $火=\mathbb{C}$ and $f$ is the restriction of the identity automorphism of $t$, On the other hand, 0 and -1 satisfy the same 1 -type. This is perhaps best seen by taking a saturated elementary extersion $\mathbb{F}^{*}$ of $\mathbb{T}$ and constructing an automorphism of 9 * which takes 0 to -1 .
0.6. Theorem. Let 9 be $\kappa^{*}$-tmiversal, and let $\Phi$ be a set of formulas such that for all $\varphi \in \Phi$ the free variables of $\varphi$ are in $\left\{v_{\xi} \mid \xi<\kappa\right\}$. Then if $\Phi$ is consistent with $\mathrm{Th}(\mathbb{Y}), \Phi$ is realized by a $k$-sequence in $\mathfrak{H}$.

Proof. Let $\Sigma$ be the result of replacing the free variables in $\Phi$ by new individual constants $\left\{c_{\xi}: \xi<\kappa\right\}$. Then Th( $\left.\because\right) \cup \Sigma$ has a model of cardinality $\kappa$. By $\kappa^{*}$-universality, this model can be elementarily embedded in IV, and the theorem is proved.

The previous theorem is particularly useful in conjum tion with the next one.
0.7. Theorem. If 9 is $\kappa$-saturated, then every $\kappa$-expansion of $\mathfrak{q}$ is $\kappa$-saturated.
0.8 Theorem. If 9 is $\kappa$-saturated. then every reduct of $\mathfrak{O}$ is $\kappa$-saturated.
0.9. Theorem. If $\mathfrak{Q}$ is $\kappa$-saturated and $\mathcal{B}$ is a substructure of $\mathfrak{A}$ such that $B=\{a \in A \mid \mathfrak{Y} \vDash \varphi[a]\}$ for some formula $\varphi$, then $\mathfrak{B}$ is $\kappa$-saturated.
0.10. Theorem. Every structure has a $\kappa$-saturated elementary extension.

Corollary 0.3 above shows that if there exists a saturated model of a complete theory $T$ with cardinality $\kappa \geq \operatorname{Card}(T)$. then it is unique up to isomorphism. Existence is provided by the following theorem.

Let $\kappa^{\lambda}=\boldsymbol{\Sigma}_{\alpha<\lambda} \kappa^{\alpha}$, and call a cardinal $\kappa$ a saturation cardinal if $\kappa \leqslant=\kappa$.

### 0.11. Theorem. Every theory $T$ having infinite models has a saturated model in every saturation cardinal $\kappa>\operatorname{Card}(T)$.

Every strongly inaccessible cardinal and every cardinal such that $\kappa=\lambda^{+}=2^{\lambda}$ is a saturation cardinal; moreover, it is consistent to assume that $2^{\pi_{0}}$, for example, is very large and yet is a saturation cardinal.

The reader who needs a justification for an appeal to the existence of arbitrarily large saturated models for a theory $T$ can follow one of four routes. First, he can assume that there are arbitrarily targe inaccessibles. Secondly, he can assume something like the generalized continuum hypothesis. Thirdly, he can assume no more than the usual axioms for set theory and employ an argument involving the constructible universe. For example, suppose that $\mathfrak{N} \subset \mathfrak{B}$, and that one can show that $\mathfrak{H}<\mathbb{*}^{*}$ if a saturated elementary extension of $\mathcal{*}$ exists in some cardinal $\kappa>\operatorname{Card}(B)$. Let $T^{\prime}$ be $\operatorname{Th}\left(\mathcal{S}^{\prime}\right)$ where $\mathbb{*}^{\prime}$ is an expansion of $\mathcal{*}$ in which every element of $B$ has a name. Let $S$ be the cransitive closure of $\left\{\mathbb{B}^{\prime}, T^{\prime}\right\}$ and let $L(S)$ be the Gödel universe obtained by constructing sets in the usual way but starting with $S$ instead of the conpty set. In $\mathrm{L}(S)$ it is true that

$$
\forall \kappa\left(\kappa \geq \operatorname{Card}(S) \rightarrow 2^{\kappa}=\kappa^{+}\right) .
$$

Reasoning in $\mathrm{L}(S)$ we conclude painlessly that $\because<\leftrightarrow$ holds in $\mathrm{L}(S)$ and therefore absolutely, i.e.. in V. A last approach which the reader can attempt to follow is to modify the original proof and use $\kappa$-saturated structures which are not saturated: in other words. a rich supply of local elementary automorphisms must replace the automorphism in the original argument.
0.12. Theorem. Let $\mathfrak{Y}$ and s $^{\text {be }} \mathrm{L}$-structures and let $\kappa$ be a saturation cardinal $\geq \operatorname{Card}(A)+\operatorname{Card}(B)+\operatorname{Card}(L)^{*}$. Then the saturated elementary extensions $\mathbb{S '}^{\prime}$ of 9 and w' $^{\prime}$ of $\mathcal{*}$ of cardinality $\kappa$ are such that $\mathfrak{Y '}^{\prime} \times \mathfrak{B}^{\prime}$ is a saturated elementary extension of $\mathfrak{N} \times \mathfrak{B}$.

Proof. We may assume that $A, R$, and $A \times B$ are pairwise disjoint. Let

$$
\mathbb{C}=\left\langle A \times B \cup A \cup B, V_{A \times B}, V_{A}, V_{B}, \pi_{1}, \pi_{2}, \ldots\right\rangle
$$

where $V_{A \times B}, V_{A}$, and $V_{B}$ are unary relations holding for the mem.ers of $A \times B, A$ and $B$ respectively, $\pi_{1}$ and $\pi_{2}$ are the projections $\pi_{1}: A \times B \rightarrow$ $A, \pi_{2}: A \times B \rightarrow B$, and the remaining relations are those of $\mathfrak{N} \times \mathfrak{B}, \mathfrak{N}$, and $\mathbb{*}$. Now a saturated elementary extension $\mathbb{5}^{\prime}$ of $\mathbb{C}$ exists havig cardinality $\kappa$ and the obvious relativized reducts are readily seen to be elementary extensions of $\boldsymbol{M} \times *, M$, and $\mathfrak{*}$ which are saturated by Theorems 0.8 and 0.9 above.
0.13. Corollary (Feterman-Vaught [4]). Given L-structures $\mathfrak{N}_{1}$. $\mathrm{Y}_{2}$, $\boldsymbol{*}_{1}$ and



The method used in the proof of Theorem 0.12 can be employed to show that the theory of the limit of any finite diagram (in the categorytheoretic sense) is determined by the theories of the structures in the diagram.

Our last application will be needed in a later section.

### 0.14. Theorem (Macintyre [7]). If $\mathfrak{W}$ and $\&$ are L-structures such that

 stable.

Proof. We may assume that $\operatorname{Card}(A)=\operatorname{Card}(B)=$ a saturation cardinal $\geq \kappa$ and that $\mathfrak{V}$ and $\mathfrak{*}$ are saturated. Since $\mathfrak{V} \times \mathscr{B}$ is saturated (by 0.12 ) it suffices to show that, for every subset $S$ of $A \times B$ with $\operatorname{Card}(S)<\kappa$, there are fewer than $\kappa 1$-types realized in the $\kappa$-expansion of $9 \times \mathfrak{B}$ in which the members of $S$ have names. We may assume that $S$ is of the form $S_{1} \times S_{2}$ with $S_{1} \subset A$ and $S_{2} \subset B$. Define $(a, b) \sim\left(a^{\prime}, b^{\prime}\right)$ if $a$ satisfies the same type as $a^{\prime}$ in the $S_{1}$ expansion of $\mathfrak{V}$ and $b$ satisfies the same type as $b^{\prime}$ in the $S_{2}$-expansion of 8 . The number of equivaience classes is clearly less than $\kappa$, while on the other hand, given $(a, b) \sim\left(a^{\prime}, b^{\prime}\right)$, there exist automorphisms $f_{1}$ and $f_{2}$ of 9 and $\mathscr{B}$ which fix the members of $S_{1}$ and $S_{2}$ and move $a$ to $a^{\prime}$ and $b$ to $b^{\prime}$, respectively. $f_{1} \times f_{2}$ thus fixes
the members of $S=S_{1} \times S_{2}$ and moves $(a, b)$ to $\left(a^{\prime}, b^{\prime}\right)$. showing that $(a, b)$ and ( $a^{\prime}, b^{\prime}$ ) realize the same type in the $S$-expansion of $9 \times \mathscr{B}$. and completing the proof.

The following two results will be useful in a later section.
0.15. Theorem (Vaught [13]). An $\omega_{1}$ stable theory in a countable language has a comintable saturated model.

If $f_{1}: \mathfrak{N}_{1} \rightarrow \mathfrak{B}_{1}$ and $f_{2}: \mathfrak{H}_{2} \rightarrow \mathfrak{B}_{2}$ are elementary monomorphisms. we say that $f_{1}$ is equivalent to $f_{2}$ if there exist isomorphisms $g: M_{1} \rightarrow$ $\mathfrak{A}_{2}$ and $h: \mathfrak{B}_{1} \rightarrow \mathfrak{B}_{2}$ such that

commutes.
0.16. Theorem. Let $T$ be a theory in a coumtable language. Suppose that there exists a countable set $S$ of triples ( $N, f, *$ ) such that every elementary monomorphism $g: \mathfrak{Y}^{\prime} \rightarrow \mathbb{F}^{\prime}$ between coumtable models of $T$ is equivalent to some $f: \mathfrak{Q} \rightarrow \&$ witi: $\langle\mathfrak{N}, f, \mathcal{Q}\rangle \in S$. Then $T$ is $\omega_{1}$-stable.

Proof. If $T$ were not $\omega_{1}$-stable there would exist a countable model 9 of $T$ with an $\omega_{1}$-expansion 9 ' such that uncountably many 1-types are in Th(9'). Putting together the facts that (i) every 1-type can be realized in some countable elementary extension of 90 , (ii) only countably many types can be realized in a given countable elementary extension. and (iii) equivalent elementary extensions realize the same types, we get the desired contradiction.

## § 1. The structure of saturated abslian groups

Our goal is to characterize all the complete theories of abelian groups. This problem is equivalent (giver the existence of saturated models of every complete theory) to characterizing the isomorphism classes of saturated groups (of : fixed cardinality). In order to solve this problem, we proceed, through a series of lemmas, to give a complete structure theory, and to isolate a complete set of elementarily definable invariants, for saturated abelian groups.

Most of the algebraic tools we need can be found in the very readable book by Kaplansky [6]. We will review many of the alg braic definitions and theorems we use, but we refer the reader to $\left[6^{*}\right.$ for . urther details. (References in parentheses are to [6] unless otherwise specified). We begin by recalling some fundamental definitions. First. "group" will always mean abelian group. If $A$ is a group and $n \in \mathbb{Z}, n A=\{n a: a \in A\}$. If $p$ is a prime, $A|p|=\{a \in A: p a=0\}$. (We will write $n A[p]$ instead of $(n A)[p]$ ). If $a \in A, n \in Z$, we say $n$ divides $a$ (we write $n l a$ ) if there exists $b \in A$ (not necessarily unique) such that $n b=a . A$ is called divisible if for every $a \in A$ and every $n \neq 0, n$ divides $a(\$ 5)$. A subgroup $B$ of $A$ is called a divisible subgroup of $A$ if $B$ is a divisible group in its own right. If $B$ is a divisible subgroup of $A, B$ is a direct summand of $A$ (Theorem 2). $A$ is called reduced if $A$ has no non-zero divisible subgroups.

Throughout this section we will be working towards the goal of determining the structure of a $k$-saturated group $S$, where $\kappa$ is an uncountable cardinal. However. some of the results along the way will be true under weaker hypotheses, which we will point out for the purposes of later sections. In fact our first structurai results use only the fact that $S$ is $\omega_{1}$ equationally compact i.e. any countable system of equations (in any number of unknowns) with constants from $S$ which is finitely solvable in $S$ is solvable in $S$. It is known that a group is $\omega_{1}$-equationally compact if and only if it is a direct summand of every group in which it is contained as a pure subgroup ([5]. Theorem 38.1 and Exercise 5, p. 162). Such groups are called pure-injective (or algebraically compact) and their structure is known ([5]. Prop. 40.1). However in order to keep our discussion as self-contained as possible we will give a simple direct analysis of the structure of an $\omega_{1}$-equationally compact group $S$.

Let $S_{d}$ be the maximal divisible subgroup of $S$ i.e. the union of all the divisible subgroups of $S$. We may write $S=R \oplus S_{d}$ where $R$ is reduced (Theorem 3). $S_{d}$ is uniquely determined; $R$ is not uniquely determined in general but it is unique up to isomorphism because it is isomerphic to $S / S_{d}$.

Let $S_{r}=S / S_{d}$; we will frequently without further remark identify $S_{r}$ with a (not uniquely determined) subgroup of $S$ so that $S=S_{r} \cap S_{d}$. On occasion it will be necessary to identify $S_{r}$ with a more explicitly defined subgroup of $S$.

Let $D=$ the set of all elements of $S$ which are divisible by every integer $\neq 0$. Clearly $S_{d} \subseteq D$, but the opposite inclusion is false in general. However it is true in an $\omega_{1}$-equationally compact group:

### 1.1. Lemma. Let $S$ be an $\omega_{1}$-equationally compact group. Then $S_{d}$. the maximal divisible subgroup of $S$, equals $D$. the set of all elements of $S$ divisible by every integer $\neq 0$.

Proof. $D$ is clearly a subgroup of $S$. To prow $D \subseteq S_{d}$ it suffices to prove $D$ is a divisible subgroup of $S$ Given $a \in D, n \in Z-\{0\}$, consider the set of equations $\mathcal{E}=\left\{m y_{m}=x: m \in \mathbf{Z}-\{0\}\right\} \cup\{m x=a\} . \varepsilon$ is finitely solvable in $S$; indeed, it suffices to prove that ior any $m \in \mathbf{Z}-\{0\}$, $m y_{m}=x$ and $n x=a$ are simultaneously solvbie in $S$, which is clear since $m n$ divides $a \in D$. Therefore $\varepsilon$ is solvable in $S$ i.e. there exists $b \in S$ such that $b \in D$ and $n b=a$. This completes the proof of Lemma 1.1.

Consider the reduced grout $S_{r}=S / S_{d}$ (which we identify with a subgroup of $S$ ). For each prime $p$, define a "semi-norm" $\left\|\|_{p}\right.$ on $S_{r}$ by: $|a|_{p}=0$ if $p^{n}$ divides $a$ for eyery $n>0$; otherwise, $|a|_{p}=p^{-n}$ if $n$ is the largest integer $\geq 0$ such that $p^{n}$ divides $a$. Define, for every $a \in S_{r}$. $|a|=\boldsymbol{\Sigma}_{p}|a|_{p} 2^{-p}$, this defines a norm on $S_{r}$, i.e..
(i) $|a|=0 \Longleftrightarrow a=0$,
(ii) $|a+b| \leq|a|+|b|$,
(iii) $|a|=|-a|$;
(i) follows from Lemma 1.1 because if $a \in S_{r}$ and $|a|=0$ then $p^{n}$ divides $a$ for every prime $p$ and every $n \geq 0$; hence $a \in S_{r} \cap s_{d}=\{0\}$.

It is easy to see that a sequence $\left(a_{n}\right)_{n<\omega}$ in $S_{r}$ is Cauchy with respect to $\left.|\mid$ if and only if it is Cauchy with respect to every semi-norm $|\right|_{p}$ : and
$a$ is the limit of $\left(a_{n}\right)_{n<\omega}$ iff it is the limit with respect to every $\left|\left.\right|_{p}\right.$. In the following lemma, we are assuming $S$ is $\omega_{1}$-equationally compact and $S_{r}$ is defined as above:

### 1.2. Lemma, $S_{r}$ is complete in the topology induced by 11 .

Proof. Let $\left(a_{n}\right)_{n \in \omega}$ be a Cauchy sequence in $S_{r}$. Then for each $p$ and each $r>0$ there exists $N_{p, r}$ such that $n, m \geq N_{p, r}$ implies $\left|a_{n}-a_{m}\right|_{p}<p^{-r}$ It suffices to show that there is an $x$ in $S$ such that for each $p$ and $r$, $\left|x-a_{N_{p, r}}\right|_{p}<p^{-r}$ : if this is the case, then for any $n \geq N_{p, r},\left|x-a_{n}\right|_{p} \leq$ $\max \left(\left|x-a_{N_{p, r}}\right|_{p},\left|a_{N_{p, r}}-a_{n}\right|_{p}\right)<p^{-r}$ i.e. $x$ is a limit of $\left(a_{n}\right)_{n<\omega}$ with respect to $\|_{p}$. Thus we consider the set of equations $\mathcal{E}=\left\{r^{r} y_{p, r}=\right.$ $\left.x-a_{N_{p r}}\right\}_{p, r}$. $\varepsilon$ is finitely solvable in $S$ : indeed, given primes $p_{1}, \ldots, p_{n}$ and integers $r_{1}, \ldots, r_{n}>0$, let $m=\max \left\{N_{p_{i}, r_{i}}: i=1, \ldots, n\right\}$; then $a_{m}$ satisfies $\left.p_{i}^{i} b_{i}=a_{m}-a_{v_{p i, r_{i}}}{ }^{(i=1}=1, \ldots n\right)$ for some $b_{i} \in S$. Therefore since $S$ is $\omega_{1}$ equationaliy compact $\epsilon$ is solvable ia $S$ and $S_{r}$ is complete. This completes the proof of Lemma 1.2.

Now consider the subset $S_{p}$ of all elements of $S_{r}$ divisible by every integer relatively prime top i.e. $\widetilde{S}_{p}=\left\{a \in R:|a|_{q}=0\right.$ for every prime $q \neq p\}$. (The reason for the notation $\vec{S}_{p}$ will become clear later.)

By an argument like that in Lemma 1.1 we can prove that, since $S$ is $\omega_{1}$ equationally compact. if $a \in \bar{S}_{p}$ and if $q \neq p$, there exists $b \in \bar{S}_{p}$ such that $q b=a$ i.e. $\bar{S}_{p}$ can be regarded as a module over $\mathrm{Z}_{F}=\left\{\frac{n}{m}:(m, p)\right.$ : $1\}$ (the valuation ring of the $p$-adic valuation on $Q$ ). The topology induced on $\bar{S}_{p}$ by $\|_{p}$ is called the $p$-adic topology on $\bar{S}_{p}$; the submodules $p^{n} \bar{S}_{p}$ form a fundamental system of neighborhoods of $0 ; 1 \|_{p}$ is a norm on $S_{p}$ i.e. for any $a \in \bar{S}_{p},|a|_{p}=0 \Longleftrightarrow a=0$. Since $\bar{S}_{p}$ is closed in $S_{r}, \bar{S}_{p}$ is complete in the $n$-adic topology.
1.3. Lemma. Let $S$ be $\omega_{1}$-equationally compact. For any $p$ and any $a \in S_{r}$. there is a unique $a_{p} \in \bar{S}_{p}$ such that $\operatorname{la}-\left.a_{p}\right|_{p}=0$.
Proof. Uniqueness is easy since if $a_{p}, b_{p} \in \bar{S}_{p}$ such that $\left|a-a_{p}\right|_{p}=0=$ $\left|a-b_{p}\right|_{p}$, ther $\left|a_{p}-b_{p}\right|_{p}=0$; therefore since $\left|a_{p}-b_{p}\right|_{q}=0$ for $p \neq q$ (by definition of $\bar{S}_{p}$ ), we have $a_{p}=b_{p}$ by (i). To prove existence it suffices to prove $\left\{p^{n} y_{n}=a-x: n<\omega ; \cup\left\{m z_{m}=x:(m, p)=1\right\}\right.$ is finitel $\}$ solvable in $S$. But for any $n<\omega$ and any $m$ relatively prime to $p$, there exist $s, t$ such that $s m+t p^{n}=1$. Taking $x=m s a$ we see that $m$ divides $x$ and $a-x=p^{n}(t a)$.
1.4. Lemria. If $S$ is $\omega_{1}$-equationaly compact, $S_{r}$ is isomorphic to the direct product $\Pi_{p} \bar{S}_{p}$.

Proof. Define $f: S_{r} \rightarrow \Pi_{p} \bar{S}_{p}$ by : $f(a)=\left(a_{p}\right)$, where $a_{p}$ is the unique element of $\bar{S}_{p}$ such that $\left|a-a_{p}\right|_{p}=0$. Clearly $f$ is a homomorphism. $f$ is one-one since if $\left(a_{p}\right)=f(a)=f(b)$ then for each $p .0 \leq|a-b|_{p} \leq\left|a-a_{p}\right|_{p}+$ $\left|a_{p}-b\right|_{p}=0$. i.e. $|a-b|=0$ or $a=b$. To prove $f$ is onto. consider an element $\left(a_{p}\right) \in \Pi_{p} \bar{S}_{p}$. For any $n$ let $s_{n}=\sum_{i=1}^{n} a_{p_{i}}$, where $p_{1} \ldots . p_{n}$ are the first $n$ primes. The sequence $\left(s_{n}\right)_{n<\omega}$ is Cauchy because for any $p$, if $n$. $m$ are such that $p_{n}, p_{m} \geq p$, then $\left|s_{n}-s_{m}\right|_{p}=0$. Let $a$ be the limit of $\left(s_{n}\right)_{n<\omega}$. Then $f(a)=\left(a_{p}\right)$, because for any $r>0$ there is $n_{r}$ such that $p_{n_{r}}>p$ and $\left|a-s_{n_{r}}\right|_{p}<1 / r$; hence $\left|a-a_{p}\right|_{p}=\left|a-s_{n_{r}}\right|_{p}<1 / r$ for every $r$. This completes the proof of Lemma 1.4.

To sum up: we have proved that if $S$ is $\omega_{1}$ equationally compact, then $S$ is isomorphic to the direct sum of a divisible group and a direct product. over the primes $p$. of modules complete over $Z_{p}: S=\boldsymbol{\Pi}_{p} \bar{S}_{p} \oplus S_{d}$. It may be proved that, conversely, any group with this structure is $\omega_{1}$. equationally compact i.e. pure-injective ( 151 . Theorem 38.1 ). We will not use this result, but we will use the term pure-injective to designate a group with the structure described above.

Now we turn our attention to $\bar{S}_{p}$, for a fixed prime $p$. As we have observed, $\widetilde{S}_{p}$ has no elements oi infinite height, and it is complete in its $p$-adic topology. There is a conplete structure theory for such modules: $\bar{S}_{p}$ is the completion of a direct sum of cyclic $\mathrm{Z}_{p}$-modules $\oplus_{n} \mathrm{Z}\left(p^{n}\right)^{\left(\alpha_{n}\right)} \oplus \mathrm{Z}_{p}^{(\beta)}$ (where $\mathrm{Z}\left(p^{n}\right)$ is the cyctic group of order $p^{n}$ ) and the cardinal numbers $\alpha_{n}, \beta$ are uniquely determined by $\bar{S}_{p}$ and form a complete set of invariants for $\bar{S}_{p}$ (Theorem 22). Since we will have to analyze this structure in more detail, we will sketch briefly the basic ideas which are involved in this structure theory. (The structure theory may be developed for complete modules over any discrete valuation ring $\Lambda$. For our purpose we may take $\mathrm{A}=\mathrm{Z}_{p}$ for a fixed prime $p$ ).

We begin with the notion of a pure submodule (\$7). A submodule $B$ of a $Z_{p}$-module $A$ is pure in $A$ if for any $n, B \cap p^{n} A=p^{n} B$. It may be proved that any $Z_{p}$-module which is not divisible contains a non-zero
pure cyclic submodule (Lemma 20). A subset $\left\{x_{i}\right\}_{i \in 1}$ of elements of $A$ is a pure independent subset if it is independent (i.e $\sum_{i} n_{i} x_{i}=0$ implies $n_{i} x_{i}=0$ for all $\left.i\right)$ and the submodule generated by $\left\{x_{i j i}\right.$ is pure in $A$.

A stbmodule $B$ of a $Z_{p}$-module $A$ is called basic if (1) $B$ is a direct sum of cyclic $Z_{p}$-modules: (2) $B$ is pure in $A$; and (3) $A / B$ is divisible ( $\$ 16$ ). Any $Z_{p}$ module contains a basic submodule; in fact any maximal pure independent subset of $A$ generates a basic submodule (Lemma 21 (a)).

Now if $A / B$ is divisible, then $B$ is dense in $A$ (because for any $a \in A$ and any $n$, there exists $b \in B$ and $x \in A$ such that $a-p^{n} x=b$ i.e. $p^{n}$ divides $a-b$ ). Hence if $A$ is a complete $Z_{p}$-module without elements of infinite height, $A$ is the completion of any basic submodule of $A$. Moreover it can be proved that if $A$ is the completion of a direct sum of cyclic modules $B$, then $B$ is a basic submodule of $A$ (proof of Theorem 22).

To see that any two basic submodules are isomorphic, it suffices to show that the $\alpha_{n}$ s and $\beta$ are invariants of $A$. We do this by expressing these cardinals in terms of d mensions of certain vector spaces (over the field $Z / p Z$ ) associated with $A$.

One can readily check that $\alpha_{n}=\operatorname{dim}\left(p^{n-1} B[p] / p^{n} B[p]\right)=$ $\left.\operatorname{dim}\left(p^{n-1} A \mid p\right] / p^{\prime \prime} A[p]\right)=$ the $n-1$-st Ulm invariant of $A=f(p, n-1 ; A)$ (proof of Lemma 21 (b)).

Let $T=$ the torsion submodule of $A$. Fo see that $B$ is uniquely determined by $A$, one observes that $\beta=\operatorname{dim}(B /(T \cap B)+p B)=$ $\operatorname{dim}\left(Z_{p}{ }^{(\beta)} / p Z_{p}{ }^{(\beta)}\right)$ and one proves that $B /(T \cap B)+p B$ is isomorphic to $A / T+p A$ (proof of Lemma 21 (b)). Thus $\beta=\operatorname{dim}(A / T+p A)$.

We now return to our consideration of the pure-injective group $S=\Pi_{p} \widetilde{S}_{p} \oplus S_{d}$. Let

$$
S_{p}=\oplus_{n} Z\left(p^{n}\right)^{\left(4 p^{\prime} n n^{\prime}\right.} \in Z_{p}^{\left(3_{p}\right)}
$$

be a basic submodule of $\bar{S}_{p}$, so that $\bar{S}_{p}$ is the completion of $S_{p} . S_{p}$ is not uniquely determined but we have just seen that the cardinals $\alpha_{p, n}$. $\beta_{p}$ are completely determined by $\bar{S}_{p}$. In the case that $S$ is $\kappa$-saturated we are going to derive additional iniormation about the structure of $S$. We maintain the above notation throughout the rest of this section. As far as the cardinals $\alpha_{p, n}$ tre concerned we have the following lemma:
1.5. Lemma. Let $S=\Pi_{p} \bar{S}_{p} \oplus S_{d}$ be a pure-iniective group, and let $\alpha_{p, n}$ be defined as above.
(a) $\left.c_{p, n}=\operatorname{dim}\left(p^{n-1} S_{p}[p] / p^{n} S_{p}[p]\right)=\operatorname{dim}\left(p^{n-1} S_{p}[p] / p^{n} \bar{S}_{p} \mid p\right]\right)=$ $\operatorname{dim}\left(p^{n-1} S[p] / p^{n} S[p]\right)$.
(b) If $S$ is $\kappa$-saturated and $\alpha_{p, n}$ is infinite, then $\alpha_{p, n} \geq \kappa$.
(a) The first two equalities were already observed above. As for the third equality, we have to prove that $f(p, n: S)=f\left(p, n: \bar{S}_{p}\right)$ for every $n<\omega$. First observe that if $S=S_{r} \oplus S_{d}$ where $S_{r}$ is reduced and $S_{d}$ divisible. then $f(p, n ; S)=f\left(p, n ; S_{r}\right)$ because $p^{k} S_{d}=S_{d}$ for all $k$. Now $S_{r}=\Pi_{q} S_{q}$ and $f\left(p, n ; S_{r}\right)=f\left(p, n ; \Pi_{q} \bar{S}_{q}\right)=\Sigma_{q} f\left(p, n ; \bar{S}_{q}\right)=f\left(p, n ; \bar{S}_{p}\right)$ because $p^{k} \bar{S}_{q}=\bar{S}_{q}$ for all $q \neq p$ and all $k$.
(b) Let $\left\{x_{\nu}: \nu<\kappa\right\}$ be a set of $\kappa$ free variables and let $\mathcal{F}$ be the set of all formulas

$$
\exists y\left(p^{n-1} y=x_{v}\right) \wedge p x_{v}=0
$$

for each $\nu<\kappa$ plus all formulas of the form

$$
\forall y\left[p^{n} y \neq \sum_{i=1}^{k} m_{i} x_{v_{i}}\right]
$$

where $k \geq 1, \nu_{1}<\nu_{2}<\ldots<\nu_{k}$ and $\left(m_{1}, \ldots . m_{k}\right) \in\{0,1, \ldots . p-1\}^{k}-$ $\{(0,0, \ldots, 0)\}$.
$\mathscr{F}$ is clearly finitely satisfiable cecause $\left.\operatorname{dim}\left(p^{n-1} S \mid p\right] / p^{n} S|p|\right)$ is infinite. Therefore since $S$ is $k$-saturated, $\mathcal{F}$ is satisfiable in $S$, which means $\operatorname{dim}\left(p^{n-1} S[p] / p^{n} S[p] \geq \kappa\right.$.

We now turn our attention to $\beta_{p}=$ the number of copies of $Z_{p}$ in the direct decomposition of $S_{p}$. We have observed above that $\beta_{p}=$ $\operatorname{dim}\left(S_{p} /\left(T \cap S_{p}\right)+p S_{p}\right)=\operatorname{dim}\left(\bar{S}_{p} /\left(T \cap \bar{S}_{p}\right)+p \bar{S}_{p}\right)$ where $T=$ the torsion subgroup of $S$. The canonical projection $\pi_{p}: S_{r}=\Pi_{q} \bar{S}_{q} \rightarrow \bar{S}_{p}$ induces an isomorphism: $S_{r} /\left(T \cap S_{r}\right)+p S_{r} \rightarrow \bar{S}_{p} /\left(T \cap \bar{S}_{p}\right)+p \bar{S}_{p}$, since $p \bar{S}_{q}=\bar{S}_{q}$ for all $q \neq p$. Furthermore the projection $\pi_{r}: S \rightarrow S_{r}$ induces an isomorphism:
$S / T+p S \rightarrow S_{r} /\left(T \cap S_{r}\right)+p S_{r}$. because $p S_{d}=S_{d}$. Therefore $\beta_{p}=$ $\operatorname{dim}(S / T+p S)$.

For any $k \geq 1$, maltiplication by $p$ defines an isomorphism: $p^{k-1} S / p^{k-1} T+p^{k} S \rightarrow p^{k} S / p^{k} T+p^{k+1} S$, so that $\beta_{p}=\operatorname{dim}\left(p^{k} S / p^{k} T+\right.$ $p^{k+1} S$ ). In general we would not expect this dimension to be elementarily
definable, but if $p^{k} T=p^{k+1} T$ for some $k$, then $\operatorname{dim}\left(p^{k} S / p^{k} T+p^{k+1} S\right)=$ $\operatorname{dim}\left(p^{k} S / p^{k+1} S\right.$ ) ; and there is a first-order sentence (or set of sentences) which expresses the fact that this dimension is a given finite cardinal (or is infinite). We will prove that in the opposite case - i.e. if for all $k$, $p^{k} T \neq p^{k+1} T-$ if $S$ is $\kappa$-saturated then $\beta_{p} \geq \kappa$. First we investigate what it means to have $p^{k} T=p^{k+1} T$. (Note that if $p^{k} T=p^{k+1} T$ then $p^{n} T=$ $p^{k} T$ for all $n \geq k$ ).
1.6. Lemma. Let $A$ be a group and let $T=$ the to esion subgroup of $A$.

For any integer $k \geq 0$ :
(i) $p^{k} T=p^{k+1} T$ if and only if for every $n \geq k$, $\operatorname{dim}\left(p^{n} T[p] / p^{n+1} T(p]\right)=0$.
(ii) $\operatorname{dim}\left(p^{k} A / p^{k+1} A\right)=\operatorname{dim}\left(p^{k+1} A / p^{k+2} A\right)+\operatorname{dim}\left(p^{k} A[p] / p^{k+1} A[p]\right)$.
(iii) If $p^{k} T=p^{k+1} T$. then $\operatorname{dim}\left(p^{k} A / p^{k+1} A\right)=\operatorname{dim}\left(p^{n} A / p^{n+1} A\right)$ for all $n \geq k$.
(iv) If for all integers $k \geq 0, p^{k} T \neq p^{k+1} T$. then $\operatorname{dim}\left(p^{n} A / p^{n+1} A\right.$ ) is infinite for all integers $n \geq 0$.

Proof. (i) The implication from left to right is obvious. To prove the converse, first write $T=\oplus_{q} T_{q}$ where $T_{q}$ is the $q$-primary part of $T$ (Theorem 1). If $p^{k} T \neq p^{k+1} T$, then also $p^{k} T_{p} \neq p^{k+1} T_{p}$ (because $p T_{q}=$ $T_{q}$ for $q \neq p$ ). Choose $x \in p^{k} T_{p}-p^{k+1} T_{p}$ such that the order of $x$ is minimal, say $p^{n}$. We assert $p^{n-1} x \in p^{k+n-1} T[p]-p^{k+n} T[p]$; if not, then $p^{n-1} x=p^{k+n} a$ for some $a \in T$ and $p^{n-1}\left(x-p^{k+1} a\right)=0$, a contradiction of the choice of $x$.
(ii) (cf. [12], Theorem 1.7) The following sequence is exact: $\left.0 \rightarrow p^{k} A[p] / p^{k+1} . A!p\right] \rightarrow p^{k} A / p^{k+1} A \xrightarrow{f} p^{k+1} A / p^{k+2} .4 \rightarrow 0$ where $f$ is multiplication by $p$. The results (ii) follows immediately.
(iii) follows from (ii) and the fact that $p^{\prime \prime} A[p] / p^{n+1} A[p]$ is isomorphic to $p^{n} T[p] / p^{n+1} T[p]$ for all $n$.
(iv) We can prove by induction, using (ii), that

$$
\operatorname{dim}\left(p^{n} A / p^{n+1} A\right) \geq \sum_{i=n}^{m} \operatorname{dim}\left(p^{i} T[p] / p^{i+1} T[p]\right)
$$

for any integer $m \geq n$. Then (iv) follows immediately from (i). This completes the proof of Lemma 1.6.

For any group $A$, since $\operatorname{dim}\left(p^{k} A / p^{k+1} A\right)$ is a monotonically decreasing function of $k$, we can define

$$
\operatorname{Tf}(p: A)=\left\{\begin{array}{l}
\text { eventual value of } \operatorname{dim}\left(p^{k} A / p^{k+1} A\right) \text { if that value is } \\
\text { finite } \\
\infty
\end{array}\right.
$$

1.7. Lemma. Let $S$ be a pure-injective grotup and let $T$ be the torsion subgroup of S. Let $\beta_{p}$ be defined as in the remarks preceding Lemma 1.5 .
(a) For any integer $k \geq 0, \beta_{p}=\operatorname{dim}\left(p^{k} S / p^{k} T+p^{k+1} S\right)$.
(b) If $p^{k} T=p^{k+1} T$ for some $k \geq 0$, then $\beta_{p}=$ the eventual value of $\operatorname{dim}\left(p^{n} S / p^{n+1} S\right)$.
(c) If $\operatorname{Tf}(p ; S)$ is finite, then $\beta_{p}=\operatorname{Tf}(p ; S)$.
(d) If $S$ is $\kappa$-saturated $(\kappa \geq \omega)$ and $\operatorname{Tf}(p ; S)=\infty$, then $\beta_{p} \geq \kappa$.

Proof. (a) was proved in the remarks preceding Lemma 1.6.
(b) If $p^{k} T=p^{k+1} T$, then by (a), $\beta_{p}=\operatorname{dim}\left(p^{n} S / p^{n+1} S\right.$ ) for any $n \geq k$.
(c) If $\operatorname{Tf}(p ; S)$ is finite then because of Lemma 1.6 (iv) there is a $k$ such that $p^{k} T=p^{k+1} T$; the result follows from (b).
(d) Let $\left\{x_{\nu}: \nu<\kappa\right\}$ be a set of $\kappa$ free variables and let $\mathscr{F}$ be the set of all formulas of the form

$$
\forall r\left[n\left(\left(\sum_{i=1}^{t} m_{i} x_{v_{i}}\right)-\mu^{\prime}\right) \neq 01\right.
$$

where $n>0, t>0, \nu_{1}<\ldots<\nu_{t},\left(m_{1}, \ldots, m_{t}\right) \in\{0,1, \ldots, p-1\}^{t}-\{(0, \ldots .0)\}$ We prove that $\mathscr{F}$ is finitely satisfiable in $S$ : to prove this it suffices to prove that ior a fixed $n$ and $t$ the set of formulas

$$
\forall y\left[n\left(\sum_{i=1}^{t} m_{i} x_{i}-p y\right) \neq 0 \mid\right.
$$

is satisfiable in $S$ (where $\left(m_{1}, \ldots, m_{t}\right.$ ) ranges over all non-trivial $t$-tuples. as above). Suppose $n=p^{k} d$, where ( $d, p$ ) $=1$ : choose $a_{1}, \ldots . a_{t} \in S$ such that $p^{k} a_{1} \ldots, p^{k} a_{n}$ represent independent elements of $p^{k} S / p^{k+1} S$ (this is possible by hypothesis). Because

$$
p^{k+1}+\sum_{i=1}^{t} n m_{i} a_{i}
$$

we can conclude that $\mathcal{F}$ is finitely satisfiable in $S$. Therefore since $S$ is $\kappa$-saturated $\mathcal{F}$ is satisfiable in $S$ which means that $\beta_{p}=\operatorname{dim}(S / T+p S) \geq \kappa$.

Remark. Note that ( d ) is false without the assumption that $S$ is $\kappa$-saturated. In fact if $S$ is the completion of $\oplus_{n} Z\left(p^{n}\right)$ in the $p$-adic topology, then $S$ is pure-injective, and $\operatorname{Tf}(p ; s)=\infty$ (by Lemma 1.6 (iv)) but $\beta_{p}=0$.

Next we look at $S_{d}$, the maximal divisible subgroup of $S . S_{d}$ is isomorphic to a direct sum of copies of the rational numbers $Q$ and of $Z\left(p^{\infty}\right)$ for various primes $p$ :

$$
S_{d}=\oplus_{p} Z\left(p^{\infty}\right)^{\left(\gamma_{p}\right)} \oplus \mathbf{Q}^{(\delta)}
$$

where $Z\left(p^{\infty}\right)=$ the group of all $p^{n-t h}$ roots of unity, $n=0,1,2, \ldots$ (Theorem 4). We consider first the number of copies, $\gamma_{p}$, of $Z\left(p^{\infty}\right)$ in the direct decomposition of $S_{d}$. Clearly $\gamma_{p}=\operatorname{dim} S_{d}[p]$. (Recall that "dim" means dimension over $\mathbf{Z} / p \mathbf{Z}$.) Let $T=$ the torsion subgroup of $S$ and write $T=\oplus_{q} T_{q}$, where $T_{q}=$ the $q$-primary part of $T$ (Theorem 1). Hence for any $k \geq 0, p^{k} T=p^{k+1} T \Longleftrightarrow p^{k} T_{p}=p^{k+1} T_{p} \Leftrightarrow p^{k} T_{p}$ is divisible. Thus if $p^{k} T=p^{k+1} T$, then $\gamma_{p}=\operatorname{dim}\left(p^{k} T[p]\right)=\operatorname{dim}\left(p^{k} S[p]\right)$. If for all $k \geq 0, p^{k} T \neq p^{k+1} T$ and if $S$ is $\kappa$-saturated, we will prove that $\gamma_{p} \geq \kappa$. First we prove a preliminary lemma about the meaning of $p^{k} T=p^{k+1} T$.

### 1.8. Lemma. Let $A$ be a group and $T$ the torsion subgroup of $A$. For any

 integer $k>0$ :(i) If $p^{k} T=p^{k+1} T$, then $\operatorname{dim}\left(p^{k} A[p]\right)=\operatorname{dim}\left(p^{n} A[p]\right)$ for all $n \geq k$.
(ii) $\operatorname{dim}\left(p^{k} A[p]\right)=\operatorname{dim}\left(p^{k+1} A[p]\right)+\operatorname{dim}\left(p^{k} A[p] / p^{k+1} A[p]\right)$.
(iii) If for ail integers $k \geq 0, p^{k} T \neq p^{k+1} T$, then $\operatorname{dim}\left(p^{n} A[p]\right)$ is infinite for all integers $n \geq 0$.

Proof. (i) is easy because $p^{n} A[p]=p^{n} T[p]$ for all $n \geq 0$, and if $p^{k} T=p^{k+1} T$, then $p^{n} T=p^{k} T$ for all $n \geq k$. (ii) (cf. [12], Theorem 1.7) follows immediately from \& . exactness of the sequence

$$
0 \rightarrow p^{k+1} A[p] \rightarrow p^{k} A[p] \rightarrow p^{k} A[p] / p^{k+1} A[p] \rightarrow 0
$$

(iii) By induction, using (ii), we prove

$$
\operatorname{dim}\left(p^{n} A[p]\right) \geq \sum_{j=n}^{m} \operatorname{dim}\left(p^{i} A[p] / p^{i+1} A[p]\right)
$$

for any $m \geq n$. Then the result follows easily from Lemma 1.6 (i). This completes the proof of Lemma 1.8.

Since $\operatorname{dim}\left(p^{k} A[p]\right)$ is a monotonically decreasing function of $k$ it makes sense to define

$$
\mathrm{D}(p ; A)=\left\{\begin{array}{l}
\text { eventual value of } \operatorname{dim}\left(p^{k} A[p]\right) \text { if that value is } \\
\text { finite } \\
\infty \quad \text { othervise }
\end{array}\right.
$$

1.9. Lemma. Let $S=\Pi_{q} \bar{S}_{q} \oplus S_{d}$ be a pure-injective group and $T$ the torsion subgroup of $S$. Let $\gamma_{p}$ be cefined as in the remarks preceding Lemma 1.8.
(a) For any integer $k \geq 0, \gamma_{p}=\operatorname{dim}\left(p^{k} S_{d}[p]\right)$
(b) If $p^{k} T=p^{k+1} T$ for some $k \geq 0$, then $\gamma_{p}=$ the eventual value of $\operatorname{dim}\left(p^{n} S[p]\right)$.
(c) If $\mathrm{D}(p ; S)$ is finite, then $\gamma_{p}=\mathrm{D}(p ; S)$.
(d) If $S$ is $\kappa$-saturated $(\kappa \geq \omega)$ and $\mathrm{D}(p ; S)=\infty$, then $\gamma_{p} \geq \kappa$.

Proof. (a) was proved in the remakrs preceding Lemma 1.8.
(b) If $p^{k} T=p^{k+1} T$, then $p^{n} T \subseteq \prime_{d}$ for all $n \geq k$ and hence $p^{n} S|p|=$ $p^{n} T[p]=p^{n} S_{d}[p]$.
(c) If $\mathrm{D}(p ; S)$ is finite, then because of Lemma 1.8 (iii) $p^{k} T=p^{k+1} T$ for some integer $k \geq 0$; the result follows from (b).
(d) We have to prove that $\operatorname{dim}\left(S_{d}[p]\right) \geq \kappa$.

Because $S$ is $\kappa$-saturated it suffices to prove that the set of formulas
$\mathcal{F}=\left\{p x_{v}=0: \nu<\kappa\right\}$
$\cup\left\{\sum_{i=1}^{t} m_{i} x_{v_{i}} \neq 0: t>0: \nu_{1}<\ldots<v_{t}<\kappa ;\left(m_{1}, \ldots . m_{t}\right)\right.$
$\left.\in\{0,1, \ldots, p-1\}^{r}-\{(0, \ldots .0)\}\right\}$
$\cup\left\{\exists y\left(p^{r} y=x_{\nu}\right): \nu<\kappa: 1 \leq r<\omega\right\}$
is finitely satisfiable in $S$. (Because of Lemma 1.1, the last set of formulas insures that the $x_{y}$, are in $S_{d}$ ). But this follows from the assumption that $\operatorname{dim}\left(p^{k} S(p)\right.$ ) is infinite for all integers $k$ (cf. the proof of Lemma 1.7(d)).

Remark Lemma 1.9 (d) is false without the assumption that $S$ is $\kappa$-saturated. (Use the same example as in the remark following Lemma 1.7).

As the last stagt in an analysis of the structure of $S$, we consider $\delta=$ the number of copies of $\mathbf{Q}$. A group $A$ is said to be of bounded order if there is an integer $n$ such that $n A=0$. Define

$$
\operatorname{Exp}(A)=\left\{\begin{array}{l}
0 \text { if } A \text { is of bounded order } \\
\infty \text { otherwise }
\end{array}\right.
$$

1.10. Lemma, Let $S$ be pure-injective and $\delta$ be as above.
(a) If $\operatorname{Exp}(S)=0$, then $\delta=0$.
(b) If $S$ is $\kappa$-saturated $(\kappa \geq \omega)$ and $\operatorname{Exp}(S)=\infty$, then $\delta \geq \kappa$.

In the proof of Lemma 1.10 (b) we will use the following Well-KnownFact: Let $V$ be the vector space of $\operatorname{dim} n$ over an infinite field $F$ and let $H_{1}, \ldots . H_{r}$ be hyperplanes in $V$ (i.e. $H_{i}$ is the set of zeroes of a non-zero linear polynomial $f_{i} \in F\left[X_{1}, \ldots, X_{n}\right]$. Then $U_{i=1}^{\prime} H_{i} \neq V$.

This well-known fact is implied by the even-better-known fact that the only polynomial over $F$ which vanishes at every $n$-tuple of elements of $F$ is the zero polynomial.

Proof of Lemma 1.10. (a) is obvious.
(b) We have to prove that there is a set of independent torsion-free elements in $S_{d}$ of cardinality $\kappa$. Since $S$ is $\kappa$-saturated it suffices to prove that

$$
\begin{aligned}
& \mathcal{F}=\left\{\exists y\left(r y=x_{\nu}\right): 1 \leq r<\omega ; \nu<\kappa\right\} \cup \\
& \left\{\sum_{i=1}^{t} m_{i} x_{\nu_{i}} \neq 0: t<\omega ; \nu_{1}<\ldots<\nu_{i}<\kappa ;\left(m_{1}, \ldots, m_{t}\right) \neq(0, \ldots, 0)\right\}
\end{aligned}
$$

is finitely satisfiable in $S$. To prove this, it suffices to prove that for a fixed $r$ and $n$ and any $\left(m_{1}{ }^{(j)}, \ldots, m_{t}^{(j)}\right) \neq(0, \ldots, 0), j=1, \ldots, k$.

$$
\left\{\sum_{i=1}^{t} m_{i}^{(j)} x_{i} \neq 0: j=1, \ldots, k\right\} \cup\left\{\exists y\left(r y=x_{i}\right): i=1, \ldots, t\right\}
$$

is satisfiable in $S$.
By the well-known fact, we may choose $r_{1}, \ldots, r_{t} \in \mathbf{Z}$ so tha:
$\sum_{i=1} m_{i}^{(j)} r_{i} \neq 0$ for $j=1, \ldots, k$. Let $s=\prod_{j=1}^{k} \sum_{i=1}^{t} m_{i}^{(j)} r r_{i}$ and choose $a \in S$ such that $s a \neq 0$. Then if $x_{i}=r_{i} a$, we have

$$
\sum_{i=1}^{t} m_{i}^{(j)} x_{i}=\left(\sum_{i=1}^{i} m_{i}^{(j)} r r_{i}\right) a \neq 0
$$

for each $j=1, \ldots, k$; since $r$ divides $x_{i}$, for $i=1, \ldots, t$, the proot of Lemma 1.10 is complete.

We are now going to summarize the information we have gained about the structure of a $\kappa$-saturated group $S$. First, we define, for any group $A$

$$
\mathrm{U}(p, k: A)=\left\{\begin{array}{l}
\operatorname{dim}\left(p^{k} A[p] / p^{k+1} A[p]\right) \text { if finite } \\
\infty \quad \text { cherwise }
\end{array}\right.
$$

$\mathrm{Tf}(p ; A)$ and $\mathrm{D}(p ; A)$ have been defined before Lemmas 1.7 and 1.9 respectively.
1.11. Theorem. Let $\kappa$ be an uncountable cardinal and let $S$ be $a \kappa$-saturated group. Then $S$ is a pure-injective group i.e. it is isomorphic to a product $\Pi_{p} \bar{S}_{p} \oplus S_{d}$, where $S_{d}$ is divisible and $\widetilde{S}_{p}$ is the completion in the $p$-adic topology of a direct sum of cyclic groups.

$$
S_{p}=\oplus_{n} \mathrm{Z}\left(p^{n}\right)^{\left(\alpha_{j p, n}\right)} \oplus \mathrm{Z}_{p}{ }^{\left(\tilde{\beta}_{p}\right)} .
$$

## Furthermore

$$
\left\{\begin{array}{l}
\alpha_{p, n}=\mathrm{U}(p, n-1: S) \text { if } \mathrm{U}(p, n-1 ; S) \text { is fimitc } \\
\alpha_{p, n} \geq \kappa \quad \text { otherwise }
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\beta_{p}=\operatorname{Tf}(p ; S) \text { if } \operatorname{Tf}(p ; S) \text { is finite } \\
\beta_{p} \geq \kappa \quad \text { otherwise }
\end{array}\right.
$$

and

$$
S_{d}-\oplus_{p} \mathbf{Z}\left(p^{\infty}\right)^{\left(\gamma_{p}\right)} \oplus \mathbf{Q}^{(\delta)}
$$

where

$$
\begin{aligned}
& \left\{\begin{array}{l}
\gamma_{p}=\mathrm{D}(p ; S) \text { if } \mathrm{D}(p ; S) \text { is finite } \\
\gamma_{p} \geq \kappa \quad \text { otherwise }
\end{array}\right. \\
& \begin{cases}\delta=0 & \text { if } \quad \operatorname{Exp}(S)=0 \\
\delta>\kappa & \text { otherwise }\end{cases}
\end{aligned}
$$

The proof is contained in the sequence of lemmas preceding the theorem. The results about $\alpha_{p, n}, \beta_{p}, \gamma_{p}$ and $\delta$ are contained, respectively, in Lemmas 1.5, 1.7, 1.9 and 1.10 .
1.12. Corollary. Let $S_{1}$ and $S_{2}$ be saturated groups of cardinality $\kappa \geq \omega$. $S_{1}$ is isomorphic to $S_{2}$ if and only if $\operatorname{Exp}\left(S_{1}\right)=\operatorname{Exp}\left(S_{2}\right)$ and for every $p, n . \mathrm{U}\left(p, n ; S_{1}\right)=\mathrm{U}\left(p, n ; S_{2}\right), \mathrm{Tf}\left(p, S_{1}\right)=\mathrm{Tf}\left(p ; S_{2}\right)$ and $\mathrm{D}\left(p ; S_{1}\right)=$ $\mathrm{D}\left(p ; S_{2}\right)$.

## § 2. Elementary embeddings and decidability

We now take up the task of giving a convenient criterion for deciding when one abelian group is elementarily embedded in another. As a byproduct of this work, we will be able to deduce quickly the main results of Szmielew's paper. The finer details of her paper seem to require a little more delicate work, which we pursue in section 4.

Given a group $A$ we refer to the associated invariants $U(p, n-1 ; A)$, $\operatorname{Tf}(p ; A), \mathrm{D}(p ; A)$ and $\operatorname{Exp}(A)$ defined in Section 1 as the elementary invariants of $A$. This terminology will now be justified.
2.1. Theorem. If $A$ is elomentarily equivalent to $B$. then the clementary invariants of $A$ and $B$ are the same.

Proof. U(p,n-1;A) $\geq k$ iff there exist $a_{1}, \ldots, a_{k} \in A$ such that $p^{n-1} a_{1}, \ldots, p^{n-1} a_{k}$ are each of order $p$ and independent modulo $p^{n}$. In other words, the following sentence holds in $A$ if and only if $\mathrm{U}(p, n-1) \geq k:$

$$
\begin{align*}
& \exists x_{1}, \ldots, x_{k}\left[\bigwedge_{i=1}^{k}\left(p^{n-1} \mid x_{i} \wedge p x_{i}=0\right) \wedge\right. \\
& \left.\left.\wedge \wedge_{\left(m_{1}, \ldots, m_{k}\right) \in:}\right\urcorner\left(p^{n} \mid \sum_{i=1}^{k} m_{i} x_{i}\right)\right] \tag{2.1.1}
\end{align*}
$$

where $S$ is the set of all non-trivial $k$-tuples of natural numbers such that $0 \leq m_{i}<p$.

If $A$ is elementarily equivalent to $B$, then clearly for each $k$, $\mathrm{U}(p, n-1 ; A) \geq k$ iff $\mathrm{U}(p, n-1: B) \geq k$. Thus, $\mathrm{U}(p, n-1: A)=$ $\mathrm{U}(p, n-1 ; B)$.
(ii) Similarly, $\operatorname{dim}\left(p^{n-1} A / p^{n} A\right) \geq k$ iff the following sentence holds in $A$ :

$$
\begin{equation*}
\exists x_{1}, \ldots, x_{k}\left[\bigwedge_{i=1}^{k} p^{n-1 \mid x_{i} \wedge} \wedge_{\left(m_{1}, \ldots, m_{k}\right) \in s} 7\left(p^{n \mid} \sum_{i=1}^{k} m_{i} x_{i}\right)\right] \tag{2.1.2}
\end{equation*}
$$

Thus, for each $n \operatorname{dim}\left(p^{n-1} A / p^{n} A\right)=\operatorname{dim}\left(p^{n-1} B / p^{n} B\right)$, in the finite $\infty$ sense, and the eventual values $\operatorname{Tf}(p ; A)$ and $\operatorname{Tr}(p ; A)$ are equal.
(iii) Also, $\operatorname{dim}\left(p^{n-1} A[\stackrel{p}{p}]\right) \geq k$ iff the following sentence holds in $A$ :

$$
\begin{gather*}
\exists x_{1}, \ldots x_{k}\left[\wedge_{i=1}^{k}\left(p^{n-1} \mid x_{i} \wedge p x_{i}=0\right) \wedge\right. \\
\left.\wedge \wedge_{\left(m_{1}, \ldots, m_{k}\right) \in S} \sum_{i=1}^{k} m_{i} x_{i} \neq 0\right] \tag{2.1.3}
\end{gather*}
$$

Thus, for each $\left.n \operatorname{dim}\left(p^{n-1} A \mid p\right]\right)=\operatorname{dim}\left(p^{n-1} B[p]\right)$, in the finite- $\infty$ sense, ard the eventual values $\mathrm{D}(p ; A)$ and $\mathrm{D}(p ; B)$ are equal.
(i:) Finally, $A$ has exponent dividing $n$ iff the following sentence holds:

$$
\forall x(m x=0):
$$

and therefore $\operatorname{Exp}(A)=\operatorname{Exp}(B)$.
The proof of Theorem 2.1 is thus complete.

The converse of Theorem 2.1 is an immediate consequence of Corollary 1.12. given that any group is elementarily equivalent to a saturated group. One may eliminate the latter assumption in the manner indicated in section 0 . However we will prove the converse of Theorem 2.1 below (as Theorem 2.6) without making any assumption about the existence of saturated groups. Later, in section 3 , we will prove that saturated models of any complete theory of groups exist in all cardinals $\kappa$ such that $\kappa^{N_{0}}=\kappa$.

Let us note that if $A$ is an elementary substructure of $B$, then $A$ is elementarily equivalent to $B$ and $A$ is a pure subgroup of $B$. The next two lemmas are needed to show the converse of this statement, which we derive as Corollary 2.5 below.
2.2. Lemma. Let $A$ and $B$ be pure-injective groups with $A$ a pure subgroup of $B$. Then given a decomposition of $A$ of the form $A=\Pi_{p} \bar{A}_{p} \oplus A_{d}$, there exists a divisible group $C_{d}$ and for each prime $p$ a direct sum of cyclic $\mathrm{Z}_{p}$-modules $C_{p}$ such that $B=\Pi_{p}\left(\overline{A_{p} \oplus C_{p}}\right) \oplus\left(A_{d} \oplus C_{d}\right)$.
Proof. Clearly $A_{d}$ is a divisible subgroup of $B_{d}=\{b \in B: \forall n \neq 0, n \mid b\}$ and therefore there exists a $C_{d}$ such that $B_{d}=A_{d} \oplus C_{d}$.

Let $A_{r}=\Pi_{p} \bar{A}_{p}$. By purity $A_{r} \cap B_{d}=\{0\}$, and letting $B_{r}$ be a maximal subgroup of $B$ such that $A_{r} \subset B_{r}$ and $B_{r} \cap B_{d}=\{0\}$, we have $B=B_{r} \oplus B_{d}$.

Letting $\widetilde{B}_{p}=\left\{b \in B_{r}: \forall m,(m, p)=1 \Rightarrow m \mid b\right\}$, we know from the results of section 1 that we can identify $B_{r}$ with $\Pi_{p} \bar{B}_{p}$. Given $A_{p}$, a basic submodule of $\bar{A}_{p}$, we can find a basic submodule $B_{p}$ of $\bar{B}_{p}$, of which $A_{p}$ is a direct summand, by Lemma 21 (c) of [6]. We let $C_{p}$ be the complementary summand of $A_{p}$ in $B_{p}$, and the proof of Lemma 2.2 is complete.

Given a group $A$ we say that $A$ appears to be $\kappa$-saturatcd (for $\kappa \geq \kappa_{0}$ ) if $A$ satisfies the conclusion of Theorem 1.11, i.e., $A$ is pure-injective and if we write $A=\Pi_{p} \bar{A}_{p} \oplus A_{d}$ with $A_{p}=\oplus_{n=1}^{\infty} \mathrm{Z}\left(p^{n}\right)^{\left(\alpha_{p, n}\right)} \oplus \mathrm{Z}_{p}^{\left(\beta_{p}\right)}$ and $A_{d}=\oplus_{p} \mathrm{Z}\left(p^{\infty}\right)^{(\hat{p})} \oplus \mathrm{Q}^{(6)}$, then for each $p, n$ :

$$
\begin{aligned}
& \left\{\begin{array}{l}
\alpha_{p, n}=\mathrm{U}(p, n-1: A) \text { if } \mathrm{U}(p, n-1: A) \text { is finite } \\
\alpha_{p, n} \geq \kappa \\
\text { otherwise }
\end{array}\right. \\
& \begin{cases}\beta_{p, n}=\operatorname{Tf}(p ; A) & \text { if } \operatorname{Tf}(p ; A)<\infty \\
\beta_{p, n} \geq \kappa & \text { otherwise }\end{cases} \\
& \begin{cases}\gamma_{p}=\mathrm{D}(p ; A) & \text { : } \mathrm{D}(p: A)<\infty \\
\gamma_{p} \geq \kappa & \text {, therwise }\end{cases} \\
& \begin{cases}\delta=0 & \text { if } \operatorname{Exp}(A)=0 \\
\delta \geq \kappa & \text { if } \operatorname{Exp}(A)=\infty\end{cases}
\end{aligned}
$$

### 2.3. Lemma. Let A be a pure subgroup of B. Suppose that $A$ and $B$ have

 the same elementary invariants, and both appear to be $\kappa$-saturated for $\kappa>\mathrm{N}_{0}$. Let $S \subset A$ and $T \subset B$ be subsets having cardinality $<\kappa$. Then there exists an automorphism $\varphi$ of $B$ such that (i) for all $a \in S, \varphi(a)=a$. and (ii) $\varphi(T) \subset A$.Proof. By Leinma 2.2, we can write $A=\Pi_{p} \widetilde{A}_{p} \oplus A_{d}$ and $B=\Pi_{p}\left(\overline{A_{p} \oplus C_{p}}\right) \oplus\left(A_{d} \oplus C_{d}\right)$. On cardinaity grounds, there exist divisible groups $E_{d}, E_{d}^{\prime}, F_{d}$ and $F_{d}^{\prime}$, and for each prime $p$, direct sums of cyclic $Z_{p}$-modules $E_{p}, E_{p}^{\prime}, F_{p}$ and $F_{p}^{\prime}$ such that
(i) $E_{d} \oplus E_{d}^{\prime}=A_{d}$, and $F_{d} \oplus F_{d}^{\prime}=C_{d}$; for each $p$, $E_{p} \oplus E_{p}^{\prime}=A_{p}$, and $F_{p} \oplus F_{p}^{\prime}=C_{p} ;$
(ii) $\left|E_{d}\right|<\kappa$ and $\left|F_{d}\right|<\kappa$; for each $p,\left|E_{p}\right|<\kappa$ ond $\left|F_{p}\right|<\kappa$.
(iii) $S \subset \Pi_{p} \bar{E}_{p} \oplus E_{d}$ and $T \subset \Pi_{p}\left(\overline{E_{p} \oplus F_{p}}\right) \oplus E_{d} \oplus F_{d}$.
[Note that in (ii) we can claim that $\left|E_{p}\right| \leq|S| \cdot \kappa_{0}<\kappa$ since every element of $\bar{A}_{p}$ is a limit of a countable sequence of elements of $A_{p}$.? Thus we have

$$
B=\Pi_{p} \underbrace{\left(\overline{E_{p} \oplus E_{p}^{\prime}}\right.}_{A_{p}} \underbrace{\oplus F_{p} \oplus F_{p}}_{C_{p}}) \oplus \underbrace{\oplus E_{d} \oplus E_{d}^{\prime} \oplus F_{C_{d} \oplus F_{d}^{\prime}}^{C_{d}} .}_{A_{d}}
$$

We now claim further that there exists groups $E_{d}^{\prime \prime}, E_{d}^{\prime \prime \prime}$ and $E_{p}^{\prime \prime}, E_{p}^{\prime \prime \prime}$ such that $E_{d}^{\prime \prime \prime} \geqq F_{d}$ (say, by $\chi_{d}$ ), $E_{d}^{\prime}=E_{d}^{\prime \prime} \oplus E_{d}^{\prime \prime \prime}, E_{p}^{\prime \prime \prime} \cong F_{p}$ (say, by $\chi_{p}$ ), and $E_{p}^{\prime}=E_{p}^{\prime \prime} \oplus E_{p}^{\prime \prime}$. We illustrate the reasoning for a prime $p$. Let $F_{p}=\Theta_{n} \mathbf{Z}\left(p^{n}\right)^{\left(\alpha_{p, n}^{\prime}\right) \oplus} \mathbb{Z}_{p}{ }^{\left(\beta_{p}^{\prime}\right)}$. Then $\alpha_{p, n}(B) \geq \alpha_{p, n}(A)+\alpha_{p, n}^{\prime}$ and $\beta_{p}(B) \geq \beta_{p}(A)+\beta_{p}^{\prime}$. Thus, if $\alpha_{p, n}^{\prime}$ is greater than 0 , then $\alpha_{p, n}(A) \geq \kappa$; for otherwise $\alpha_{p, n}(A)=\mathrm{U}(p, n-1: A)=\mathrm{U}(p, n-1 ; B)=\alpha_{p, n}(B)>$ $\alpha_{r, n}(A)$, a contradiction. Similarly. if $\beta_{p}^{\prime}$ is greater than 0 , then $\beta_{p}(A) \geq \kappa$. Thus, since $\left|E_{p}\right|<\kappa$ there is ample room in $E_{p}^{\prime}$ to split off a copy of $F_{p}$.

Our desired automorphism can now be obtained by putting together automorphisms $\varphi_{d}$ of $B_{d}$ and $\varphi_{p}$ of $\bar{B}_{p}$, for each prime $p$ as follows:
$\varphi_{d}$ is the sum of the identity maps on $E_{d}, E_{d}^{\prime \prime}$ and $F_{d}^{*}$ and the maps $\chi_{d}$ and $\chi_{d}^{\prime \prime}$ on $E_{d}^{\prime \prime \prime}$ and $F_{d}$ respectively. $\varphi_{p}$ is defined by taking the sum of the identity maps on $E_{p}, E_{p}^{\prime \prime}$ and $F_{p}^{\prime}$ and the maps $\chi_{p}$ and $\chi_{p}^{-1}$ on $E_{p}^{\prime \prime}$ and $F_{p}$ respectively, and extending by continuity to the completion $\vec{B}_{p}$ of $B_{p}$. Schematically


That this automorphism has the required properties is immediate.
2.4. Theorem. Let $A$ be a pure subgroup of $B$. and let $A$ atid $B$ have the same elementary invariants. Then $A$ is an elementary substructure of $B$.

Proof. By blowing up the situation $A \subset B$ (for example, by an ultrapower) we get the following commutative dagram:

$$
\begin{aligned}
& A^{\prime} \subset B^{\prime} \\
& V \quad V \\
& A \subset B
\end{aligned}
$$

where $A^{\prime}$ and $B^{\prime}$ are $\omega_{1}$-saturated, and all inclusions are pure. It thus suffices to establish the result under the hypothesis that $A$ and $B$ are $\omega_{1}$-saturated.

By Tarski's Lemma it suffices to show that given $a_{1}, \ldots, a_{n} \in A$ and $b \in B$, there exists an automorphism $\varphi$ of $B$ such that $\varphi\left(a_{1}\right)=a_{1} \ldots \ldots\left(a_{n}\right)$ $a_{n}$ and $\varphi(b) \in A$. But this is immediate from Lemma 2.3.. using the fact that, by Theorem 1.11. an $\omega_{1}$-saturated group appears to be $\omega_{1}$-saturated.
2.5. Corollary. If $A$ is a pure subgroup of $B$ which is elementarily equiralent to $B$, then $A$ is an elementary substructure of $B$.

### 2.6. Theorem (Szmielew [12]). If A and B have the same elementary invariants then $A$ is elemenimily equivalent to $B$.

Proof. By taking $\omega_{1}$-saturated elementary extensions of $A$ and $B$. we see that we need only prove the result for $\omega_{1}$-saturated groups $A$ and $B$. Let $A^{\prime}$ be obtained from $A$ by choosing a decomposition for $A$ according to Theorem 1.11 and throwing away all but $N_{1}$ copies of aty summand of $A_{p}$ or $A_{d}$ which occurs at least $\aleph_{1}$ times. Clearly $A^{\prime}$ is a pure subgroup of $A$ with the same elementary invariants; thus, by Theorem 2.4, $A^{\prime} \prec A$. Let $B^{\prime}$ be obtained from $B$ in the same way. Clearly $B^{\prime}<B$ and moreover $A^{\prime} \cong B^{\prime}$. Finally $A$ is elementarily equivalent to $B$.
2.7. Theorem. Let $\kappa$ be uncountable. Every group which appears to be $\kappa$-saturated is $\kappa$-saturated.

Proof. Let $A$ appear to be $\kappa$-saturated. Let $B$ be an elementary extension of $A$ which is $\kappa$-saturated. Given a subset $S$ of $A$ with cardinality $<\kappa$ we must show that any type of Th $(A, S)$ is realized in $A$. Since $B$ is a $\kappa$-saturated elementary extension of $A$, any such type is realized by an element $b$ of $B$. By Lemma 2.3, there is an automorphism of $B$ which leaves $S$ fixed and moves $b$ into $A$. This shows that the type is realized in $A$, and the proof is complete.

The reader who is familiar with infinitary languages should recognize that Lemma 2.3 actually establishes the following: if $A$ is a pure subgroup of $B, A$ and $B$ have the same elementary invariants, and $A$ and $B$ both appear to be $\kappa$-seturated, then $A \prec_{\infty, k} B .2 .4$ and 2.7 are thus immediate consequences of 2.3 .

We are now in a position to demonstrate the decidability of the theory of abelian groups. Let us define a core sentence to be a sentence of one of the forms 2.1.1,2.1.2, 2.1.3 (see Theorem 2.1) or of the form $\forall x(n x=0)$, or a negation of one of the above.
2.8. Theorem (Szmielew [12]). Let T be the theory of abelian groups. Then every complete extension of $T$ can be uxiomatized by adding a set of core sentences to $T$. Also, each sentence which is consistent with $T$ is a consequence of $T$ together with a consistent finite conjunction of core sentences

Proof. This is a trivial consequence of Theorem 2.6 and the compactness theorem.

Let us now define a Szmielew-group $A$ to be one which can be written in the following form:

$$
\begin{equation*}
A=\oplus_{p, n} \mathrm{Z}\left(p^{n}\right)^{\left(\alpha_{p, n}\right)} \oplus \oplus_{p} \mathrm{Z}_{p}{ }^{\left(\beta_{p}\right)} \oplus \oplus_{p} \mathrm{Z}\left(p^{\infty}\right)^{\left(\gamma_{p}\right)} \oplus \mathrm{Q}^{(\delta)} \tag{*}
\end{equation*}
$$

where each $\alpha_{p, n}, \beta_{p}$ and $\gamma_{p}$ is finite or countably infinite and $\delta$ is 0 or 1 .
2.9. Theorem (Szmielew [12]). Every group is elementarily equivalent to a Szmielew group.

Proof. One can routinely check that the dimensions of the vector spaces which we associate with groups add over direct sums. Similarly one can check that the dimensions of the building blocks used in (*) above are just what one would expect (see [12], p. 219). Now given a group B we define:

$$
\begin{aligned}
& \alpha_{p, n}= \begin{cases}U(p, n-1 ; B) \text { if finite } \\
\aleph_{0} & \text { otherwise }\end{cases} \\
& \beta_{p}= \begin{cases}\operatorname{Tf}(p ; B) & \text { if finite } \\
i_{0} & \text { otherwise }\end{cases} \\
& \gamma_{p}= \begin{cases}\mathrm{D}(p ; B) & \text { if finite } \\
\aleph_{0} & \text { otherwise }\end{cases} \\
& \delta= \begin{cases}0 & \text { if } \operatorname{Exp}(B)=0 \\
1 & \text { if } \operatorname{Exp}(B)=\infty\end{cases}
\end{aligned}
$$

Using these exponents we form the group $A$ in (*) above. $A$ thus has the same invariants as $B$, and by Corollary 2.6, $A$ is elementarily equivalent to $B$.

A Szmielew-group of fimite rank is ، Szmielew-group in which every exponent is finite and all but finitely many are zero.
2.10. Theorem (Szmielew [12]). If $\sigma$ is a consistent sentence in the theory of abelian groups, then there exists a Szmielew group of finite rank which is a model of 0 .

Proof. By Theorem 2.8 there exists a consistent finite set of core sentences $C$ which implies $\sigma$. Let $A$ as in (*) above be a Szmielew-group in which $C$ holds. We will define a "truncation" of $A$ of finite rank in which the sentences of $C$ hold. If $\sigma^{\prime}$ is a sentence of $C$ of the form 2.1.2 (resp. 2.1.3) - i.e. if $\sigma^{\prime}$ says " $\operatorname{dim}\left(p^{n-1} A / p^{n} A\right) \geq k^{\prime \prime}\left(\right.$ resp. $" \operatorname{dim}\left(p^{n-1} A[p]\right) \geq$ $k^{\prime \prime}$ ) - then since $\sigma^{\prime}$ hoids in $A$

$$
\begin{aligned}
& \sum_{j \geq n} \alpha_{p j}+\beta_{p} \geq k . \\
& \text { (resp. } \sum_{j \geq n} \alpha_{p j}+\gamma_{p} \geq k \text { ) }
\end{aligned}
$$

(where $\alpha_{p, j}, \beta_{p}, \gamma_{p}, \delta \operatorname{arc} \operatorname{as} \operatorname{in}\left({ }^{*}\right)$ ). Hence $\exists M$ such that

$$
\begin{aligned}
& \sum_{j=n}^{M} \alpha_{p, j}+\beta_{p} \geq k \\
& \text { (resp. } \sum_{j=n}^{M} \alpha_{p, j}+\gamma_{p} \geq k \text { ). }
\end{aligned}
$$

Choose an $M$ which works for each $\sigma^{\prime}$ of the form 2.1 .2 or 2.1 .3 in $C$; then iet $N$ be the maximum of $M$ and of the $n$ s occurring in sentences of $C$ which are of the form 2.1.1,2.1.2 or 2.1.3; and let $K$ be the maximum of the $k$ 's occurrirg in such sentences (where $n$ and $k$ are as in 2.1.1, 2.1.2 or 2.1.3) Let $F$ be the finite set of primes which pertain to sentences of $C$. Then let

$$
A^{\prime}=\underset{p \in F}{\oplus}\left(\underset{n=1}{N} \mathrm{Z}\left(p^{n}\right)^{\left(\alpha_{p, n}^{\prime}\right)}\right) \oplus \underset{p \in F}{\oplus} \mathrm{Z}_{p}^{\left(\beta_{p}^{\prime}\right)} \oplus \underset{p \in F}{\oplus} \mathrm{Z}\left(p^{\infty}\right)^{\left(\gamma_{p}^{\prime}\right)} \oplus \mathrm{Q}^{(6)}
$$

where $\alpha_{p n}^{\prime}=\min \left(\alpha_{p, n}, K\right), \beta_{p}^{\prime}=\min \left(\beta_{p}, K\right)$, and $\gamma_{p}^{\prime}=\min \left(\gamma_{p}, K\right)$. A routine verification shows that $C$ holds in $A^{\prime}$, and the theorem is proved.

## 2 11. Theorem (Szmielew [12]). The elementary theory of abelian groups is a decidable theory.

Proof. It suffices to show that the set of consistent sentences is r.e. For this we effectively enumerate sequences $\langle S, \delta\rangle$ where $\delta$ is 0 or 1 and $S$ is a set of the form:

$$
\left\{\left\langle p, \bar{\alpha}_{p}, \beta_{p}, \gamma_{p}\right\rangle: p \in F\right\} ;
$$

where $F$ is a finite set of primes, each $\beta_{p}$ and $\gamma_{p}$ is a natural number, and each $\bar{\alpha}_{p}$ is a finite sequence $\left\langle\alpha_{p, 1}, \ldots, \alpha_{p n}\right\rangle$ of natural numbers. For each sequence $\langle S, \delta\rangle$ we can (uniformly) effectively enumerate the f nite conjunctions of core sentences (and hence by Theorem 2.8 all sentences) which hold in the Szmielew-group of finite rank with invariants given by $\langle S, \delta\rangle$. Finally, by Theorem 2.10 and a diagonalization, we see that the set of consistent sentences is r.e., and Szmielew's theorem is proved.

For the sake of completeness we give one more result which will be improved considerably in section 4 below.
2.12. Theorem (Szmielew [12]). Let $\sigma$ be a sentence in the language of group theory. Then $\sigma$ is equivalent in the theory of abelian groups to a sentence which is a disjunction of conjunctions of core sentences.

Proof. Consider the set $S$ of all finite conjunctions of core sentences which imply $\sigma$. Suppose that $\sigma$ is not equivalent to any finite disjunction of members of $S$. Then $\sigma \cup\{7 \varphi: \varphi \in S\}$ is consistent with the theory of groups. If we now let $A$ be a group which is a model of this set of sentences we see, as in Theorem 2.8, that some conjunction $\varphi$ of core sentences true in $A$ implies $\sigma$. Thus $\varphi \in S$, contradicting the fact that $A$ is a model of $\{\neg \varphi: \varphi \in S\}$.

## §3. The existence of saturaved abelian groups

Let $A$ be an infinite group (we exclude the finite groups since their theories are trivial). In this section we are going to determine the cardinals in which the theory of $A$. Th( $A$ ), has a saturated modei. If $\kappa$ is an infinite cardinal, let $S=S_{A, k}$ be the $\kappa$-saturated model of $\operatorname{Th}(A)$ defined by

$$
S_{A, \kappa}=\prod_{p} \bar{S}_{p} \oplus S_{d}
$$

where

$$
\begin{aligned}
& S_{p}=\oplus_{n} \mathbf{Z}\left(p^{n}\right)^{\left(\alpha_{p, n}\right)} \oplus \mathrm{Z}_{p}^{\left(\beta_{p}\right)} \\
& S_{d}=\oplus_{p} \mathrm{Z}\left(p^{\infty}\right)^{\left(\gamma_{p}\right)} \oplus \mathbf{Q}^{(\delta)}
\end{aligned}
$$

where

$$
\begin{aligned}
& \alpha_{p, n}=\min \{\mathrm{U}(p, n-1: A), \kappa\} \\
& \beta_{p}=\min \{\operatorname{Tf}(p ; A), \kappa\} \\
& \gamma_{p}=\min \{\mathrm{D}(p ; A), \kappa\}
\end{aligned}
$$

( $\infty$ is defined to be $>\kappa$ ) and

$$
\delta=\left\{\begin{array}{l}
0 \text { if } A \text { is of bounded order } \\
\kappa \text { otherwise. }
\end{array}\right.
$$

By Fheorem 2.7. $S_{A, k}$ is $\kappa$-saturated and by Corollary 2.6 , it is a model of $\operatorname{Th}(4)$. It is clear that $\operatorname{Th}(A)$ has a saturated model of cardinality $\kappa$ if and only if the cardinality of $S_{A . \kappa}$ is $\kappa$. For example, the condition $\kappa^{{ }^{\prime} 0} 0=\kappa$ is easily seen to be sufficient for $T h(A)$ to have a saturated model of cardinality $\kappa$. Whether or not it is necessary depends on properties of the group $A$. We sum up the results in the following table in which we also determine for each group $A$ whether or $\operatorname{not} \operatorname{Th}(A)$ is $\aleph_{0}$-categorical, $N_{1}$-categorical and $\omega_{1}$-stable. The results on $\aleph_{1}$-categoricity and $\omega_{1}$ stability are due to $A$. Macintyre [7]. An explanation follows the table. (By the "reduced part of $A$ " we mean $A / A_{d}$, where $A_{d}$ is the maximal divisible subgroup of $A$ ).

Table

| $A$ is an INFINITE group satisfying: | $\operatorname{Th}(A)$ is $\mathrm{N}_{0}$ categorical | Th(A) is Njerate gorical | Th(A) is $\omega_{j}$ stable | Thet has a saturated model of Card $x$ iff |
| :---: | :---: | :---: | :---: | :---: |
| (I) $A$ is of bounded order | yes | $\cdots$ | yes | $N \geq \mathrm{s}_{0}$ |
| (a) $\mathrm{U}(p, n ; A)=\infty$ for only one pair $(n, n)$ | " | yes | " | * |
| (b) not (a) | " | no | * | " |
| (II) Not (I) i.e. A is not of bounded order | no | - | - | - |
| (a) reduced part of $A$ is of bounded order | " | - | yes | $k \geq N_{0}$ |
| (i) $\forall p$ (the number of elements of order $p$ is finite) | " | yes | * | " |
| (ii) not (i) | " | no | * | " |
| (b) not (a) | " | " | no | - |
| (i) $\forall p, \operatorname{Tf}(p ; A) \neq \infty$ and $\exists$ only finitely many $p$ such that $\exists$ n for which $\mathrm{U}(p, n ;, A)=\infty$ | " | * | * | $\kappa \geq 2{ }^{*} 0$ |
| (ii) not (i) | * | " | - | $\therefore^{\circ 0}=x$ |

## Explanation of the table:

First, observe that for any infinite group $A$, all the models of $\operatorname{Th}(A)$ belong to the same row of the table as $A$. The conditions on $A$ stated in the tirst column are not elementary statements in general, but if a given group $A$ satisfies one of these conditions it satisfics an elementary statement, or set of statements, which imply the condition. For example, if the reduced part of $A$ is of bounded order, then there is an $n$ such that $n A$ is divisible; for a fixed $n$, the latter is an elementary statement and so every model $G$ of $\operatorname{Th}(A)$ is such that $n G$ is divisible i.e. the reduced part of $G$ is of bounded order.
(I) If $A$ is of bounded order, then so is every mode of $\mathrm{Th}(A)$, and every
model of Th(A) is a direct sum of finite cyclic groups (Theorem 6 of (6]). Say $A=\oplus_{p, n} Z\left(p^{n}\right)^{\left(\alpha_{p, n}\right)}$ : there are only a finite number of pairs ( $p, n$ ) such that $\alpha_{p, n} \neq 0$. For each ( $p, n$ ) there is a sentence (or set of sentences) of $\operatorname{Th}(A)$ which says that $\mathrm{U}(p, n-1 ; A)$ is a given finite cardinal (or is infinite). If $B$ is a countable model of $T h(A)$ and if $\mathrm{U}(p, n-1 ; A)=\mathrm{U}(p, n-1 ; B)=\infty$, then necessarily $\operatorname{dim} p^{n-1} B|p| / p^{n} B|p|=\mathcal{N}_{0}$ i.e. the number of copies of $7\left(p^{n}\right)$ in the direct decomposition of $B$ is $\kappa_{0}$. Hence the countable model of $\mathrm{Th}(A)$ is uniquely determined up to isomorphism.

In order to prove that $\operatorname{Th}(A)$ is $\omega_{1}$-stable it suffices to prove that if $B=\oplus_{p, n} \mathrm{Z}\left(p^{n}\right)^{\left(\beta_{p, n}\right)}$ is the countable model of $\mathrm{Th}(A)$ there are only countably many inequivalent elementary embeddings of $B$ into itself (Theorem 0.16 . If $f: B \rightarrow B$ and $g: B \rightarrow B$ are elementary embeddings they are pure embeddings and since $B$ is of bounded order, $f(B)$ and $g(B)$ are direct summands of $B$ (Theorem 7 of $[6]$ ): $B=f(B) \oplus C, B=g(B) \oplus C^{\prime}$. Clearly $f$ and $g$ are equivalent if and only if $C$ and $C^{\prime}$ are isomorphic. But $C \equiv \oplus_{p, n} Z\left(p^{n}\right)^{\left(1 p_{n}\right)}$. where $\gamma_{p, n} \leq \beta_{p, n}:$ since $\beta_{p, n}=0$ for all but a finite number of pairs $(p, n)$ there are only a countable number of isomorphism classes of groups to which $C$ can belong.

We shall prove below that if the reduced part of $A$ is of bounded order, then $\mathrm{Th}(A)$ has a saturated model in every cardinal $\kappa \geq \kappa_{0}$.
(I) (a) Since $A$ is infinite but of bounded order, there is at least one pair $(p, n)$ such that $\mathrm{U}(p, n-1 ; 1)=\infty$. If there is a unique $\left(p_{0}, n_{0}\right)$ such that $\mathrm{U}\left(p_{0}, n_{0}-1: A\right)=\infty$, then the unique (up to isomorphism) model of $\operatorname{Th}(A)$ of cardinality $\kappa \geq N_{1}$ is

$$
\left.\stackrel{\oplus}{(p, n) \neq\left(p_{0}, n_{0}\right)} \text { Z(prn}\right)^{\left(\alpha_{p} n^{\prime} \oplus\right.} \oplus\left(p_{0}^{n_{0}}\right)^{(\kappa)}
$$

(I) (b) On the other hand, if there exist $\left(p_{0}, n_{0}\right) \neq\left(p_{1}, n_{1}\right)$ such that $\mathrm{U}\left(p_{0}, n_{0}-1: A\right)=\infty=\mathrm{U}\left(p_{1}, n_{1}-1 ; A\right)$, then the following are two nonisomorphic models of $\left.T h_{( } A\right)$ o: cardinality $\kappa \geq \aleph_{1}$ (Let $I=\left\{\left(p_{0}, n_{0}\right)\right.$, $\left.\left(p_{1}, n_{1}\right)\right\}$ and $\left.\alpha_{p, n}^{\prime}=\min \left\{\alpha_{p, n}, \kappa_{0}\right\}\right)$ :

$$
\stackrel{\oplus}{(p . n) \notin I} \underset{Z}{ }\left(p^{n}\right)^{\left(\alpha_{p n}^{\prime}\right)} \oplus Z\left(p_{0}^{n 0}\right)^{\left(\kappa_{v}\right)} \oplus Z\left(p_{1}^{n_{1}}\right)^{(\kappa)}
$$

and

$$
\underset{(p, n) \notin I}{\oplus} Z\left(p^{n}\right)^{\left(\alpha_{p, n}^{\prime}\right)} \oplus Z\left(p_{0}^{n_{0}} \gamma^{(\kappa)} \oplus Z\left(p_{1}^{n_{1}}\right)^{\left(\kappa_{0}\right)}\right.
$$

(II) If $A$ is not of bounded order, let $\alpha_{p, n}=\min \left\{\mathrm{U}(p, n ; A), \aleph_{0}\right\}$, $\beta_{p}=\min \left\{\operatorname{Tf}(\mu ; A), \aleph_{0}\right\}, \gamma_{p}=\min \left\{D(p ; A), \aleph_{0}\right\}$ (where we define $\infty>\kappa_{0}$ )
Then the following are two non-isomorphic countable models of Th(A) (see §2):

$$
B=\oplus_{p, n} Z\left(p^{n}\right)^{\left(\alpha_{p, n}\right)} \oplus \oplus_{p} Z_{p}{ }^{\left(A_{p}\right)} \oplus \oplus_{p} Z\left(p^{\infty}\right)^{\left(\vartheta_{p}\right)} \oplus Q
$$

and

$$
B^{\prime}=B \oplus \mathbf{Q}
$$

( $B$ and $B^{\prime}$ are both model, of $T h(1)$ because they are not of bounded order and have the same invariants as $A$ ).
(II) (a) Write $A=A_{r} \oplus A_{d}$ where $A_{r}$ is reduced and $A_{d}$ is divisible. Condition (II) (a) says $A_{r}$ is of bounded order. We have proved above that $\operatorname{Th}\left(A_{r}\right)$ is $\omega_{1}$-stable. In order to prove $\operatorname{Th}(A)$ is $\omega_{1}$-stable, it suffices. by Theorem 0.14 , to prove that $\operatorname{Th}\left(A_{d}\right)$ is $\omega_{1}-$ stabie. Let $D_{0} . D_{1}, D_{2}$ be countable models of $\operatorname{Th}\left(A_{d}\right)$ with $D_{0} \subseteq D_{1}, D_{0} \subseteq D_{2}$. We will prove that if $a_{i} \in D_{i}(i=1,2)$ then $a_{1}$ and $a_{2}$ have the same type over $D_{0}$ if and only if $\left\{n \in \mathbf{Z}: n a_{1} \in D_{0}\right\}=\left\{n \in \mathbf{Z}: n a_{2} \in D_{0}\right\}(=d \mathbf{Z}$, say) and $d a_{1}=d a_{2}$. If this is the case then clearly there are only a countable number of types in $\operatorname{Th}\left(D_{0}, x\right)_{x \in D_{0}}$. Now the conditions are obviously necessary; on the other hand, it $a_{1}$ and $a_{2}$ satisfy the conditions, then there is an isomorphism $f: D_{0}+\mathbf{Z} a_{1} \rightarrow D_{0}+\mathbf{Z} a_{2}$ (where $D_{0}+\mathbf{Z} a_{i}$ is the subgroup of $D_{i}$ generated oy $D_{0}$ and $\left.a_{i}\right)$ such that $f\left(d+n a_{1}\right)=$ $d+n a_{2}\left(d \in D_{0}\right) . f$ extends to an isomorphism

$$
f^{\prime}: E\left(D_{0}+Z a_{1}\right) \rightarrow E\left(D_{0}+Z a_{2}\right)
$$

of injective envelopes of $D_{0}+Z a_{1}$ and $D_{0}+Z a_{2}$ contained in $D_{1}$ and $D_{2}$, respectively. $E\left(D_{0}+\mathbf{Z} a_{i}\right)$ is an elementary substructure of $D_{i}$ $(i=1,2)$ (by Theorem 2.4) and $f^{\prime}\left(a_{1}\right)=a_{2}$ and $f^{\prime}(d)=d$ for $d \in D_{0}$, so $a_{1}$ and $a_{2}$ have the same type over $D_{0}$. Therefore $\operatorname{Th}(A)$ is $\omega_{1}$-stable.

Since $\operatorname{Th}(A)$ is $\omega_{1}$-stable it has a countable saturated model (Theorem 0.15 ). For $\kappa \geq \wedge_{1}$, we prove that $S_{A, \kappa}$ (see the remarks before the table) is of cardinality $\leq \kappa$. (Since $A$ is infinite, $S_{A, \kappa}$ has cardinality $\geq \kappa$ ). Indeed if we write $S_{A, k}=\Pi_{p} \bar{S}_{p} \oplus S_{d}$ then certainly $S_{a}$ has cardinality $\leq \kappa$. For all but a finite number of $p, \tilde{S}_{p}=\{0\}$ and for all $p, S_{p}$ is of
bounded order and has surdinality $\leq \kappa$. Since $S_{p}$ is of bounded order, $S_{p}$ is complete in its $p$-adic topology. (Any Cauchy sequence is eventually constant because $p^{n} S_{p}=0$ for sufficiently large $n$.) Therefore $\bar{S}_{p}=S_{p}$ for all $p$, and we conclude hat $\operatorname{Card}\left(S_{A, K}\right)=\kappa$.
(II) (a) (i) If for every $p$ there are only a limite number of elements of order $p$, then U( $p, m, A)<\infty$ and $D(p, A)<\infty$ for all $p, n$. Therefore the unique model of $T h(A)$ of cardinality $\kappa \geq N$, is:

$$
\oplus_{p, n} \mathbf{Z}\left(p^{n}\right)^{\left(\alpha_{p, n}\right)} \oplus \oplus_{p} \mathbf{Z}\left(p^{\infty}\right)^{\left(\gamma_{p}\right)} \oplus \mathbf{Q}^{(\kappa)}
$$

where $\alpha_{p, n}=\mathrm{U}(p, n-1: A), \gamma_{p}=\mathrm{D}(p: A)$.
(II) (a) (ii) On the other hand if there is a $p_{0}$ such that $\mathrm{D}\left(p_{0} ; A\right)=\infty$ (respectively: such that there exists $n_{0}$ such that $\left.\mathrm{U}\left(9_{0}, n_{0}-1: A\right)=\infty\right)$, then if $\alpha_{p n}=\min \left\{\mathrm{U}(p, n \cdots 1: A), \aleph_{0}\right\}, \gamma_{p}=\min \left\{\mathrm{D}(p ; A), \aleph_{0}\right\}$, the following are non-isomorphic models of $\operatorname{Th}(A)$ of cardinality $\kappa \geq N_{1}$ :

$$
\oplus_{p, n} Z\left(p^{\prime}\right)^{\left(\alpha_{p, n}\right)} \oplus \oplus_{p} Z\left(p^{\infty}\right)^{\left(\dot{\gamma}_{p}^{\prime}\right)} Q^{(\kappa)}
$$

and

$$
\Theta_{(p, n} Z\left(p^{\prime \prime}\right)^{\left(\rho_{p} n^{\prime}\right) \oplus \ominus_{l} \neq p_{0}} \boldsymbol{Z}\left(p^{\infty}\right)^{\left(\gamma_{p}\right)} \oplus \mathbf{Z}\left(p_{6}^{\infty}\right)^{(\kappa)}
$$

(respectively: $\underset{(p, n) \star\left(p_{0} n_{0}\right)}{\oplus} \mathbf{Z}\left(p^{n}\right)^{\left(\alpha p n^{\prime}\right)} \oplus \mathbf{Z}\left(p_{0}^{n}\right)^{(\kappa)} \oplus \oplus_{p} Z\left(p^{\infty}\right)^{\left(\gamma_{p}\right)} \oplus \mathbf{Q}$ )
(II) (b) If the reduced part of $A$ is not of bounded order we are going to prove that $T h(A)$ does not have a countable saturated model and therefore certainly $\operatorname{Th}(A)$ is neither $\omega_{1}$-stable nor $\omega_{1}$-categorical. There are two cases: if the reduced part of $A$ is not of bounded order either: (1) there are infinitely many $p$ such that there is an $n$ for which $\mathrm{U}(p, n-1: A) \neq 0$; or (2) there is a $p$ such that $\operatorname{Tf}(p ; A) \neq 0$. (To see that these are the only cases look at an $\omega_{1}$-saturated model $S=\Pi_{p} \bar{S}_{p} \oplus S_{d}$ of $\operatorname{Th}(A)$ and note that $\Pi_{p} S_{p}$ is of unbounded order if and only if there are infinitely many $p$ such that $S_{p} \neq\{0\}$ or there is a $p$ such that $S_{p}$ is of unbounded order; in the latter case it follows from Lemma 1.6 (iv) that we must have Tf $(p ; A) \neq 0)$. In Case (1), if $\Delta=p: \exists n(\mathrm{U}(p, n-1 ; A) \neq$ $0)\}, \Delta$ is infinite and for any subset $\Delta^{\prime}$ of $\Delta$

$$
\Sigma_{\Delta^{\prime}}(x)=\left\{\exists y(p y=x): p \in \Delta^{\prime}\right\} \cup\left\{\neg \exists y(p y=x): p \in \Delta-\Delta^{\prime}\right\}
$$

is consistent (if $S=\Pi_{p} \bar{S}_{p} \oplus S_{d}$ is an $\omega_{1}$-saturated model of Th(A), the element $f:=f_{\Delta^{\prime}} \in \Pi_{p} S_{p} \subseteq S$ defined by: $f(p)=0$ for $p \in \Delta^{\prime} . f(p)=$ an element of $S_{p}$ of height 0 for $p \in \Delta-\Delta^{\prime}$, satisfies $\Sigma_{\Delta}(x)$. Hence there are uncountably many 1-types in $\mathrm{Th}(A)$. If we are in Case (2), let $B$ be a model of $\operatorname{Th}(A)$ such that $Z_{p} \subseteq B$. Let $b \in B$ be a generator of a copy of $Z_{p}$ in $B$. We are going to prove that $\operatorname{Th}(B . b)$ has uncountably many 1-types, from which it follows that there is no countable saturated model. In fact we define a consistent set of formulas $\Sigma_{\sigma}(x)$ for any Cauchy sequence $\sigma=\left(a_{n}\right)$ in $Z_{p}$ such that if $\sigma$ and $\sigma^{\prime}$ have different limits in the completion $\bar{Z}_{p}$ of $Z_{p}$, then $\Sigma_{\sigma}(x) \cup \Sigma_{g}(x)$ is inconsistent. Let $\sigma=\left(a_{n}\right)$ be a Cauchy sequence in $Z_{p}$; for any $k>0$. there exists $n_{k}$ such that $m, n \geq n_{k}$ implies $p^{k}$ divides $a_{n}-a_{m}$. If $a_{n_{k}}=r_{k} / s_{k}$ where $r_{k}, s_{k} \in \mathbf{Z}$, $\left(s_{k}, p\right)=1$, let

$$
\Sigma_{\sigma}(x)=\left\{\exists y \exists z\left[\left(p^{k} y=x-z\right) \wedge\left(s_{k} z=r_{k} b\right)\right]: 1 \leq k<\omega\right\} .
$$

Then $a$ realizes $\Sigma_{\sigma}(x)$ in a model $G$ of Th(A) extending $B$. if and only if $a$ is a limit of the Cauchy sequence $\left(a_{n} \cdot b\right)_{n<\omega}$ in $Z_{p} b \subseteq B$. Clearly. if $\sigma$ and $\sigma^{\prime}$ have different limits, $\Sigma_{\sigma}(x) \cup \Sigma_{\sigma}(x)$ is inconsistent. Since $Z_{p}$, is uncountable, there are uncountable many 1-types in $\mathrm{Th}(B, b)$.
(II) (b) (i) Let $A$ be a group satisfying (II) (b) (i). Consider $S_{A, k}=\Pi_{p} \bar{S}_{p} \oplus S_{d}$, as in the introduction on this section. for $\kappa \geq N_{1}$. For each $p, S_{p}=\oplus_{n} \mathrm{Z}\left(p^{n}\right)^{i \alpha_{p n}{ }^{\prime}}+\mathrm{Z}_{p}{ }^{\left({ }^{\circ} p\right.}$ ) where $\beta_{p}$ is finite. The completion $\bar{S}_{p}$ of $S_{p}$ equals the direct sum of the completion of $\Theta_{n} Z\left(p^{n}\right)^{\left(\alpha_{p, n}\right)}$ and the completion of $\mathrm{Z}_{p}^{\left(\beta_{p}\right)}$. Since $\mathrm{Tf}(p: A)<\infty, \omega_{n} \mathrm{Z}\left(p^{\prime \prime}\right)^{1 \alpha_{p, n}{ }^{\prime}}$ is of bounded order and is therefore complete (cf. (II) (a)). The completion of $Z_{p}{ }^{\left(\beta_{p}\right)}$ has cardinality $\leq 2^{N_{0}}$ since $\beta_{p}$ is finite. Since there are only finitely many $p$ for which there is an $n$ such that $\mathrm{U}(p, n, A)=\infty$. $\operatorname{Card}\left(\bar{S}_{p}\right) \leq 2^{*_{0}}$ for all but a finite number of $p$, and for the remaining $p$ 's we have $\operatorname{Card}\left(\bar{S}_{p}\right) \leq \kappa+2^{*} 0$. On the other hand, since $\Pi_{i}, \bar{S}_{p}$ does not have bounded order, either there are infinitely many $p$ such that $\bar{S}_{p} \neq\{0\}$ or $\exists p$ such that $\operatorname{Cird}\left(\bar{S}_{p}\right)=2^{N_{0}}$. Therefore $\operatorname{Card}\left(\Pi_{p} \bar{S}_{p}\right) \geq 2^{N_{0}}$ 。 and if $\kappa \geq 2^{*} 0, \operatorname{CardII}_{p} \widetilde{S}_{p}=\kappa$.
(II) (b) (ii) If $A$ satisfies the hypotheses of (II) (b) (ii) and $\kappa \geq s_{1}$ we shall prove that $S_{A, k}$ has cardinality $\kappa{ }^{*} 0$. Consider $S_{A, k}=\Pi_{p} S_{p} \oplus S_{d}$ : if there are infinitely many $p$ for which there exists $n$ such that $\mathrm{U}(p, n, A)=$ $\infty$, then since $Z\left(p^{n+1}\right)^{(k)} \subseteq S_{p}$ for any pair $(p, n)$ such that $U(p, n, A)=\infty$,
we see that there are infinitely many $p$ such that $\operatorname{Card} S_{p}=\kappa$. Therefore $\operatorname{Card}\left(\Pi_{p} \bar{S}_{p}\right)=\kappa^{N_{0}}$. In the other case, i.e. if there ss a $p$ such that $\operatorname{Tf}(p ; A)=\infty$, then $Z_{p}{ }^{(\kappa)} \subseteq \bar{S}_{p}$ (as a pure submodule), and it will suffice to prove that the completion of $Z_{p}{ }^{(\kappa)}$ has cardinality $\kappa^{N_{0}}$. Let $a_{p}$ be a generator of the $v$-th copy of $Z_{p}$ in $Z_{p}{ }^{(\kappa)}(\nu<\kappa)$. For any $\sigma \in \kappa{ }^{N} 0$ define $s_{a}=\left(s_{o, n}\right)$ where $s_{d, n}=\sum_{k=1}^{n} p^{k} a_{a k k}$. Clearly $s_{a}$ is a Cauchy sequence in $Z_{\gamma}{ }^{(k)}$, and we claim that if $\tau \in \kappa^{N_{0}}$ such that $\sigma \neq r$, then $s_{0}$ and $s_{\tau}$ have different limits. Indeed if $m$ is minimal such that $\sigma(m) \neq \tau(m)$ then for ary $n \geq m$.

$$
s_{o, n}-s_{\tau, n}=p^{m}\left(a_{o(m)}-a_{r(m)}\right)+\sum_{k=m+1}^{n} p^{k}\left(a_{\sigma(k)}-a_{\tau(k)}\right) \text { so }
$$

so that $s_{o, n} \cdots s_{r, n}$ is not divisible by $p^{m+1}$, and the same applies to the two limits.

## §4. Elimination of quantifiers

In this section we will prove that every formula in the language of abelian groups is equivalent (relative to the theory of abelian groups) to a formula which has a particularly simple form. viz. a booken combination of core sentences (see $\S 2$ ) and formulas of the form " $p^{k} \mid \sum_{i=1}^{\prime \prime} r_{i} x_{i}$ ". This result is due to Szmielew ([12], Theorem 4.22) and it is the basis for her proof that the theory of abelian groups is decidable. Our approach will be model-theoretic, exploiting heavily the pure-injectivity of $\omega_{1}$ saturated groups. In order to keep the discussion as selfcontained as possible, we will first prove a series of lemmas of an algebraic sort which have analogues for modules over arbitrary rings. The above result will then be cast in the form of an elimination-of-quantifiers theorem for a natural extension of the theory of abelian groups.

Our first lemma expresses the fact that $\omega_{1}$-saturated groups satisty the usual defining propert; of pure-injective groups.

### 4.1. Lemma. If $A$ is $\omega_{1}$-saturated and $B$ is a pure extension of $A$, then $A$

 is a direct summand of $B$.Proof. Choosing an $\omega_{1}$-saturated elementary (and hence pure) extension $B^{\prime}$ of $B$, we find (as in the proof of Lemma 2.2) that given a decomposition $A=\Pi_{p} \bar{A}_{p} \oplus A_{d}$, there exists a decomposition of $B^{\prime \prime}$ of the form:

$$
B^{\prime}=\Pi_{p}\left(\bar{A}_{p} \oplus \bar{C}_{p}\right) \oplus\left(A_{d} \oplus C_{d}\right) .
$$

Letting $C=\Pi_{p} C_{p} \oplus C_{d}$, we have $B^{\prime}=A \oplus C$ and clearly $B=A \oplus\left(C^{\circ} \cap B\right)$, proving the lemma.

A positive primitive ( $p, p$ ) formula $\varphi$ is a formula of the form

$$
\exists y_{1}, \ldots, y_{m}\left[\bigwedge_{k=1}^{t} \varphi_{k}\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right)\right]
$$

where each $\varphi_{k}$ is of the form $\sum_{i=1}^{n} r_{i} x_{i}+\sum_{i=1}^{m} s_{i} y_{j}=0$.
Note that every such formula is preserved under homomorphisms (into)
and that a conjunction or existential quantification of positive primitive formulas is logically equivalent to a positive primitive formula.
4.2. Corollary. If A is a pure subgroup of $B, \varphi\left(x_{1}, \ldots, x_{n}\right)$ is a positive primitive formula. and $a_{1}, \ldots, a_{n} \in A$; then $\varphi\left(a_{1}, \ldots, a_{n}\right)$ is true in $A$ if and only if it is true in $B$.

Proof. From the fact that positive existential formulas are preserved under homomorphisms, it should be clear that the conclusion holds if $A$ is a direct summand of $B$. Blowing up the situation to an $\omega_{1}$-saturated extension, we have

$$
\begin{gathered}
\because \subset B^{\prime} \\
Y \\
Y \\
A \subset B,
\end{gathered}
$$

where $A^{\prime}$ and $B^{\prime}$ are $\omega_{1}-$-saturated and all inclusions are pure. By Lemma 4.1. $A^{\prime}$ is a direct summand ( $i B$ and the corollary is proved after a short diagram chase.

For a more standard proof of this corollary, see Fuchs ([15], Theorem 28.5).

If $A, A^{\prime}, B$ and $B^{\prime}$ are groups with $A^{\prime} \subset A$ and $B^{\prime} \subset B$ and $f: A^{\prime} \rightarrow B^{\prime}$ is a homomorphism, then we say that $f$ is a strong homomorphism (relative to $A$ and $B$ ) if for every $a \in A^{\prime}$ and every $n \in \mathbf{Z}, n \mid a$ in $A$ only if $n \mid f(a)$ in $B$. $f$ is called a strong isomorphism if $f$ is an isomorphism and both $f$ and $f^{-1}$ are strong homemorphisms.
4.3. Lemma. Given homomorphisms $f_{i}: B \rightarrow A_{i}, i=1,2$, there exists a group $C$ and homomorphisms $g_{i}: A_{i} \rightarrow C$ such that

commmutes and
(i) if $f_{1}$ is an embedding, $3_{2}$ is also:
(ii) if, furthermore, $f_{2}$ is a strong homomorphism relative to $A_{1}$ and $A_{2}, g_{2}$ is a pure embetding:
(iii) if, furthermore, $f_{2}$ is a strong isomorphism, $g_{1}$ is a pure emedding.

Proof. We take $C$ to be the push-out $A_{1} \oplus A_{2} /\left\{\left(f_{1}(b) .-f_{2}(b)\right): b \in 9\right\}$ and $g_{i}$ to be the inclusion map of $A_{i}$ in $A_{1} \oplus A_{2}$ followed by the canonical projection on $C$. That $g_{2}$ is one-one if $f_{1}$ is one-one is well-known, and, in any case, is easily checked. Now suppose that $f_{1}$ is an embedding and that $f_{2}$ is a strong homomorphis.n relative to $A_{1}$ and $A_{2}$ (where we regard $B$ as a subgroup of $A_{1}$ via $f_{1}$ ). We want to prove $g_{2}$ is a pure embedding. Suppose $n \mid g_{2}\left(a_{2}\right)$; then there exists $b \in B$ and $(x, y) \in A_{1} \oplus A_{2}$ such that $n(x, y)=\left(0, a_{2}\right)+\left(f_{1}(b),-f_{2}(b)\right)$. Thus $n x=f_{1}(b)$, and since $f_{2}$ is strong, $n$ divides $f_{2}(b)$. Hence, since $m=a_{2}-f_{2}(b)$, we conclude that $n$ divides $a_{2}$. This finishes "he proof of (ii), and (iii) follows from (i) and (ii).

Given a group $A$ and names for the members of $A$, we let $D^{*}(A)$, the divisibility diagram of $A$, be the set of all sentences of the form $a+b=c$, $a+b \neq c$, and $n+a$ which are true in $A$.

Let $T$ be the theory of abelian groups. It should be clear that the reducts (to the language of $T$ ) if models of $T \cup D^{*}(A)$ are just the pure extensions of $A$.

Given names for the members of a set $S$. a positive primitive ( $p, p$.) system $\Sigma(x)$ over $S$ is a set of positive primitive formulas involving the names for the members of $S$ and a single free variable $x$. Given : subset $S$ of a group $A$ and names for the members of $A$, we say that such a system $\Sigma(x)$ over $S$ is consistent (relative to $A$ ) if $T \cup D^{*}(A) \cup \Sigma(x)$ is consistent, i.e., if $\Sigma(x)$ is realized in a pure extension of $A$.

Note that by the compactness theorem such a p.p. system $\Sigma(x)$ over $S$ is consistent relative to $A$ if and only if the existential closure of the conjunction of every finite subset of $\Sigma(x)$ is true in $A$; and moreover, if consistent, $\Sigma(x)$ can be extended to a maximal consistent p.p. system over $S$ relative to $A$.
4.4. Lemma. If $A \subset B$ are groups such that every maximal consistent p.p. system over $A$ relative to $B$ is realized in $A$, then $A$ is a direct summand of $B$.

Proof. Consider the set of strong homomorphisms $f$ from ;ubgroups of $B$ into $A$ which extend the identity map on $A$. Clearly a naximal member $f$ of this set exists. We need only show that the domain of $f$ is $B$.

If not, let $D$ be the domain of $f$ and choose $b \in B-D$. Let $\Sigma(x)$ be the set of positive primitive formulas true of $b$ with parameters in $D$. Let $\Sigma^{\prime}(x)$ be the set of formulas obtained from those in $\Sigma(x)$ by replacing each occurrence of a name for a member of $D$ by a name for its image under $f$. Let $\mathcal{F}(x)$ be a finite subset of $\Sigma^{\prime}(x)$. Since $\mathcal{F}^{\prime}(x)$ arises from a finite subset $\mathcal{F}(x)$ of $\Sigma$ and $\exists x \wedge \subset(x)$ is true in $B$ and since $f$ is strong, $\exists x \wedge \nabla^{\prime}(x)$ is true in $B$. Thus $\Sigma^{\prime}(x)$ is consistent relative to $B$.

Let $\Sigma{ }^{\prime \prime}(x)$ be a maximal consistent p.p. system over $A$ relative to $B$ which extends $\Sigma^{\prime}(x)$. By assumption there exists $a \in A$ which realizes $\Sigma^{\prime \prime}(x)$ and thus $\Sigma^{\prime}(x)$. We can now define $g: D+\mathbf{Z} b \rightarrow A$ according to $g(d+r b)=f(d)+r a$. We need only check that $g$ is well-defined and strong, since it will then be clear that $g$ is a homomorphism which contradicts the maximality of $f$.

Suppose that $d_{1}+r_{1} b=d_{2}+r_{2} b$. Then $d_{1}-d_{2}+\left(r_{1}-r_{2}\right) b=0$, so that " $d_{1}-d_{2}+\left(r_{1}-r_{2}\right) x=0$ " belongs to $\Sigma(x)$. Thus " $f\left(d_{1}\right)-f\left(d_{2}\right)+$ $\left(r_{1}-r_{2}\right) x=0$ " belongs to $\Sigma^{\prime}(x)$, i.e., $f\left(d_{1}\right)+r_{1} a=f\left(d_{2}\right)+r_{2} a$ and $g$ is well-defined.

Finally suppose that $n \mid d+r b$, i.e., " $\exists y(n v-d-r x=0)$ " belongs to $\Sigma(x)$. This implies that " $\exists y(n y-f(d)-r x=0)$ " belongs to $\Sigma^{\prime}(x)$, i.e., $n \mid f(d)+r a$.
4.5. Lemma. Let $S$ be a subgroup of a group $A$ and let $\Sigma(x)$ be a consistent p.p. systeri: orer $S$ relative to $A$. There exists a countable subsystem $\Sigma^{\prime}(x)$ of $\Sigma(x)$ such that if an element $b$ realizes $\Sigma^{\prime}(x)$ in a pure extension $B$ of $A$, then $b$ rcalizes $\Sigma(x)$ in $B$.

Proof. Let us call two formulas in $\Sigma(x)$ equivalent if they differ only in the choice of parameters from $S$. There are clearly only countably many equivalence classes, and we let $\Sigma^{\prime}(x)$ be obtained by choosing a representative for each equivalence class from $\Sigma(x)$.

Let $b$ realize $\Sigma^{\prime}(x)$ in a pure extension $B$ of $A$. Consider a formula
$\varphi(x)$ from $\Sigma(x)$ and the equivalent formula $\chi(x)$ from $\Sigma^{\prime}(x)$. Since $\Sigma(x)$ is consistent, there exists $a \in A$ such that $\varphi(a)$ and $\chi(a)$ are true in $A$. Now let us assume that $\varphi(x)$ is of the form:

$$
\exists y_{1}, \ldots, y_{n}\left(\Lambda_{j=1}^{k}\left(\sum_{i=1}^{n} r_{j}^{i} y_{i}+r_{x}=c_{j}\right)\right)
$$

while $\chi(x)$ is of the form:

$$
\exists v_{1}, \ldots, y_{n}\left(\bigwedge_{j=1}^{k}\left(\sum_{i=1}^{n} r_{j}^{i} v_{i}+r x=d_{j}\right)\right)
$$

where the $c_{j}$ 's and $d_{j}$ 's name elements of $S$.
Putting everything together we can write.
(i)

$$
\exists y_{1}, \ldots, y_{n}\left(\bigcap_{i}\left(\sum_{i} r_{i}^{i} v_{i}+r b=d_{i}\right)\right)
$$

(ii)

$$
\exists y_{1}, \ldots, y_{n}\left(\Lambda_{j}\left(\sum_{i} r_{j}^{i} y_{i}+r a=c_{j}\right)\right)
$$

and
(iii)

$$
\exists y_{1}, \ldots, v_{n}\left(\Lambda_{i}\left(\sum_{i} r_{i} y_{i}+r a=d_{i}\right)\right)
$$

(i) and (iii) imply:
(iv)

$$
\exists v_{i}, \ldots, v_{n}\left(\wedge_{j}\left(\sum_{i} r_{j}^{i} y_{i}+r(b-a)=0\right)\right)
$$

and (ii) and (iv) imply:
(v)

$$
\exists y_{1}, \ldots, y_{n}\left(\bigwedge_{j}\left(\sum_{i} r_{i}^{i} y_{i}+r b=c_{j}\right)\right)
$$

i.e., $\varphi(b)$ is true.
4.6. Lemma. if $A$ and $B$ are $\omega_{1}$-saturated, $A^{\prime} \subset A, B^{\prime} \subset B$, and $f: A^{\prime} \rightarrow B^{\prime}$ is a strong isomorphism, then there exist direct summands $A^{\prime \prime}$ and $B^{\prime \prime}$ of $A$ and $B$ respectively and an isomorphism $g: A^{\prime \prime} \rightarrow B^{\prime \prime}$ which exiends $f$. $A^{\prime \prime}$ and $B^{\prime \prime}$ may be chosen to have cardinality $\leq \operatorname{Card}\left(A^{\prime}\right)^{N_{0}}$.

Proof. If A' is not a direct summand of $A$, then by Lemma 4.4, there exists a p.p. system $\Sigma(x)$ over $A^{\prime}$ which is maximal consistent relative to $A$ and which is not realized in $A^{\prime}$. By Lemma 4.1 it is clear that there must exist a member $a$ of $A$ which realizes $\Sigma(x)$.

If $\Sigma^{\prime}(x)$ is obtained from $\Sigma(x)$ by replacing each cccurrence of a name for a member of $A^{\prime}$ by a name for its image under $f$, we see by a repetition of the argument in the proof of Lemma 4.4 that $\Sigma^{\prime}(x)$ is consistent relative to $B$. Thus by Lemma 4.1, there exists $b \in B$ which realizes $\Sigma^{\prime}(x)$.

We clam that $\Sigma^{\prime}(x)$ is the set of all positive primitive formulas over $B^{\prime}$ true of $b$. If not, the amalgamation property expressed in Lemma 4.3 would give us a contradiction to the maximality of $\Sigma(x)$.

If we now set $f_{1}\left(a^{\prime}+r a\right)=f\left(a^{\prime}\right)+r b$, we see by a repetition of the remainder of the argument in the proof of Lemma 4.4 that $f_{1}$ is a strong isomorphism property extending $f$.

We can continue this process of extending $f$ (by transfinite induction, taking unions at limit ordinais) until a direct summand $A^{\prime \prime}$ of $A$ is obtained. The cardinality of $A^{\prime \prime}$ must be $\leq \operatorname{Card}(A)^{\wedge} 0$, since every maximal consistent system is equivalen by Lemma 4.5 to a countable subsystem and the cofinality of $\operatorname{Card}\left(A^{\prime}\right)^{N_{0}}$ is $>N_{0}$.

We claim finally that the range of the map $g$ which we have obtained is a direct summand $B^{\prime \prime}$ of $B$. Otherwise ther? would be a maximal consistent p.p. system over $B^{\prime \prime}$ of $B$ which would give rise by Lemma 4.3 again to a corresponding system over $A^{\prime \prime}$, contradicting the fact that $A^{\prime \prime}$ is a direct summand of an $\omega_{1}$-saturated group.
4.7. Lemma. If $A_{1}=B_{1} \oplus C_{1}$ is an uncounatble saturated group with $\operatorname{Card}\left(B_{1}\right)<\operatorname{Card}\left(A_{1}\right)$, and if $A_{1} \cong A_{2}$ and $B_{1} \cong B_{2}$ with $A_{2}=B_{2} \oplus C_{2}$, then $C_{1} \cong C_{2}$.

Proof. We will show that $C_{1}$ and $C_{2}$ are saturated and elementarily equivalent. Let $d$ stand for the dimension of one of the vector spaces which we associate with abelian groups. Since these dimensions add over direct
sums, we have $d_{B_{1}}+d_{C_{1}}=d_{A_{1}}=d_{A_{2}}=d_{B_{2}}+d_{C_{2}}$. If $d_{A_{1}}$ is finite, we can cancel and obtain $d_{C_{1}}=d_{C_{2}}<\mathcal{N}_{0}$. If $d_{A_{1}}$ is intinite, it must be the cardinality of $A_{1}$ while $d_{B_{1}}=d_{B_{2}}$ is $<\operatorname{Card}\left(A_{1}\right)$, since $A_{1}$ is saturated and $\operatorname{Card}\left(B_{1}\right)<\operatorname{Card}\left(A_{1}\right)$. Now we can conclude $d_{C_{1}}=d_{C_{2}}=\operatorname{Card}\left(C_{1}\right)$ $=\operatorname{Card}\left(C_{2}\right)$.

Clearly $C_{1}$ and $C_{2}$ are saturated and elementarily equivalent. hence isomorphic.
4.8. Theorem. If $A$ is elementarily equivalent to $B . a_{1} \ldots, a_{n} \in A, f$ is a strong isomorphism from the subgroup generated br $\left\{a_{1}, \ldots, a_{n}\right\}$ into $B$, and $\varphi\left(x_{1}, \ldots, x_{n}\right)$ is an arbitrary formula in the language of abelian groups. then $\varphi\left(a_{1}, \ldots, a_{n}\right)$ is true in $A$ if and only if $\varphi\left(f\left(a_{1}\right) \ldots, f\left(a_{n}\right)\right.$ is truc in $B$.

Proof. By first taking elementary extensions, we may assume that $A$ and $B$ are isomorphic saturated groups of cardinality $>\boldsymbol{N H}^{0}$. By Lemma 4.6 $f$ can be extended to an isomorphism between direct summands of $A$ and $B$ of cardinality at most $2^{{ }^{\circ} 0}$. By Lemma 4.7 g can be further extended to an isomorphism between $A$ and $B$. The conclusion is immediate.

We now introduce an expansion of the language of group theory with appopriate new axioms. For each core sentence $\sigma$ (see §2), we introduce a propositional constant $p_{0}$ together with the axiom $p_{\mathrm{L}} \leftrightarrow \sigma$. For each formula of the form $p^{k} \mid x$ (with $p$ a prime). we introduce a unary relation symbol $\mathrm{D}_{p, k}(x)$ tc gether with the axiom $\forall x\left(\mathrm{D}_{p, k}(x) \leftrightarrow p^{k} \mid x\right)$. Let us call this the extended language of abelian groups.

Since every abelian group has a (unique) expansion to a model of the extended theory, the new theory $T^{\prime}$ is an inessential extension of $T$, in the sense that no new theorems in the language of $T$ are derivable. We will call $T^{\prime}$ the extended theory of abelian groups.

Let $A$ be a group and let $a_{1}, \ldots . a_{n} \in A$. Let us call the set of all (open) formulas of the extended language of abelian groups which are true of $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ in the unique expansion of $A$ the extended theory (respectively, extended open theory) of (A. $a_{1}, \ldots, a_{n}$ ).
4.9. Theorem. Given a group $A$ and elems $t s a_{1}, \ldots, a_{n}$ of 4 , the extended theory of $\left\langle A, a_{1}, \ldots, a_{n}\right\rangle$ is equiralent to the whion of the extended theo$r y$ of abelian groups and the extended open the ${ }^{2}$ : of $\left(A, a_{1}, \ldots, a_{n}\right.$ ).

Proof. We need only show that if $A$ and $A^{\prime}$ are groups with $a_{1}, \ldots, a_{n} \in A$ and $a_{1}^{\prime}, \ldots, a_{n}^{\prime} \in A^{\prime}$ such that the exter:ded open theory of $\left\langle A, a_{1}, \ldots, a_{n}\right\rangle$ is the same as that of $\left\langle A^{\prime}, a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right\rangle$, thea the (full) extended theories are the same. But using open formulas we can say that $A \equiv B$ and that the corresponding nembers $\sum_{i=1}^{n} r_{i} a_{i}$ and $\sum_{i=1}^{n} r_{i} a_{i}^{\prime}$ of the subgroups generated by $\left\{a_{1}, \ldots, a_{n}\right\}$ and $\left\{a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right\}$ have the same divisibility properties. Theorem 4.8 then yields the desired conclusion.

We can now state and prove our elimination-of-quantifiers theorem.
4.10. Theorem. Frers sormula in the extended language of abelian groups is equivalent relatire to the extended theory of abelian goups to an open formula.

Proof. Let $\varphi\left(x_{1}, \ldots, x_{n}\right)$ be an arbitrary formula of the extended language. Let $\Phi$ be the set of all open formulas $\chi\left(x_{1}, \ldots, x_{n}\right)$ such that $T^{\prime}+\forall x_{1} \ldots, x_{n}\left(\mathrm{x}\left(x_{1}, \ldots, x_{n}\right) \rightarrow \varphi\left(x_{1}, \ldots, x_{n}\right)\right.$. If $\varphi$ is not equivalent relative to $T$ to one of the members of $\Phi$, then since $\Phi$ is closed under disjunctions. $\varphi\left(c_{1}, \ldots, c_{n}\right) \cup\left\{7 \times\left(c_{1}, \ldots . c_{n}\right): \chi \in \Phi\right\} \cup T^{\prime}$ is consistent, where the $c_{i}$ 's are new individual constants. Let $\left\langle A, a_{1}, \ldots, a_{n}\right\rangle$ be a model for this theory. By Theorem 4.9 if $\Psi$ is the set of all open statements in the extended language of abelian groups which are true of ( $a_{1}, \ldots, a_{n}$ ) in $A$, then $\Psi \vdash \varphi\left(c_{1}, \ldots, c_{n}\right)$. By the compactness theorem, a finite conjunction $\chi\left(c_{1}, \ldots, c_{n}\right)$ of members of $\Psi$ is such that $T^{\prime} 1-\chi\left(c_{1}, \ldots, c_{n}\right) \rightarrow \varphi\left(c_{1}, \ldots, c_{n}\right)$ and hence $T^{\prime}+\forall x_{1} \ldots, x_{n}\left(\chi\left(x_{1}, \ldots, x_{n}\right) \rightarrow\right.$ $\varphi\left(x_{1}, \ldots, x_{n}\right)$. Thus $x \in \Phi$, cuntradicring the fact that $\left\langle A, a_{1}, \ldots, a_{n}\right\rangle$ is a model of $\left\{\neg \mathrm{x}\left(c_{1}, \ldots, c_{n}\right): \chi \in \Phi\right\}$.
4.11. Corollary (Szmielew [12]. Theorem 4.22). Every formula in the language of abelian groups is equiralent relative to the theory of abelian groups to a formula which is a disjunction of conjunctions of core sentences and formulas of the form "p${ }^{k} \mid \sum_{i=1} r_{i} x_{i} "$ and " $p^{k} \mid \sum_{i=1}^{n} r_{i} x_{i} "$, where $p$ is a prime and $k$ is a positise integer.

Proof. By Theorem 4.10 every formula is equivalent relative to $T^{\prime}$ to a formula of the desired type. Since $T^{\prime}$ is an inessential expansion of $T$, the equivalence is a theorem of $T$.

## §5. Modules over a Dedekind domain

In this section we discuss how to generalize our results to modules over a Dedekind domain. For the reader who is only interested in such a generalization to principal ideal domains, we remark that the only new aspect of the problem is expressed by Lemma 5.1 below; Theorem 5.2 is then a trivial generalization of Theorem 1.11.

We refer the reader to the standard sources [2] and [17] for the fundamental definitions and properties of Dedekind domains. In short, a commutative integral domain $\boldsymbol{\Lambda}$ is a Dedekind domain if and only if one of the following equivalent conditions holds:
(i) every ideal is a product of prime ideals ([17], p. 70 ),
(ii) every ideal is invertible ([17], p. 275),
(iii) $\Lambda$ is a Noetherian Priifer ring ([2], pp. 133-134),
(iv) every divisible module is injective ([2], p. 134),
(v) $\Lambda$ is Noetherian, every prime ideal is maximal and $\Lambda$ is integrally closed in its quotient field ([171, p 275).
Let $\Lambda$ be a fixed Dedekind domain. The language $L$ in which we formulate the elementary theory of modules over $\Lambda$ has a binary function symbol + together with a unary function symbol $f_{\lambda}$ corresponding to each $\lambda \in \Lambda$. The following axioms are adequate to define the theory $T$ of modules over $\Lambda$ :

$$
\begin{aligned}
& \forall x, y, z((x+y)+z=x+(y+z)) \\
& \forall x, y(x+y=y+x) \\
& \forall x, y\left(f_{\lambda}(x+y)=f_{\lambda}(x)+f_{\lambda}(y)\right), \lambda \in \Lambda \\
& \forall x\left(f_{1}(x)=x\right) \\
& \forall x, y\left(f_{0}(x)=f_{0}(y)\right) \\
& \forall x\left(f_{\lambda_{1}+\lambda_{2}}(x)=f_{\lambda_{1}}(x)+f_{\lambda_{2}}(x)\right), \lambda_{1}, \lambda_{2} \in \Lambda \\
& \forall x\left(f_{\lambda_{1} \lambda_{2}}(x)=f_{\lambda_{1}}\left(f_{\lambda_{2}}(x)\right)\right), \lambda_{1}, \lambda_{2} \in \Lambda
\end{aligned}
$$

We would now like to describe the complete extensions of $T$. Our method is the same as before, viz., we look at saturated modules, but now we consider $\kappa$-saturated modules for $\kappa>\lambda=\operatorname{Card}(\Lambda)+\kappa_{0}$. If $M$ is
$\kappa$-saturated, then, of course, it is $\kappa$-equationally-compact, and it can be shown that the $\lambda^{+}$-equationally compact modules are precisely the algebraically compact or pure-injective modules ([5], p. 178). It is known that any pure-injective module $M$ over $\Lambda$ is the direct sum of a divisible (i.e., injective) module $M_{d}$ and a product $M_{r}=\Lambda_{P} \bar{M}_{P}$ of modules $\bar{M}_{P}$ over the local rings $\Lambda_{P}$, where $P$ ranges over the prime (i.e., maximal) ideals of $\Lambda$ and each $\bar{M}_{P}$ is Hausdorff and complete in the $P$-adic topology ([15], Corollary 8 ). One may check that $\bar{M}_{P}=\left\{x \in M_{r}: \lambda\right.$ divides $x$ for each $\lambda \in \Lambda-P\}$ and that $M_{d}=\{x \in M: \lambda$ divides $x$ for all $\lambda \in \Lambda$ \{0\}\}.

Now $\Lambda_{P}$ is a discrete valuation ring ([17], Vol. II. pp. 38-39), and so the structure theorem of Kaplansky for complete modules applies ([6]. Theorem 22), i.e., $\bar{M}_{P}$ is the completion of a direct sum

$$
M_{P}=\oplus_{n} \Lambda_{P} / P^{p n} \Lambda_{P}^{\left.\left(\alpha_{P, n}\right) \oplus \Lambda_{P}{ }^{\left(\beta_{P}\right)}\right) .}
$$

of cyclic modules over $\Lambda_{P}$. Also, $M_{d}$, the maximal divisible submodule of $M$ is a direct sum

$$
\oplus_{P} E(\Lambda / P)^{\left(\gamma_{P}\right)} \oplus F^{(\delta)}
$$

where $E(\Lambda / P)$ denotes the injective envelope of $\Lambda / P=\Lambda_{p} / P \Lambda_{p}$ and $\because$ the quotient field of $\Lambda$ ( $[8], 2.5$ and 3.1 ). As before we define

$$
\begin{aligned}
& \mathrm{U}(P, n ; M)= \begin{cases}\operatorname{din}\left(P^{n} M[P] / P^{n+1} M[P]\right) \text { if finite } \\
\infty & \text { otherwise }\end{cases} \\
& \mathrm{Tf}(P ; M)= \begin{cases}\text { ev. value } \operatorname{dim}\left(P^{n} M / P^{n+1} M\right) \text { if finite } \\
\infty & \text { otherwise }\end{cases} \\
& \mathrm{D}(\boldsymbol{r} ; M)= \begin{cases}\text { ev. value dim } \left.\left(P^{n} M \mid P\right]\right) & \text { if finite } \\
\infty & \text { otherwise }\end{cases}
\end{aligned}
$$

where $N[P]=\{x \in N: P x=\{0\}\}$ and "dim" means dimension over $A / P$.

Note that $\Lambda_{p}$ is a principal ideal domain and that if $p \in \Lambda_{p}$ is a generator of the maximal ideal of $\Lambda_{p}$, then $p \Lambda_{p}=P \Lambda_{p}$ and $\operatorname{dim}\left(P^{n} M[P] / P^{n+1} M[P]\right)$ $\left.\operatorname{dim}\left(p^{n} \bar{M}_{p} \mid p\right] / p^{n+1} \bar{M}_{p}[p]\right)=\operatorname{dim}\left(p^{n} M_{P}[p] / p^{n+1} M_{p}[p]\right)$, since for any $Q \neq P, P^{n+!} \bar{M}_{Q}=\bar{M}_{Q}$. Similarly for the other dimensions under consideration. Moreover, one can check that Lemmas 1.5-1.10 continue to hold. with appropriate changes in notation. For example (see the paragraph before Lemma 1.6), to check that $P^{k-1} M / P^{k-1} T+P^{k} M$ has the same dimension as $P^{k} M / P^{k} T+P^{k+1} M$ (where $T$ is the torsion submodule of $M$ ), one should first note that each side is isomorphic to the corresponding quotient with $P$ replaced by $p, M$ replaced by $M_{P}$ and $T$ replaced by $T \cap M_{P}$, and then use the natural map induced by multiplication by $p$.

However, this is not sufficient for the purposes of characterizing elementary equivalence of modules over $\Lambda$. The additional complication is due to the fact that if $\Lambda / P=\Lambda_{P} / P \Lambda_{P}$ is infinite, then there is no elementary formula $\varphi(x, y)$ which says that $x$ and $y$ are independent modulo $P$. (We would need an infinite conjunction of the formulas $\lambda_{1} x+\lambda_{2} y \neq 0$ where ( $\lambda_{1}, \lambda_{2}$ ) ranges over all pairs such that $\lambda_{1} \notin P$ or $\left.\lambda_{2} \notin P\right)$. Thus the invariants $\mathrm{U}(P, n: M), \mathrm{T}(P: M), \mathrm{D}(P ; M)$ are not necessarily elementarily definable. However we can say elementarily that

$$
\begin{aligned}
& \operatorname{dim}\left(P^{n} M[P] / P^{n+1} M[P]\right) \neq 0, \\
& \operatorname{dim}\left(P^{n} M / P^{n+1} M\right) \neq 0, \\
& \operatorname{dim}\left(P^{n} M[P] \neq 0\right.
\end{aligned}
$$

It turns out that for saturated modules this is enough to determine their structure up to isomorphism. Indeed, we have the following results.

### 5.1. Lemma. Let $\Lambda$ be a Dedekind domain and $P$ a prime ideal such that

$\Lambda P$ is infinite. Let $M$ be an $\omega$-saturated $\Lambda$-module. Then $\mathrm{U}(P, n ; M)$, $\mathrm{T}(P ; M)$ and $\mathrm{D}(P, M)$ are either 0 or $\infty$.

Proof. We prove that $\mathrm{D}(P ; M)=0$ or $\infty$; the other proofs are similar. It suffices to prove for any $k$ that $\operatorname{dim}\left(P^{k} M[P]\right) \neq 0$ implies $\operatorname{dim}\left(P^{k} \|[P]\right) \geq N_{0}$.

In the following, let us write $I^{n}$ for the $n$-th power of an ideal $I$ and
$I^{(n)}$ for the set of $n$-tuples from $I$. Now let $\alpha_{1}, \ldots, \alpha_{r}$ be a basis of $P^{\wedge}$. It suffices to prove that for any $n$ the set of formulas

$$
\begin{aligned}
\vartheta_{n}= & \left\{\exists y_{1}, \ldots, y_{r}\left(\sum_{i=1}^{r} \alpha_{j} y_{j}=x_{i}\right): i=1, \ldots, n\right\} \\
& \cup\left\{\lambda x_{i}=0: \lambda \in P, i=1, \ldots, n\right\} \\
& \cup\left\{\sum_{i=1}^{n} \lambda_{i} x_{i} \neq 0:\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Lambda^{(n)}-P^{(n)}\right\}
\end{aligned}
$$

in the free variables $x_{1}, \ldots, x_{n}$ is finitely satisfiable, hence satisinable in $M$. But given a finite number of $n$-taples $\left(\lambda_{1}{ }^{(1)}, \ldots, \lambda_{n}{ }^{(1)}\right), \ldots .\left(\lambda_{1}{ }^{(0)}, \ldots\right.$, $\lambda_{n}{ }^{(t)}$ in $\Lambda^{(n)}-P^{(n)}$, it follows as in the proof of Lemma 1.10 that there exist $\rho_{1}, \ldots, \rho_{n} \in \Lambda$ such that $\sum_{i=1}^{n} \lambda_{i}^{(i)} \rho_{i} \notin P$ for $j=1, \ldots, t$. Let $a$ be a non-zero element of $P^{k} M[P]$ and let $x_{i}=\rho_{i} a$. Then $\sum_{i=1}^{n} \lambda_{i}^{()} x_{i}=$ ( $\sum_{i=1}^{n} \lambda_{i}{ }^{(j)} \rho_{i}$ ) $a \neq 0$ for $j=1, \ldots, t$, so $\Im_{n}$ is finitely satisfiable.

If $P$ is a prime ideal of $\Lambda$ such that $\Lambda / P$ is infinite, define

$$
\begin{aligned}
& \mathrm{U}^{*}(P, n ; M)= \begin{cases}0 \text { if } \mathrm{J}(P, n ; M)=0 \\
\infty & \text { otherwise }\end{cases} \\
& \mathrm{Tf}^{*}(P ; M)= \begin{cases}0 \text { if } \mathrm{Tf}(P ; M)=0 \\
\infty & \text { otherwise }\end{cases} \\
& \mathrm{D}^{*}(P ; M)= \begin{cases}0 \text { if } \mathrm{D}(P ; M)=0 \\
\infty & \text { otherwise }\end{cases}
\end{aligned}
$$

If $\Lambda / P$ is finite, let $\mathrm{U}^{*}(P, n ; M)=\mathrm{U}(P, n ; M), \mathrm{Tf}^{*}(P ; M)=\mathrm{T}(P ; M)$, $\mathrm{D}^{*}(P ; M)=\mathrm{D}(P ; M)$. We say $M$ is of bounded order if there exists $0 \neq \lambda \in \Lambda$ such that $\lambda M=0$.

Then we have:
5.2. Theorem. Let A be a Dedekind domain and Ma к-sahurated $\Lambda$-modwhe, where $k>\operatorname{Card}(\Lambda)+N_{0}$. Then

$$
M \geqslant \Pi_{p} \bar{M}_{p} \oplus M_{d}
$$

where $\bar{M}_{P}$ is the completion in the $P$-adic topology of
and

$$
M_{P}=\oplus_{n}\left(\Lambda / P^{n}\right)^{(\alpha P, n) \oplus \Lambda_{P}^{(P)}}
$$

$$
M_{d}=\oplus_{p} E(\Lambda / P)^{(\gamma p)} \oplus P^{(\gamma)}
$$

Where $i=$ quoticht field of A , and

$$
\begin{aligned}
& \alpha_{P, n} \quad\left\{\begin{array}{l}
=\mathrm{U}^{*}(P, n-1: M), \quad \text { if fmitc } \\
\geq \kappa . \\
\text { otherwise }
\end{array}\right. \\
& \beta_{P} \quad\left\{\begin{array}{l}
=\mathrm{Tf}^{*}(P, M), \quad \text { if finite } \\
\geq \kappa . \\
\text { otherwise }
\end{array}\right. \\
& \gamma_{P} \quad\left\{\begin{array}{l}
=\mathrm{D}^{*}(P ; M), \quad \text { if finite } \\
\geq \kappa . \quad \text { otherwise }
\end{array}\right.
\end{aligned}
$$

and $\delta\left(\begin{array}{l}=0, \text { if } M \text { is of bounded order } \\ \geq \kappa, \quad \text { otherwise }\end{array}\right.$
5.3. Corollary. Let $\Lambda$ be a Dedekind domain. If $M_{1}$ and $M_{2}$ are $\Lambda$-modules. then $M_{1}$ is clementarly equivalent to $M_{2}$ if and only if for every prime $P$ and every $n \geq 0$

$$
\begin{aligned}
& \mathrm{U}^{*}\left(P, * ; M_{1}\right)=\mathrm{J}^{*}\left(P, n ; M_{2}\right) \\
& \mathrm{Tf}^{*}\left(P ; M_{1}\right)=\mathrm{Tf}^{*}\left(P ; M_{2}\right) \\
& \mathrm{D}^{*}\left(P ; M_{1}\right)=\mathrm{D}^{*}\left(P ; M_{2}\right)
\end{aligned}
$$

and $M_{1}$ and $M_{2}$ are both of bounded order or both are not of bounded order.
(The corollary follows from the theorem given the existence of saturated elementary extensions of $M_{1}$ and $M_{2}$. This assumption can be avoided in a number of ways as has been indicated previously.)

We can use Corollary 5.3 to prove decidability results as we did in §2. Of course, we will need to assume that $\Lambda$ is "effectively given" in some sense. We define: $\Lambda$ is computable if $\Lambda$ is finite or there is a bijection between $\Lambda$ and the natural numbers under which the operations on $\Lambda$ correspond to recursive finctions of natural numbers (cf. [10]).
5.4. Theorem. Let $\Lambda$ be a computable Dedekind domain such that: (i) there is a recursive enumeration of the finite sets of generators of prime ideals of $\Lambda$; and (ii) for every prime ideal $P$. we can decide whether the residue class field $\Lambda / P$ is finite or not, and if it is finite, we can effectively choose a set of representatives of $\Lambda / P$. Then the theory of $\Lambda$-modules is decidable.

Proof. The proof of Theorem 5.4 proceeds like the proof of Theorem 2.11. That is to say, we first prove, using Corollary 5.3 , that any consistent sentence of the theory of $\Lambda$-modules is true in a module of the form

$$
M=\oplus_{P}\left\{\oplus_{n} \Lambda_{P} / P^{n} \Lambda_{P}{ }^{\left.\left.\left(\alpha P_{P, n}\right) \oplus \Lambda_{P}^{\left(\beta_{P}\right)} \oplus E(\Lambda / P)^{\left(\gamma_{P}\right)}\right\} \oplus F^{(\delta)}\right) .}\right.
$$

where only a finite number of the coefficients $\alpha_{P, n}, \beta_{P}, \gamma_{P}$ and $\delta$ are nonzero and all are finite. Using hypothesis (i) above we can effectively enumerate all such $M$, and for each $M$. because $A$ is computable and satisfies (ii), we can effectively enumerate all the sentences true in $M$ (i.e. all the sentences which are consequences of the complete axiomatization of $\mathrm{Th}(M)$ which Corollary 5.3 yields).

Examples. Let us look at some examples of rings $\Lambda$ such that the hypotheses of Theorem 5.4 are satisfied.
(1)(1) If $K$ is a finite field, then $A=K[X]$ is a computable P.I.D. such that
(i) the prime elements ( = irreducible polynomials of A) are effectively enumerable (because there are only a finite number of polynomials of each degree) and (ii) if $f(X)$ is irreducible of degree $m$ the polynomials of degree $<m$ represent all the non-zero elements of $N /(f(x))$.
(2) If $K$ is a computable infinite field with a splitting algorithm ([10],

Definition 9) - for example, $K=Q([14], \$ 25)$ or $K=$ any countable algebraically closed field ( $[10]$, Theorem 7 ) - then $\Lambda=K[X]$ is a computable P.I.D. such that (i) is satisfied; and (ii) the residue class fields are all infinite.
(3) Let $\Lambda$ be the ring of integers in a quadratic number field $Q(\sqrt{m})$ ( $m$ square-fres). Thus ([13]. Theorem $6-1-1) \Lambda=Z \cdot 1+Z \sqrt{m}$ if $m \equiv 1(\bmod 4)$; and $\Lambda=\mathbf{Z} \cdot 1+\mathbf{Z}\left(\frac{1}{2}+\frac{1}{2} \sqrt{m}\right)$ if $m=2$ or $3(\bmod 4)$; clearly $A$ is computable. Moreover, because of ([16], Theorem $6-2-1$ ), we can effectively enumerate the prime ideals $P$ of $\Lambda$ in such a way that we can effectively determine $P \cap \mathbf{Z}=p \mathbf{Z}$. Then the residue ciass field $A / P=(Z / p Z)[X] /\left\langle X^{2}-m\right)$ (except possibly for $p=2$, which case can be handled separately, see ([16], p. 235)) and clearly we can choose a set of representatives.
(4) More generally, if $K=Q(\theta)$ is an algebraic number field of degree $n / \mathbf{Q}$ such that the ring of integers $\Lambda$ of $K$ is $\mathbf{Z} \cdot 1+\mathbf{Z} \cdot \theta+\ldots+\mathbf{Z} \cdot \theta^{n-1}$ then a theorem of Kummer ([16], Theorem 4-9-1) enables us to effectively enumerate the primes of $\Lambda$ and to determine the residue class fields.

Let L and $T$ be as in the third paragraph of this section. It is easy to see that the results (and proofs) of section 4 generalize readily to Dedekind domains. For this purpose, let us define the core sentences of $L$ to be those which express the following assertions:

$$
\begin{aligned}
& \operatorname{dim}\left(P^{k-1} m[P] / P^{k} M[P]\right) \leq n, \\
& \operatorname{dim}\left(P^{k-1} M / P^{k} M\right) \leq n, \\
& \left.\operatorname{dim}\left(P^{k-1} M \mid P\right]\right) \leq n, \\
& \forall x(\lambda x=0),
\end{aligned}
$$

for $\lambda \in \Lambda, P$ a prime ideal, $k$ a positive integer, and if $\Lambda / P$ is infinite $n=0$, otherwise $n$ a non-negative integer.

For each prime ideal $P$, let $\varphi_{P, k}(x)$ express the relation $x \in P^{k} M$.
Let L' be the language which has a propositional constant $p_{\sigma}$ corresponding to each core sentence $\sigma$ and a unary relation symbol $D_{P, k}(x)$
corresponding to each formula $\varphi_{P, k}$. Let $T^{\prime}$ be the extension of $T$ in the language $\mathrm{L}^{\prime}$ with the following additional axioms:

$$
\begin{aligned}
& p_{\sigma} \leftrightarrow \sigma \\
& \forall x\left(\mathrm{D}_{P, k}(x) \leftrightarrow \varphi_{P, k}(x)\right)
\end{aligned}
$$

5.5. Theorem. Let L' and $T^{\prime}$ be as above. Then $T^{\prime}$ is an inessonfial extension of $T$ such that every formula of $\mathrm{L}^{\prime}$ is $T^{\prime}$-equivalent to an open formula.

Proof. As in section 4.

Let $N$ be an infinite $\Lambda$-module. We consider the problem of constructing a saturated model of $\operatorname{Th}(N)$ of a given cardinality. Define

$$
\begin{gathered}
\delta(N)=\{\kappa: \kappa>\operatorname{Card}(\Lambda) \text { and there exists a saturated } \\
\text { momodel of } \operatorname{Th}(N) \text { of cardinality } \kappa\} .
\end{gathered}
$$

Let

$$
\begin{aligned}
& \varkappa_{1}=\left\{P: \mathrm{Tf}^{*}(P ; N)=\infty \text { or } \exists n \text { s.t. } \mathrm{U}^{*}(P, n ; \mathrm{V})=\infty\right\} \\
& \varkappa_{2}=\left\{P: P \notin \Re_{1}, \mathrm{~T}^{*}(P ; N) \neq 0 \text { or } \exists n \text { s.t. } \mathrm{U}^{*}(P, n ; N) \neq 0\right\}
\end{aligned}
$$

and let $\eta_{i}=\operatorname{Card}\left(\mathcal{\varkappa}_{i}\right)$.
5.6. Theorem. (i) If the reduced nart of $N$ is of bounded order, then $\delta(N)=\{\kappa: \kappa>\operatorname{Card}(\Lambda)\}$
(ii) If the reduced part of $N$ is not of bounded order and if $\exists P$ such that $\mathrm{Tf}^{*}(P ; N)=\infty$ or there exist infinitely many $P$ such that $\exists n$ such that $\mathrm{U}^{*}(P, n ; N)=\infty$, then $\delta(N)=\left\{\kappa: \kappa \geq 2^{\eta}\right.$ and $\left.\kappa^{\eta} 1^{+N_{0}}=\kappa\right\}$
(iii) If $N$ does not satisfy (i) or (ii), then $\delta(N)=\left\{\kappa: \kappa \geq 2^{\eta} 2^{+N} 0\right\}$.

Proof. Since the idea of the proof is the same as that for abelian groups in $\S 3$ we will content ourselves with a sketch, indicating mainly the differences with the case of $\mathbf{Z}$-modules. We consider

$$
\left.S_{N_{\kappa}}=\Pi_{P} \bar{S}_{P} \oplus \oplus_{P} E(\Lambda) P\right)^{\left(\gamma_{P}\right)} e F^{(\delta)}
$$

where

$$
S_{P}=\oplus_{n} \Lambda / P^{\left.n^{\left(\alpha \alpha_{P}, n\right.}\right)} \oplus \Lambda_{P}{ }^{\left(\beta_{P}\right)}
$$

where

$$
\begin{aligned}
& \alpha_{P, n}=\min \left\{\mathrm{U}^{*}(P, n-1: N), \kappa\right\} \\
& \beta_{P}=\min \left\{\operatorname{Ti}^{*}(P ; N), \kappa\right\} \\
& \gamma_{P}=\min \left\{\mathrm{D}^{*}(P ; N), \kappa\right\} \\
& \delta= \begin{cases}0 \text { if } N \text { has bounder order } \\
\kappa & \text { otherwise. }\end{cases}
\end{aligned}
$$

As in $\$ 3$ we have that $\operatorname{Th}(N)$ has a saturated model of cardinality $\kappa \Leftrightarrow \operatorname{Card}\left(S_{N, \kappa}\right)=\kappa$.
(i) If the reduced part of $N$ is of bounded order then there are only a finite number of $P$ such that $\bar{S}_{P} \neq 0$, and for each such $P$,

$$
S_{P}=S_{p}=\oplus_{n \leq N_{P}} \Lambda_{i}^{\prime p^{n}\left(\alpha_{p, n}\right)}
$$

Clearly $\left|S_{N . \kappa}\right| \leq \kappa$, and, since $N$ is infinite, $\left|S_{N, \kappa}\right|=\kappa$.
(ii) Let $\mathcal{O}=\{P: \Lambda / P$ is infinite $\}$. Notice that $\delta \cap \chi_{2}=\emptyset$, so that if $P \in \Re_{2}$, then Card $\bar{S}_{F} \leq 2^{\circ} 0$. [To see this, note that if $\Lambda / P$ is finite, the completion $\bar{\Lambda}_{P}$ of $\Lambda_{P}$ has cardinality $2^{" 0}$ because every element of $\bar{\Lambda}_{P}$ is uniquely represented in the form

$$
\sum_{i \geq N} s_{i} p^{i}
$$

where $s_{i} \in S=$ a complete set of representatives of $\Lambda / P$, and $P \Lambda_{P}=p \Lambda_{P}$ ([16], Theorem 1-9-1, p. 35). Also note that the torsion part of $S_{P}$ is countable and of finite length]. If $\mathrm{Tf}^{*}(P ; N)=\infty$ then since the completion of $\Lambda_{P}{ }^{(\kappa)}$ has cardinality $\kappa^{N_{0}}$ (cf. $\S 3$ ), $\left|\bar{S}_{P}\right|=\kappa^{\kappa_{0}}$. By considering all the possibilities for $\operatorname{Card}\left\{P \in \chi_{1}: T f^{*}(P ; N)=\infty\right\}$ and $\operatorname{Card}\left\{P \in \dot{\chi}_{1}\right.$ : $\left.\mathrm{Tf}^{*}(P ; N) \neq \infty\right\}$, one can prove that $\operatorname{Card}\left(\Pi_{P \in \eta_{1}} \bar{S}_{P}\right)=\kappa^{\eta_{1} \Lambda_{0}} \geq 2^{\kappa_{0}}$.

Also it is not hard to see that if $\eta_{2}$ is infinite, $\operatorname{Card}\left(\Pi_{P \in x_{2}} \bar{S}_{p}\right)=2^{n_{2}}$ (because each $\bar{S}_{p}$ for $P \in \mathcal{X}_{2}$ satisfies $0<$ Card $\bar{S}_{p} \leq 2^{N} 0$ ). Therefore $\operatorname{Card}\left(\Pi_{P} \bar{S}_{P}\right)=\kappa^{\eta_{1}+\kappa_{0}}+2^{\eta_{2}}$.
(iii) We have already noted that $\operatorname{Card}\left(\bar{S}_{P}\right) \leq 2^{N_{0}}$ for $P$ in $x_{2}$. Also, since we are assuming that $\Pi_{P} \bar{S}_{P}$ is not of bou ded order, either there exists $P$ such that $\mathrm{Tf}^{*}(P ; N) \neq 0$ or there exist infinitely many $P$ such that $\bar{S}_{P} \neq 0$. Using these observations and considering all the possibilities for $\operatorname{Card}\left\{P \in \varkappa_{2}: \operatorname{Tf}(P ; N) \neq 0\right\}$ and $\operatorname{Card}\left\{P \leq^{\ell} \tau_{2}: \operatorname{Tf}(P ; N)=0\right\}$ one can prove that $\operatorname{Card}\left(\Pi_{p \in x_{2}} \bar{S}_{P}\right)=2^{n_{2}+x_{0}}$. Because we are in case (iii) $\chi_{1}$ is a finite set of $P$ such that $\mathrm{Tf}^{*}(P ; N)=9$ and $\exists n$ such that $\mathrm{U}^{*}(P, n ; N)=\infty$. Therefore $\operatorname{Card}\left(\Pi_{P \in x_{1}} \bar{S}_{P}\right)=\kappa$. So $\operatorname{Card}\left(S_{N, \kappa}\right)=$ $\kappa+2^{n_{2}+\kappa_{0}}$.

Added in proof. An earlier attempt to give a new proof of some of Szmielew's results was made by Kargapolov [6a]. This work made use of Robinson's test for model-completeness, but it was later observed that the proof contained an error (see the review by Mennicke [8a]). A more recent paper by Kozlov and Kokorm [6b] makes use of Robinson's test to give a prooi of a generalization of Szmielew's criterion for elementary equivalence. We have not checked the details of the proof, but it appears to avoid Kargapolov's error.

## Bibliography

[1] J.L. Bell and A.B. Slomson, Models and Ihtraproducts: An Introduction (North-Holland, Amsterdam, 1969).
[2] H. Cartan and S. Eilenberg. Homological Algebra (Princeton University Press, Princeton, 1956).
[3] C.C. Chang and H.J. Keisler, Model Theory, (North-Holland, Amsterdam, 1972, to appear).
(4) S. Feferman and R.L. Vaught, The first order properties of products of algebraic systems, Fund. Math. 47 (1959) 57-103.
[5] L. Fuchs, Infinite Abelian Groups, vol. I (Academic Press, New York, 1970),
16] 1. Kaplansky, Infinite Abelian Groups, revised edition (University of Michigan Press, Ann Arbor, 1969).
[6a] M.I. Kargapolov, Algebra i Logika 1 (6) (1963) 26-36.
(6b) G.T. Kozlov and A.I. Kokorin, Algebra i Logika 8 (3) (1969) 182-190.
[7] A. Macintyre. On $\omega_{1}$-categorical theories of abelian groups, Fund. Math. 70 (1971) 253-270.
[8] E. Mattis, Injective modutes over Noetherian rings, Pac. J. Math. 8 (1958) 511-528.
[8a] J. Mennicke, J. Symbolic Logic 32 (1967) 535-536.
[9] M, Morley and K. Vaught, Homogeneous universal models, Math. Scand. 11 (1962) 37-57.
[10] M. Rabin, Computable algebra, general theory and theory of computable fields, Trans. A.M.S. 95 (1960) 341-360.
[11] J.R. Shoenfield, Mathematikai Logic (Addison-Wesley, Reading, Mass., 1967).
[12] W. Szmiclew. Elementary properties of Abelian groups, Fund. Math. 41 (1955) 203-271.
[13] R.L. Vaught. Denumerable models of complete theories, in: Infinitistic Methods (Pergamon Press, Macmillan, New York, 1961) 303-321.
[14] B.L. van der Waerden, Modern Algebra, second edition (Frederick Unger, New York, 1964).
[15] R.B. Warfield, Purity and algebraic compactness for modules, Pac. J. Math. 28 (1969), 699-719.
[16] E. Weiss. Algebraic Number Theory (McGraw-Hill, New York, 1963).
[17] O. Zariski and P. Samuel. Commutative Algebra, vols. I and II (Van Nostrand, New York, 1958).


[^0]:    * Research partially sponsored by the Air Force Office of Scientific Research, Office of Aerospace Research, United States Air Force. unde: AFOSR Contract No. F44620-70-C-00\%2,

