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ABSTRACT

We present algorithms which apply self-scaling fast plane rotations to the QR decomposition for stiff least squares problems. We show that both fast and standard Givens rotation-based algorithms produce accurate results, regardless of row sorting and even with extremely large weights, when equality-constrained least squares problems are solved by the weighting method. Numerical test results show that the Householder QR decomposition algorithm is sensitive to row sorting and produces less accurate results when the weights are large, and that the modified Gram-Schmidt algorithm is less sensitive to row sorting. This makes the fast plane rotation a method of choice for the QR decomposition of stiff matrices, since it is also competitive in computational complexity. Based on the above results, an efficient algorithm is also derived for the application where the least squares solutions are required for various constrained matrices for each fixed data matrix.
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1. INTRODUCTION

Least squares problems with equality constraints (LSE) may be represented as

$$\min_{Bx = d} \| Ax - b \|_2, \quad (1)$$

where $A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{l \times n}$, $m \geq n$, and $n \geq l$. We will assume that $\text{rank } B = l$ and $\text{null}(A) \cap \text{null}(B) = \{0\}$. If

$$\text{rank} \begin{pmatrix} B \\ A \end{pmatrix} < n,$$

a minimum norm solution can be specified.

The LSE problems arise in several applications, including adaptive beam-forming in signal processing [28], curve fitting [6], penalty function methods in nonlinear optimization [27], geodetic least squares adjustment [28], and surface fitting [17].

The methods for solving the LSE problem include the nullspace method, the direct elimination method, and the weighting method [17]. All of these methods involve orthogonal transformations. As methods based on the solution of normal equations perform much worse when matrix condition numbers are large, they are not generally recommended. The LSE problem may also be solved via pseudoinverses [and thus via the singular value decomposition (SVD)] [17], but because of its greater computational complexity, this method is of practical use for analysis only. For the analyses based on the generalized SVD (GSVD) and on weighted pseudoinverses, see [3, 11, 12, 28]. In [6], it has been illustrated that the nullspace and the direct elimination methods are numerically stable, and these two methods are shown to yield almost identical numerical accuracy results [20]. There are also direct and iterative methods for the solution of sparse problems which are beyond the scope of this article. Readers are directed to [8].

We have previously presented self-scaling fast plane rotations [2] which obviate the rescaling necessary in other fast plane rotations. In this paper, we present algorithms that apply self-scaling fast plane rotations to the QR decomposition for stiff least squares problems. These problems appear when an equality-constrained linear least squares problem is solved via extreme weighting of the constraint equations, for example. The accuracy of our algorithm compares favorably with that of the Givens-rotation-based algorithm, while the Householder method may produce very sensitive results.
Moreover, both fast and standard Givens-rotation-based algorithms produce very accurate results, regardless of row sorting and even with extremely large weights, in our experiments. This makes the fast plane rotation a method of choice for the $QR$ decomposition, since it is also competitive in complexity with the Householder method.

This paper is organized as follows: In Section 2, we review the methods for solving equality-constrained least squares problems and compare their computational complexities. In Section 3, we describe how the self-scaling fast rotation can be applied in solving equality-constrained least squares problems via the weighting method. The role of row sorting and the column pivoting in producing accurate results in the weighting method is discussed. We show how the presented algorithm can be utilized in applications where the least-squares solutions are required for various constrained matrices for each fixed data matrix. We then present the numerical test results in Section 4, where the Givens methods are shown to produce far more accurate results than the Householder method and the modified Gram-Schmidt method in extreme cases when the weight values become large and rows are sorted in a certain way.

2. EQUALITY-CONSTRAINED LEAST SQUARES

In this section, we briefly review the weighting method, the nullspace method, and the direct elimination method and compare their computational complexities. In the weighting method, the LSE problem (1) is transformed to the unconstrained linear least squares (LS) problem.

$$\min_{x} \left\| \begin{bmatrix} \eta B \\ A \end{bmatrix} x - \begin{bmatrix} \eta d \\ b \end{bmatrix} \right\|_2, \quad \eta \gg 1. \quad (2)$$

which is the same as the weighted least squares problem (WLS) [6]

$$\min_{x} \left\| W \left( \begin{bmatrix} B \\ A \end{bmatrix} x - \begin{bmatrix} d \\ b \end{bmatrix} \right) \right\|_2. \quad (3)$$

where

$$W = \text{diag}(\eta I_l, I_m). \quad (4)$$
It is shown in [14] that with a large enough $\eta$, the solution to (2) can accurately approximate the LSE solution to (1). However, a large value of $\eta$ yields a stiff problem, and we have to choose the algorithm carefully for accurate results.

The normal equation method of solution,

$$\left(\eta^2 B^TB + A^TA\right)x = \eta^2 B^Tb + A^Tb,$$

should be avoided when the $\eta^2 B^TB$ term overwhelms the $A^TA$ term resulting an unacceptable information loss for large values of $\eta$.

The Householder, modified Gram-Schmidt, and Givens orthogonal decomposition methods are commonly used for the solution of LS problems [7, 14]. It has been shown that for the stiff problems, the solution vector obtained by the QR decomposition is sensitive to the row sorting of the matrix and also to the size $\eta$. However, in this paper, we will show that although this is the case with the Householder method, the Givens method and its fast versions for the QR decomposition are not sensitive to row sorting according to a substantial number of experiments.

The nullspace method [17], summarized in Algorithm 1, uses an orthogonal basis of the nullspace of the constraint matrix. Although this method admits stable updating, it is inefficient if $A$ is large and sparse [14] or if the problem is to be solved for various matrices $B$ for a fixed $A$, as each product $AQ_B$ must be recalculated.

**Algorithm 1 (Nullspace).**

$$\begin{bmatrix} B \\ A \end{bmatrix} Q_2 = \begin{bmatrix} L_B \\ 0 \\ \tilde{A}_1 \\ \tilde{A}_2 \end{bmatrix},$$

$$Q_B^TQ_B = I, \quad L_B \in \mathbb{R}^{I \times I} \quad (I.Q \text{ transform}),$$

$$L_B^{-1}d \Rightarrow \tilde{x}_B \quad (\text{triangular forward solve}),$$

$$b - \tilde{A}_1 \tilde{x}_B \Rightarrow \tilde{b}$$

---

As an important implementation detail, if matrices are stored in row-major form, the $X = QR$ decomposition should be performed, and if in column-major form, the $X^T = LQ^T$ decomposition should be performed, so as to promote and maximize contiguous data reference. Herein we will assume row-major storage and discuss the $QR$ rather than the $LQ^T$ decomposition.
The direct elimination method is presented in Algorithm 2. It applies orthogonal transformations to the constant matrix and then elementary transformations (Gaussian elimination) to the data matrix. Column interchanges are necessary to insure that the resulting first \( l \) columns of the constraint matrix are linearly independent. Then, the equality-constrained least squares problem (1) can be restated as the unconstrained problem. For the generalization of this algorithm to handle the instance where \( A \) and \( B \) have certain sparsity structure and each may be rank-deficient, see [5]. The direct elimination method admits updating in a straightforward manner.

**Algorithm 2 (Direct elimination).**

\[
\begin{bmatrix}
Q_B^T & 0 \\
0 & I_m
\end{bmatrix}
\begin{bmatrix}
B & d \\
A & b
\end{bmatrix}
\Pi =
\begin{bmatrix}
R_B & \tilde{B}_2 & d \\
A_1 & A_2 & b
\end{bmatrix}
\begin{bmatrix}
R_B & \tilde{B}_2 & d \\
A_1 & A_2 & b
\end{bmatrix}
\]

\( B_1 \in \mathbb{R}^{1 \times l} \), \( B_\mu \in \mathbb{R}^{1 \times l} \)

\( (QR \text{ with column interchange}) \)

\[
\begin{bmatrix}
I_l & 0 \\
0 & I_m
\end{bmatrix}
\begin{bmatrix}
R_B & \tilde{B}_2 & d \\
A_1 & A_2 & b
\end{bmatrix} =
\begin{bmatrix}
R_B & \tilde{B}_2 & d \\
0 & \tilde{A}_2 & \tilde{b}
\end{bmatrix}
\]

\( (\text{Gaussian elim.}) \).

\[
\begin{bmatrix}
I_l & 0 \\
0 & Q_A^T
\end{bmatrix}
\begin{bmatrix}
R_B & \tilde{B}_2 & d \\
0 & \tilde{A}_2 & \tilde{b}
\end{bmatrix} =
\begin{bmatrix}
R_B & \tilde{B}_2 & d \\
0 & R_A & \tilde{b}_1 \\
0 & 0 & \tilde{b}_2
\end{bmatrix}
\]

\( R_A \in \mathbb{R}^{(n-l) \times (n-l)} \).

\[
\begin{bmatrix}
R_B & \tilde{B}_2 \\
0 & R_A
\end{bmatrix}
\begin{bmatrix}
\tilde{d} \\
\tilde{b}_1
\end{bmatrix} = \tilde{x}
\]

\( (\text{triangular backsolve}) \).

\[ \Pi \tilde{x} \Rightarrow x \]
### Table 1

<table>
<thead>
<tr>
<th>Weighting</th>
<th>Nullspace</th>
<th>Direct elimination</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{1}{2} vn^2(m + l - n/3) )</td>
<td>( \frac{1}{2} vn^2(m + l - n/3) )</td>
<td>( \frac{1}{2} vn^2(m + l - n/3) - mnl(v - 2) )</td>
</tr>
</tbody>
</table>

\( v \) = operations for a 2-element rotation: \( v = 6 \) flops (slow rotation), \( v = 4 \) flops (fast rotation).

In Table I, the floating point complexity (1 flop \( \approx 1 \) multiplication or 1 addition) is presented using the efficient algorithm for each method. It was assumed that the orthogonal factor was not formed explicitly but the rotations which would form it were saved in factored form and later used as described in [24].

Because the nullspace and weighting methods consist of rotations and triangular solves exclusively, their floating point complexities are roughly the same. The direct elimination method replaces some orthogonal transformations with elementary transformations which are computationally less expensive. However, this may result in less accurate results, e.g. when the elements in \( A \) are much larger than those in \( B \).

## 3. Fast Givens Rotations for Stiff LS Problems

### 3.1. Fast Givens Rotations

The Givens algorithm for the QR decomposition is based on plane rotations. A plane rotation \( G \) of order \( n \) through an angle \( \theta \) in the \((p, q)\) plane is the same as the identity matrix \( I_n \), except for the four elements at the intersections of the \( p \)th and \( q \)th rows and columns. It is well known that a Givens rotation can annihilate a specific element in a matrix as

\[
\begin{pmatrix}
-c & s \\
-s & c
\end{pmatrix}
\begin{pmatrix}
x_{p1} \\
x_{q1}
\end{pmatrix} = \begin{pmatrix}
* \\
0
\end{pmatrix},
\]

\[c = \frac{x_{p1}}{\sqrt{x_{p1}^2 + x_{q1}^2}} \quad \text{and} \quad s = \frac{x_{q1}}{\sqrt{x_{p1}^2 + x_{q1}^2}}.
\]

(6)

(In practice, these equations are reformulated to minimize overflow and roundoff error [14].) There are many ordering in which the elements in the matrix can be annihilated for the triangularization. Some of these orderings
promote data locality, and others permit many rows to be annihilated in parallel [1].

For two row vectors of length $n$, applying each Givens rotation requires $4n$ multiplications (and $2n$ additions). This complexity in multiplication can be reduced to $2n$ using fast Givens rotations [13, 16, 2]. A secondary advantage of the fast rotation is that the square roots for the computation of cosine and sine can be eliminated [23]. However, the standard fast rotations have been avoided in production algorithms which utilize plane rotations, mainly due to their possible overflow/underflow problems [4, 14, 18, 19]. We now briefly review our self-scaling fast rotations [2], which obviate the need for detecting the overflow/underflow, to be used to solve the WLS (3).

Suppose a transformation via a rotation $G$ gives

$$X' = GX.$$  

In fast rotations, the number of multiplications is reduced by keeping the matrix $X$ in the factored form $DY$, where $D$ is a diagonal matrix and $Y$ is accordingly scaled, and these two factors are updated separately. The calculation of the product of the two factors may be postponed until the explicit result is required. The matrix $D$ can be initialized as the identity matrix or a diagonal matrix with its diagonal elements the same as the weights. The rotation may then be represented in the factored form

$$X' = GX = GDY = D'FY = D'Y'.$$  \hspace{1cm} (7)  

In actual computation, in order to avoid square roots, $D^2$ rather than $D$ is stored and used for the calculation of rotation parameters. There are several ways to choose a fast rotation $F$ and the new diagonal matrix $D'^2$ so that the number of multiplications is reduced by half compared to the standard (slow) rotation. For the choice of $F$ and $D'$ in the standard fast rotations, see Table 2, where $F_{pq}$ denotes the $2 \times 2$ submatrix of $F$ in the $(p, q)$ plane and it is assumed that the rotation occurs in the $(p, q)$ plane.

To bound the maximum decrease in the diagonal factor matrix $D^2$, one must choose between the two alternative formulations of the fast rotations which update the diagonal elements of $D^2$ with cosines or sines. In the standard fast rotation, although the decrease in magnitude of each element of the diagonal factor $D^2$ can be bounded by $\frac{1}{2}$ with the appropriate application of the two formulations, the diagonal elements of $D^2$ are reduced at each rotation and may eventually cause underflow.
TABLE 2

FAST PLANE ROTATION ALGORITHMS WITH CONDITIONS OF APPLICABILITY

<table>
<thead>
<tr>
<th>Condition</th>
<th>Standard</th>
<th>Self-scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>(</td>
<td>\theta</td>
<td>\leq \frac{\pi}{4})</td>
</tr>
<tr>
<td>(y_{q1}/y_{p1} \leq d_{p}^2/d_{q}^2)</td>
<td>(\gamma = d_{p}^2/d_{q}^2)</td>
<td>(\alpha = y_{q1}/y_{p1})</td>
</tr>
<tr>
<td>(</td>
<td>\theta</td>
<td>&gt; \frac{\pi}{4})</td>
</tr>
<tr>
<td>(y_{q1}/y_{p1} &gt; d_{p}^2/d_{q}^2)</td>
<td>(\gamma = d_{p}^2/d_{q}^2)</td>
<td>(\alpha = y_{q1}/y_{p1})</td>
</tr>
</tbody>
</table>

The result of applying a standard fast rotation in (7), \(Y' = FY\), can be written in a modified form

\[
\begin{align*}
\begin{cases}
y_p' = y_p + t \cdot \frac{d_q}{d_p} y_q \\
y_q' = y_q - c \cdot \frac{d_p}{d_q} y_p'
\end{cases}
\end{align*}
\]
An extra benefit of this formulation, in addition to the elimination of temporary storage of $y_p$ [10], is that the number $c^2$ is multiplied into one diagonal element and divided into the other. Subsequently, the decrease of the diagonal elements is no longer monotonic. In [2], we developed four variations of the modified fast rotation (8) for the cases of large and small rotation angles and the cases when the ordering of the indices $p$ and $q$ is reversed. These four rotations were combined into an algorithm which minimizes the drift away from unity of the diagonal factor elements. The decision table for the self-scaling fast plane rotation is also displayed in Table 2. In the table, $r$ denotes the value that satisfies

$$
\begin{bmatrix}
c & s \\
-s & c
\end{bmatrix}
\begin{bmatrix}
d_p y_{p1} \\
d_q y_{q1}
\end{bmatrix} =
\begin{bmatrix}
d'_p & 0 \\
0 & d'_q
\end{bmatrix}
\begin{bmatrix}
r
\end{bmatrix}.
$$

The underlying heuristic for this self-scaling algorithm is to diminish the larger diagonal element while augmenting the lesser. Thus the monitoring and often necessary rescaling of the system, as implemented in [18, 19] is obviated. Additional advantage of the dual AXPY chaining and the elimination of the temporary store should yield performance gains on more advanced architectures [1].

### 3.2. Row Pivoting in Self-Scaling Fast Rotations

In this subsection, we present the error analysis for the self-scaling square-root-free fast rotations and discuss the role of row sorting in producing accurate results. The following analysis is based on the error analysis of the standard fast Givens rotation as derived by Parlett [21]. We assume that we are at some intermediate stage in the QR decomposition by self-scaling fast rotations. Let $\varepsilon$, which may be different in every instance, be a tiny number such that $|\varepsilon| \leq u$, where $u$ is the unit roundoff of the architecture, and let it represent the standard error of an elementary floating point operation. We will use the notational shorthand of representing $\prod(1 + \varepsilon)$ as $(1 + k\varepsilon)$, and a computed quantity will be differentiated from its exact value by the following convention: $\hat{\alpha}(\alpha) = \hat{\alpha}$. An updated quantity will be represented with a prime affixed.

We now examine the small angle case $|\theta| < \pi/4$, with $|d_p| \geq |d_q|$, and the large angle case $\pi/2 > |\theta| > \pi/4$, with $|d_p| < |d_q|$. The small angle case arises when $|x_{p1}| > |x_{q1}|$. This will usually be the case when $x_{p1}$ is an element of the constraint matrix $B$ but $x_{q1}$ is not, in the weighting method, since the constraint is heavily weighted.
The scalars computed in floating point arithmetic are shown in Table 3 in the same order they appear in Table 2. As an improvement over previous analyses [2], we introduce the new error variable $\varepsilon_\delta$ to reflect the different nature of that operation’s error behavior and to yield a tighter error bound. Note that for $|\theta| \leq \pi/4$, if $|\theta|$ diminishes, $\tau \beta = t^2$ correspondingly diminishes, and thus the less-significant bits will be shifted away in the process of normalization when added to 1. The possible error in $\tau \beta$ will be exhibited in the least-significant bits, so smaller angles correspond to equal or smaller maximum errors in $\delta$, $|\theta_1| < |\theta_2| \Rightarrow \max|\hat{\delta}(\theta_1) - \delta(\theta_1)| < \max|\hat{\delta}(\theta_2) - \delta(\theta_2)|$. This relation may not hold if $|\theta_1|$ is too close to $|\theta_2|$. It should be noted, though, that even if $|\hat{\tau} \beta - \tau \beta| / \tau \beta \approx u$ and $(\hat{\delta} - \delta) / \delta \approx u$, it is possible, for $|\theta| \ll \pi/4$, that $[(\delta - 1) - \tau \beta] / \tau \beta \gg u$. This is indicative of unavoidable information loss in the calculation. For sufficiently small angles, $[(\hat{\delta} - \delta) - \delta(\alpha \beta)] / \delta(\alpha \beta) \leq u$, which insures high accuracy for $\hat{\tau}$, $d'_p$, and $d'_q$. An analogous formulation holds for the case $\pi/2 > |\theta| > \pi/4$.

In Table 4, the computed constants and associated errors, followed by the merging of the diagonal weight matrix, are shown. In the small angle case, the $\varepsilon_\gamma$ term is introduced to facilitate the trigonometric substitution in the analysis. It also shows that the algebraic representation of a small number subtracted from 1 is indirectly similar to the $\varepsilon_\delta$ term, since $\varepsilon_\gamma$ tends to

| $|\theta| \leq \pi/4, |d_p| \geq |d_q|$ | $\pi/2 > |\theta| > \pi/4, |d_p| < |d_q|$ |
|---|---|
| $\hat{\gamma} = \frac{d_p^2}{d_q^2} (1 + \varepsilon)$ | $\hat{\gamma} = \frac{d_p^2}{d_q^2} (1 + \varepsilon)$ |
| $\hat{\tau} = \frac{y_{q_1}}{y_{p_1}} (1 + \varepsilon) \left\{ t \frac{d_p}{d_q} \right\}$ | $\hat{\tau} = \frac{y_{q_1}}{y_{q_1}} (1 + \varepsilon) \left\{ (\gamma)^{-1} \right\}$ |
| $\hat{\beta} = \frac{\tau}{(1 + 3\varepsilon)} \left\{ \frac{d_p^2}{d_q^2} y_{q_1} - t \frac{d_q}{d_p} \right\}$ | $\hat{\beta} = \frac{\tau \gamma (1 + 3\varepsilon)}{t} \left\{ \frac{\gamma}{t} \right\}$ |
| $\delta = \frac{1 + \tau \beta (1 + 3\varepsilon)}{(1 + \tau \beta (1 + 3\varepsilon))} \left\{ \frac{c}{\delta} \right\}$ | $\hat{\delta} = \frac{1 + \tau \beta (1 + 3\varepsilon)}{\delta} \left\{ \frac{c}{\delta} \right\}$ |
| $\hat{\alpha} = \frac{\tau}{\delta} (1 + 2\varepsilon + \varepsilon_\delta) \left\{ \frac{s c}{d_p} \right\}$ | $\hat{\alpha} = \frac{\tau}{\delta} (1 + 2\varepsilon + \varepsilon_\delta) \left\{ \frac{s c}{d_p} \right\}$ |
| $\hat{\varepsilon} = \frac{d_p}{\delta} \left\{ 1 + \varepsilon + \varepsilon_\delta \right\}$ | $\hat{\varepsilon} = \frac{d_p}{\delta} \left\{ 1 + \varepsilon + \varepsilon_\delta \right\}$ |
| $d'_p = \frac{d_p^2}{\delta} (1 + \varepsilon + \varepsilon_\delta) \left\{ e^{-2} c^2 \right\}$ | $d'_p = \frac{d_p^2}{\delta} (1 + \varepsilon + \varepsilon_\delta) \left\{ e^{-2} c^2 \right\}$ |
| $d'_q = d_p^2 \delta (1 + \varepsilon + \varepsilon_\delta) \left\{ \frac{d_p^2}{c^2} \right\}$ | $d'_q = d_p^2 \delta (1 + \varepsilon + \varepsilon_\delta) \left\{ \frac{d_p^2}{s^2} \right\}$ |


$$\tilde{y}_p = [y_p + \hat{\beta} y_p(1 + \epsilon)](1 + \epsilon)$$

$$= y_p(1 + \epsilon) + \beta y_p(1 + 5\epsilon)$$

$$\tilde{d}_p^t \tilde{y}_p = \tilde{d}_p^t y_p(1 + \epsilon)$$

$$+ \tilde{d}_p^t [d_p y_p(1 + 5\epsilon)]$$

$$= \alpha d_p y_p(1 + 2\epsilon + \epsilon_h)$$

$$+ \alpha d_p y_p(1 + 6\epsilon + \epsilon_h)$$

$$\tilde{y}_q = [y_q - \hat{\alpha} \tilde{y}_p(1 + \epsilon)](1 + \epsilon)$$

$$- y_q(1 + \epsilon) - \alpha \beta y_p(1 + 9\epsilon + \epsilon_h)$$

$$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$$

$$= (1 + \alpha \beta)(1 + 8\epsilon + \epsilon_h) y_q(1 + \epsilon)$$

$$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$$

$$\{\alpha \beta = \tau \beta / \delta = c^2 \tau \beta = c^2 t^2 = s^2\}$$

$$= (1 - s^2(1 + \epsilon + \epsilon_h)) y_q(1 + \epsilon)$$

$$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$$

$$\{(1 - s^2(1 + \epsilon + \epsilon_h)) = c^2(1 + \epsilon, t)\}$$

$$+ c^2 d_p y_q(1 + 5\epsilon + \epsilon_h)$$

$$d_q^t \tilde{y}_q = \alpha d_q y_q(1 + 2\epsilon + \epsilon_h + \epsilon_r)$$

$$- \alpha d_q y_q(1 + 6\epsilon + 2\epsilon_h)$$

$$\tilde{y}_p = [y_p + \hat{\beta} y_p(1 + \epsilon)](1 + \epsilon)$$

$$= y_p(1 + \epsilon) + \beta y_p(1 + 5\epsilon)$$

$$\tilde{d}_p^t \tilde{y}_p = \tilde{d}_p^t y_p(1 + \epsilon)$$

$$+ \tilde{d}_p^t [d_p y_p(1 + 5\epsilon)]$$

$$= \alpha d_p y_p(1 + 2\epsilon + \epsilon_h)$$

$$+ \alpha d_p y_p(1 + 6\epsilon + \epsilon_h)$$

$$\tilde{y}_q = [y_q - \hat{\alpha} \tilde{y}_p(1 + \epsilon)](1 + \epsilon)$$

$$- y_q(1 + \epsilon) - \alpha \beta y_p(1 + 9\epsilon + \epsilon_h)$$

$$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$$

$$= (1 + \alpha \beta)(1 + 8\epsilon + \epsilon_h) y_q(1 + \epsilon)$$

$$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$$

$$\{\alpha \beta = \tau \beta / \delta = s^2 \tau \beta = s^2 t^2 = \tau^2\}$$

$$= (1 - s^2(1 + \epsilon + \epsilon_h)) y_q(1 + \epsilon)$$

$$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$$

$$\{(1 - s^2(1 + \epsilon + \epsilon_h)) = s^2(1 + \epsilon, t)\}$$

$$= -s^2 y_q(1 + \epsilon + \epsilon_h)$$

$$+ s^2 d_q y_q(1 + 5\epsilon + \epsilon_h)$$

$$d_q^t \tilde{y}_q = -\alpha d_q y_q(1 + 2\epsilon + \epsilon_h + \epsilon_r)$$

$$- \alpha d_q y_q(1 + 6\epsilon + 2\epsilon_h)$$

$$\begin{tabular}[t]{ll}
\hline
$|\theta| \leq \pi/4, |d_p| > |d_q|$ & $\pi/2 > |\theta| > \pi/4, |d_p| > |d_q|$ \\
\hline
$\tilde{y}_p = [y_p + \hat{\beta} y_p(1 + \epsilon)](1 + \epsilon)$ & $\tilde{y}_p = [y_p + \hat{\beta} y_p(1 + \epsilon)](1 + \epsilon)$ \\
$= y_p(1 + \epsilon) + \beta y_p(1 + 5\epsilon)$ & $= y_p(1 + \epsilon) + \beta y_p(1 + 5\epsilon)$ \\
$\tilde{d}_p^t \tilde{y}_p = \tilde{d}_p^t y_p(1 + \epsilon)$ & $\tilde{d}_p^t \tilde{y}_p = \tilde{d}_p^t y_p(1 + \epsilon)$ \\
$= \alpha d_p y_p(1 + 2\epsilon + \epsilon_h)$ & $= \alpha d_p y_p(1 + 2\epsilon + \epsilon_h)$ \\
$+ \alpha d_p y_p(1 + 6\epsilon + \epsilon_h)$ & $+ \alpha d_p y_p(1 + 6\epsilon + \epsilon_h)$ \\
$\tilde{y}_q = [y_q - \hat{\alpha} \tilde{y}_p(1 + \epsilon)](1 + \epsilon)$ & $\tilde{y}_q = [y_q - \hat{\alpha} \tilde{y}_p(1 + \epsilon)](1 + \epsilon)$ \\
$- y_q(1 + \epsilon) - \alpha \beta y_p(1 + 9\epsilon + \epsilon_h)$ & $- y_q(1 + \epsilon) - \alpha \beta y_p(1 + 9\epsilon + \epsilon_h)$ \\
$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$ & $- \alpha y_p(1 + 5\epsilon + \epsilon_h)$ \\
$= (1 + \alpha \beta)(1 + 8\epsilon + \epsilon_h) y_q(1 + \epsilon)$ & $= (1 + \alpha \beta)(1 + 8\epsilon + \epsilon_h) y_q(1 + \epsilon)$ \\
$- \alpha y_p(1 + 5\epsilon + \epsilon_h)$ & $+ \alpha y_p(1 + 5\epsilon + \epsilon_h)$ \\
$\{(\alpha \beta = \tau \beta / \delta = s^2 \tau \beta = s^2 t^2 = \tau^2\} & $\{(\alpha \beta = \tau \beta / \delta = s^2 \tau \beta = s^2 t^2 = \tau^2\} \\
= (1 - s^2(1 + \epsilon + \epsilon_h)) = c^2(1 + \epsilon, t)$ & $= (1 - s^2(1 + \epsilon + \epsilon_h)) = c^2(1 + \epsilon, t)$ \\
$= -s^2 y_q(1 + \epsilon + \epsilon_h)$ & $= -s^2 y_q(1 + \epsilon + \epsilon_h)$ \\
$+ s^2 d_q y_q(1 + 5\epsilon + \epsilon_h)$ & $+ s^2 d_q y_q(1 + 5\epsilon + \epsilon_h)$ \\
$\tilde{d}_p^t \tilde{y}_q = \alpha d_p y_q(1 + 2\epsilon + \epsilon_h + \epsilon_r)$ & $\tilde{d}_p^t \tilde{y}_q = \alpha d_p y_q(1 + 2\epsilon + \epsilon_h + \epsilon_r)$ \\
$- \alpha d_p y_q(1 + 6\epsilon + 2\epsilon_h)$ & $- \alpha d_p y_q(1 + 6\epsilon + 2\epsilon_h)$ \\
\hline
\end{tabular}$

The equations correspond closely to Parlett's results for the standard slow and standard fast rotations. Extracting the error terms for the small and large angle rotations, respectively, we have the equations

$$\begin{bmatrix}
\tilde{d}_p \tilde{y}_p \\
\tilde{d}_q \tilde{y}_q
\end{bmatrix} =
\begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix} +
\begin{bmatrix}
(2\epsilon + \epsilon_h)c \\
-(6\epsilon + 2\epsilon_h)s
\end{bmatrix} \begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix},
$$

$$\begin{bmatrix}
\tilde{d}_p \tilde{y}_p \\
\tilde{d}_q \tilde{y}_q
\end{bmatrix} =
\begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix} +
\begin{bmatrix}
(2\epsilon + \epsilon_h)s \\
(6\epsilon + 2\epsilon_h)c
\end{bmatrix} \begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix},
$$

\text{diminish for progressively smaller angles. Correspondingly, in the large angle case, the } \epsilon_r \text{ term, analogous to the } \epsilon_r \text{ term of the small angle analysis, will behave similarly to the } \epsilon_h \text{ term by tending to diminish for progressively larger angles.}

These equations correspond closely to Parlett's results for the standard slow and standard fast rotations. Extracting the error terms for the small and large angle rotations, respectively, we have the equations

$$\begin{bmatrix}
\tilde{d}_p \tilde{y}_p \\
\tilde{d}_q \tilde{y}_q
\end{bmatrix} =
\begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix} +
\begin{bmatrix}
(2\epsilon + \epsilon_h)c \\
-(6\epsilon + 2\epsilon_h)s
\end{bmatrix} \begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix},
$$

$$\begin{bmatrix}
\tilde{d}_p \tilde{y}_p \\
\tilde{d}_q \tilde{y}_q
\end{bmatrix} =
\begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix} +
\begin{bmatrix}
(2\epsilon + \epsilon_h)s \\
(6\epsilon + 2\epsilon_h)c
\end{bmatrix} \begin{bmatrix}
d_p y_p \\
d_q y_q
\end{bmatrix}.$$
which may be represented respectively as the following two inequalities:

\[
\begin{bmatrix}
\hat{d}_p \hat{y}_p' - d'_p y'_p
\hat{d}_q \hat{y}_q' - d'_q y'_q
\end{bmatrix}
\preceq
\begin{bmatrix}
(2\varepsilon + \varepsilon_h)c & (6\varepsilon + \varepsilon_h)s
-(6\varepsilon + 2\varepsilon_h)s & (2\varepsilon + \varepsilon_h + \varepsilon_c)c
\end{bmatrix}
\begin{bmatrix}
d_p y_p
\end{bmatrix},
\]

(11)

\[
\begin{bmatrix}
\hat{d}_p \hat{y}_p' - d'_p y'_p
\hat{d}_q \hat{y}_q' - d'_q y'_q
\end{bmatrix}
\preceq
\begin{bmatrix}
(2\varepsilon + \varepsilon_h)s & (6\varepsilon + \varepsilon_h)c
-(6\varepsilon + 2\varepsilon_h)c & -(2\varepsilon + \varepsilon_h + \varepsilon_c)s
\end{bmatrix}
\begin{bmatrix}
d_q y_q
\end{bmatrix},
\]

(12)

An analogous analysis of the two alternative small and large angle formulae, respectively, yields the similar inequalities

\[
\begin{bmatrix}
\hat{d}_p \hat{y}_p' - d'_p y'_p
\hat{d}_q \hat{y}_q' - d'_q y'_q
\end{bmatrix}
\preceq
\begin{bmatrix}
(2\varepsilon + \varepsilon_h + \varepsilon_c)c & (8\varepsilon + 2\varepsilon_h)s
-(4\varepsilon + \varepsilon_h)s & (2\varepsilon + \varepsilon_h)c
\end{bmatrix}
\begin{bmatrix}
d_p y_p
\end{bmatrix},
\]

(13)

\[
\begin{bmatrix}
\hat{d}_p \hat{y}_p' - d'_p y'_p
\hat{d}_q \hat{y}_q' - d'_q y'_q
\end{bmatrix}
\preceq
\begin{bmatrix}
(2\varepsilon + \varepsilon_h + \varepsilon_c)s & (8\varepsilon + 2\varepsilon_h)c
-(4\varepsilon + \varepsilon_h)c & -(2\varepsilon + \varepsilon_h)s
\end{bmatrix}
\begin{bmatrix}
d_q y_q
\end{bmatrix},
\]

(14)

Remarkably, the \( r \) calculation involved no floating point operations, only a direct copy of \( y_{pi} \) or \( y_{qi} \) for the small and large angle calculations respectively. The above analysis shows that the large angle formulation symmetrically reflects the identical behavior of the small angle formulation. In addition to the bounding of the change of magnitude of the weights at each rotation, the correct selection of rotation with regard to angle can minimize \( \varepsilon_c, \varepsilon_s, \) and \( \varepsilon_h \). For extreme angles, e.g. angles generated by rows having one weight much greater than the other, the \( 2\varepsilon \) terms will dominate the error, yielding high accuracy. The above analysis shows that the ordering weightings is inconsequential, if the scalars are computed with extended precision, the error bound will be tighter at a negligible computational work overhead for
larger matrices, as most of the work of the algorithm is in the vector computations.

The following example illustrates the effects of the row sorting in Givens rotations with extreme weights. Let

\[
\begin{bmatrix}
\alpha_{pp} & \alpha_{pq} \\
\eta a_{qp} & a_{qq}
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
\eta \tilde{\alpha}_{pp} & \eta \tilde{\alpha}_{pq} \\
\tilde{\alpha}_{qp} & \tilde{\alpha}_{qq}
\end{bmatrix}
\]

where \(|a_{ij}| \sim O(1)\) for all \(i, j\). The Givens transformations that insure \(a'_{qp} = 0\) and \(\tilde{a}'_{qp} = 0\) in \(A' = G(\eta) A(\eta)\) and \(\tilde{A} = \tilde{G}(\eta) \tilde{A}(\eta)\), respectively, are

\[
G(\eta) = \frac{1}{r} \begin{bmatrix}
\alpha_{pp} & \eta a_{qp} \\
-\eta a_{qp} & \alpha_{pp}
\end{bmatrix},
\]

\[
r = a'_{pp} = \sqrt{a_{pp}^2 + \eta^2 a_{qp}^2}.
\]

\[
a'_{pq} = \frac{a_{pp} a_{pq} + \eta^2 a_{qp} a_{pq}}{r}.
\]

\[
a'_{qq} = \eta \frac{a_{pp} a_{qq} - a_{pq} a_{pp}}{r}.
\]

and

\[
\tilde{G}(\eta) = \frac{1}{r} \begin{bmatrix}
\tilde{\alpha}_{pp} & \tilde{\alpha}_{qp} \\
-\tilde{\alpha}_{qp} & \tilde{\alpha}_{pp}
\end{bmatrix},
\]

\[
\tilde{r} = \tilde{a}_{pp} = \sqrt{\eta^2 \tilde{a}_{pq}^2 + \tilde{a}_{pp}^2}.
\]

\[
\tilde{a}'_{pq} = \frac{\eta^2 \tilde{a}_{pp} \tilde{a}_{pq} + \tilde{a}_{qp} \tilde{a}_{pp}}{r}.
\]

\[
\tilde{a}'_{qq} = \eta \frac{\tilde{a}_{pp} \tilde{a}_{qq} - \tilde{a}_{pq} \tilde{a}_{pp}}{r}.
\]
For sufficiently large $\eta \gg 1$,

$$|a'_{pq}| \approx |\eta a_{pq}|,$$

$$|a'_{qq}| \approx |a_{pp}a_{qq}/a_{qp} - a_{pq}|$$

and

$$|\tilde{a}'_{pq}| \approx |\eta \tilde{a}_{pq}|,$$

$$|\tilde{a}'_{qq}| \approx |\tilde{a}_{qq} - \tilde{a}_{qp}\tilde{a}_{pq}/\tilde{a}_{pp}|.$$

For sufficiently small $0 < \eta \ll 1$,

$$|a'_{pq}| \approx |a_{pq}|,$$

$$|a'_{qq}| \approx |\eta(a_{qq} - a_{qp}a_{pq}/a_{pp})|$$

and

$$|\tilde{a}'_{pq}| \approx |\tilde{a}_{pq}|,$$

$$|\tilde{a}'_{qq}| \approx |\eta(\tilde{a}_{pp}\tilde{a}_{qq}/\tilde{a}_{qp} - \tilde{a}_{pq})|.$$

In each of the above four cases, information from the row with larger value dominates the resultant superior row.

Also, note that in each case, the more heavily weighted row of the resultant matrix is in the superior position regardless of its initial location. The implication of this property is that a sequence of rotations will move the greater row towards the top of the matrix.

This analysis is corroborated by our experimental evidence. Additionally, error analysis for the self-scaling fast rotation shows the importance of applying the appropriate large or small angle rotation and rotation parameter calculation, as the use of the incorrect algorithm would violate the bounds and amplify floating point errors.

4. COLUMN PIVOTING AND MULTIPLE CONSTRAINTS

In the previous section, we have shown that fast rotations are not sensitive to row sorting. This is not the case when Householder transformation is used
for the QR decomposition. A $4 \times 3$ exemplary matrix in [22] demonstrates
the poor accuracy which resulted from an improper row sorting when a
Householder QR decomposition is performed. In [28], there are examples
that illustrate that $B$ over $A$ as shown in (3) produces much more accurate
solutions than $A$ over $B$ when Householder QR decomposition is performed.

Another example in [28] shows that column pivoting is also necessary for
improved accuracy in the solution. The following theorem due to Stewart [25]
imitates the importance of column pivoting in the weighting method.

**Theorem 1.** Let the weighted augmented matrix be
\[
\begin{bmatrix}
B \\
A
\end{bmatrix} = \begin{bmatrix}
B_1 & B_2 \\
\varepsilon A_1 & \varepsilon A_2
\end{bmatrix}, \quad B_1 \in \mathbb{R}^{1 \times l}.
\] (15)
and let $R_{11}$ be the triangular factor of the QR decomposition of $B_1$. Then the
QR decomposition of $\begin{bmatrix} B \\ A \end{bmatrix}$ is
\[
\begin{bmatrix}
B_1 & B_2 \\
\varepsilon A_1 & \varepsilon A_2
\end{bmatrix} = \begin{bmatrix}
Q_1 & Q_2
\end{bmatrix} \begin{bmatrix}
R_{11} + O(\varepsilon^3) & R_{11}^\dagger B_2 + O(\varepsilon^2) \\
0 & \varepsilon R_{22}^\dagger + O(\varepsilon^3)
\end{bmatrix}.
\] (16)
where $\widetilde{R}_2 = \widetilde{Q}_{22} R_{22}$ is the QR decomposition of $\widetilde{A}_2 = A_2 - A_1 B_1^\dagger B_2$, with
\[
Q_1 = \begin{bmatrix}
B_1 R_{11}^\dagger + O(\varepsilon^2) \\
\varepsilon A_1 R_{11}^\dagger + O(\varepsilon^3)
\end{bmatrix} \quad \text{and} \quad Q_2 = \begin{bmatrix}
-\varepsilon B_1^\dagger A_1^\dagger + O(\varepsilon^3) \\
1 + O(\varepsilon^2)
\end{bmatrix}\widetilde{Q}_{22}.
\] (17)

The keystone of this theorem is that the submatrix $B_1$ must be well
conditioned for a stable algorithm, which corroborates the proof by Powell
and Reid in [22] that column pivoting should be used in solving the WLS
problem. This also shows that the solution by the weighting method is an
approximation to the solution by the direct elimination method. Therefore,
column pivoting is also important in the weighting method. In fact, when
$\eta \to \infty$ in the weighting method, the direct elimination method is obtained.
Note that the Givens rotations applied to weighted and unweighted row
components as
\[
\frac{1}{\sqrt{\eta^2 a_{pi}^2 + a_{qi}^2}} \begin{bmatrix}
\eta a_{pi} & a_{qi} \\
a_{qi} & \eta a_{pi}
\end{bmatrix} \begin{bmatrix}
\eta a_{pi} \\
a_{qi}
\end{bmatrix} = \begin{bmatrix}
\eta a_{pi}' \\
0
\end{bmatrix}
\] (18)
becomes

$$\begin{bmatrix} 1 & 0 \\ -\frac{\alpha_{p_i}/a_{p_i}}{1} & 1 \end{bmatrix} \begin{bmatrix} a_{p_i} \\ a_{q_i} \end{bmatrix} = \begin{bmatrix} a'_{p_i} \\ 0 \end{bmatrix}$$

(19)

after a row and column scaling as \( \eta \to \infty \), which is a Gaussian elimination step in the direct elimination method.

Applying column pivoting to the weighting method essentially does not change the computational complexity. However, in many applications, such as adaptive beamforming, the LSE needs to be solved for many different constraint matrices \( B \) for each fixed data matrix \( A \). As mentioned in [28], the matrix \( A \) can be first orthogonally triangularized as

\[ A = QR. \]

The computational cost of this operation will be, for \( m \geq n \), \( \frac{1}{2} \nu n^2 (m - n/3) \) flops.\(^2\) Then for each constraint matrix \( B \), we can triangularize the matrix

\[ C = \begin{pmatrix} \eta^B \\ R \end{pmatrix}. \]

(20)

For \( m \gg n \), the precomputation of the QR decomposition of \( A \) will result in significant savings for the direct elimination and weighting methods. However, the orthogonal transformation from the right in the nullspace method may lead to a complete fill-in of the empty half of the triangular matrix. Thus, the floating point complexity of the nullspace method for each new set of equality constraints will be \( O(n^3) \), which is significantly more work than what is required by the other two methods.

We can triangularize (20) by first applying the orthogonal transformations to matrix \( B \) to make it upper trapezoidal, in \( \frac{1}{2} \nu \ell^2 (n - 1/3) \) flops. Then the direct elimination and the weighting methods have \( O(ln) \) elements to annihilate at an expense of \( \frac{1}{2} \nu \ell \left[ n(n - 1) + \ell^2/3 \right] \) flops. The direct elimination method is a little less expensive, because \( \ell^2/2 \) elements can be eliminated via elementary transformations.

We now discuss how the column pivoting can be efficiently incorporated in the weighting method for solving the multiple constraint problem. We first obtain the QR decomposition of the matrix \( A \). In the next process of

---

\(^2\) Here \( \nu \) is the number of flops used to rotate a single pair of elements (\( \nu = 6 \) — slow; \( \nu = 4 \) — fast).
triangulafizing the matrix $C$, column pivoting may significantly increase the computational complexity, since it can destroy the triangular structure of $R$. However, the constraint matrix $B$ typically has a very small number of rows, as in beamforming. Since we want to have a well-conditioned matrix $B_1$, we can apply column pivoting only in the first $l$ steps of triangulafizing the matrix $C$. The orthogonal transformations necessary to triangularize $C$ with this pivoting will introduce at most $ln$ extra nonzero elements to annihilate. Thus, we can achieve better stability without increasing the complexity significantly.

5. NUMERICAL RESULTS

In our numerical implementations, we used the fast rotations in two ways—initialized with the diagonal factor matrix $D$ as the square of the weights, and also $D = I$ with the weights premultiplied into the matrix. Keeping the squared weights has the advantage that it eliminates the square root operation in the fast rotations.

We compare the self-scaling fast rotations with the standard fast plane rotation and with the standard plane rotation, as well as with the Householder's QR method and with the MGS QR method. We used two different elimination orderings combined with merged and nonmerged weights for both the standard and self-scaling fast rotations, yielding eight fast Givens algorithms. Our computations were performed in Matlab v4 on a Sun Spare which utilizes IEEE floating point arithmetic. We tested our algorithms on the three LSE test problems in [28] and on Powell and Reid's matrix [22]. Following [28], we used a large weight $\eta \gg 1$ with $B$ rather than a small weight $\varepsilon \ll 1$ with $A$, and contrasted the accuracy of computing with $A$ over $B$ versus $B$ over $A$ to compare the effects of row sorting in different algorithms.

The reference value of $x_{LSF}$ is computed via a generalized singular value decomposition (GSVD) of $A$ and $B$.

$$U^T A X = D_A = \text{diag}(\alpha_1, \ldots, \alpha_n), \quad V^T B X = D_B = \text{diag}(\beta_1, \ldots, \beta_r).$$

where $U = [u_1, \ldots, u_m] \in \mathbb{R}^{m \times m}$, $V = [v_1, \ldots, v_l] \in \mathbb{R}^{l \times l}$ are orthogonal and $X = [x_1, \ldots, x_n] \in \mathbb{R}^{n \times n}$ is nonsingular. $0 = \alpha_1 = \cdots = \alpha_q < \alpha_{q+1} \leq$
\[
\cdots \leq \alpha_{l+1} \leq \cdots \leq \alpha_n, \text{ and } \beta_1 \geq \cdots \geq \beta_l > 0. \text{ When}
\]
\[
y_{\text{LSE}} = \begin{pmatrix}
\frac{v_1^T d}{\beta_1}, & \ldots, & \frac{v_l^T d}{\beta_l}, & \frac{u_{l+1}^T b}{\alpha_{l+1}}, & \ldots, & \frac{u_n^T b}{\alpha_n}
\end{pmatrix}^T,
\]
\[
x_{\text{LSE}} = X y_{\text{LSE}} [28]. \text{ The solution, } x(\eta), \text{ to the WLS (2) is}
\]
\[
x(\eta) = x_{\text{LSE}} + \sum_{i=q+1}^{l} \frac{\gamma_i^2}{\eta^2 + \gamma_i^2} \cdot \frac{\rho_i}{\alpha_i} x_i,
\]
where
\[
\gamma_i = \alpha_i/\beta_i, \ \rho_i = u_i b - \gamma_i v_i^T d,
\]
and
\[
q = \dim (\mathcal{A}(A)) = \dim (\text{span}(x_1, \ldots, x_q)).
\]

The results we achieved for Householder QR decomposition are commensurate with those listed in [28] for all three problems. The error, \(\|\bar{x}(\eta) - x(\eta)\|_2\), where \(\bar{x}(\eta)\) is the computed approximation to \(x(\eta)\) [Figure 1(b)], shows the Householder's QR method significantly losing accuracy starting at \(\eta = 10^7\) for the third test problem \((l = 1, m = 6, n = 4)\).

In [9], the MGS method is shown to be numerically equivalent to the Householder method applied to a matrix with the \(n \times n\) zero matrix adjoined to the top. In our tests, the MGS method also begins significantly losing accuracy starting at \(\eta = 10^{12}\). However, the Givens QR decompositions maintain accuracy for all of the tested \(\eta\)'s. All of the QR decomposition methods give good results for satisfying the constraint equations at all weights [Figure 1(c)]. However, both the MGS and Householder methods begin decaying in satisfying the \(Ax = b\) equation at \(\eta = 10^{16}\) [Figure 1(d)], whereas the Givens methods remain accurate. The implication of these data is that to the limit of our tests on these three test matrices, only the Givens QR decomposition methods may be employed without the possibility of overshooting the optimum weight when using WLS to solve LSE problems. These tests did not illuminate any significant difference in the accuracies between the different Givens methods and rotation orderings. Similar tests on a sequence of stiff randomly generated matrices with varying structures corroborated these results. The tests examined the results of each of 12 orthogonal-
Fig. 1. \( \| x - x_{\text{LSF}} \|_2 / \| x \|_2 \) for the third matrix in [28], using column pivoting.
Fig. 2. $\| x - x(\eta) \|_2 / \| x \|_2$ for the third matrix in [28], with column pivoting.
\[ \begin{align*}
(a) & \quad \min_x \left\| \begin{bmatrix} A & \eta \beta \\ \eta d & h \end{bmatrix} x - \begin{bmatrix} \eta d \\ h \end{bmatrix} \right\|_2, \quad \eta > 1 \\
(b) & \quad \min_x \left\| \begin{bmatrix} \eta B \\ A \end{bmatrix} x - \begin{bmatrix} \eta d \\ h \end{bmatrix} \right\|_2, \quad \eta > 1
\end{align*} \]

**Fig. 3.** \( \| x - x(d - Bx) \|_2 / (\| x \|_2 \| B \|_2) \) for the third matrix of [28], with column pivoting.
FIG. 4. \[ \| x - x(b - Ax) \|_2 / (\| x \|_2 \| A \|_2) \] for the third matrix of [28], with column pivoting.
ization algorithms on six random matrices of dimension \( m = 24, n = 6, l = 4 \) having nine different row orderings for each of a wide range of weightings. Additionally, tests on the Powell and Reid's matrix in Matlab showed exceptionally good accuracy by the Givens methods for all possible row permutations.

6. SUMMARY

We described the self-scaling fast Givens rotation for solving the \( ISE \) problem by the method of extreme weighting. We subsequently presented an error analysis of the self-scaling square-root-free fast rotation which shows its stability and its row ordering invariance. We also showed row ordering invariance with extremely disparate weights. The complications involved in column pivoting, which is necessary for increased stability, is examined. We presented the results of our numerical experiments which showed that for a large spread of row weights, self-scaling fast Givens rotations exhibit superior accuracy to Householder and modified Gram-Schmidt decompositions for arbitrary row orderings. The numerical results showed that once a high accuracy was achieved, the self-scaling rotations maintained that accuracy for much larger weights, thus obviating the need for iterating with insufficient row weights as described in [28].
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