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Abstract

We study non-abelian differentiable gerbes over stacks using the theory of Lie groupoids. More precisely,
we develop the theory of connections on Lie groupoid G-extensions, which we call “connections on gerbes”,
and study the induced connections on various associated bundles. We also prove analogues of the Bianchi
identities. In particular, we develop a cohomology theory which measures the existence of connections
and curvings for G-gerbes over stacks. We also introduce G-central extensions of groupoids, generalizing
the standard groupoid S1-central extensions. As an example, we apply our theory to study the differential
geometry of G-gerbes over a manifold.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

The general theory of gerbes over a site [1] was developed by Giraud [26]. Its main motiva-
tion is the study of non-abelian cohomology theory. Indeed, Giraud’s theory shows, in particular,
that S1-bound gerbes over a manifold are in one–one correspondence with the third integer-
coefficients cohomology group of the manifold. Due to this fact, gerbes are often referred to,
in the literature, as geometric realizations of degree 3 integer cohomology classes. Recently,
string theory [24,57,58] fostered the study of the differential geometry of gerbes. The dif-
ferential geometry of S1-bound gerbes over manifolds—Murray named them bundle gerbes
[42]—was investigated by many authors among whom Brylinski [17], Murray [42], Chatter-
jee [19] and Hitchin [29]. A theory of connections, curvings and 3-curvatures was developed,
which was used to define the characteristic classes, called Dixmier Douday classes, of bundle
gerbes [42].

However, the differential geometry of the more general non-abelian gerbes is a subtler ques-
tion. For bundle gerbes, a connection is defined to be a connection 1-form for the usual principal
S1-bundle satisfying some additional property [29,42]. However, as non-abelian G-gerbes can
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no longer be considered principal G-bundles, the obvious generalization will not work, and it is
not clear what a connection on a non-abelian gerbe should be.

Breen and Messing were the first to study the differential geometry of non-abelian gerbes.
Their important approach relies on the use of Kocks’ synthetic geometry [33] as a tool to study
the differential geometry of non-abelian gerbes from an algebraic geometry perspective. They in-
troduced the concepts of connections, curvings and 3-curvatures and obtained various identities
between them. Later on, Aschieri, Cantini and Jurčo investigated a non-abelian analogue of bun-
dle gerbes from a more physical point of view [2]. Yet another interesting approach pioneered by
Baez and Schreiber [3–5,49] is to use higher gauge theory [6,23,27,47]. As was shown by Breen
[10,11], a G-gerbe is equivalent to a 2-group bundle in the sense of Dedecker [22], where the
2-group is the one corresponding to the crossed module G → Aut(G) (see [25] for a geometrical
construction). Hence, a “connection” on a G-gerbe should correspond to a “connection” on the
2-group principal bundle. The latter is the viewpoint adopted by Baez and Schreiber [4,5]. See
also [36] for the case of bundle gerbes.

The aim of this paper is to propose an approach based on Lie groupoid extensions to study
geometry of non-abelian differentiable gerbes. It is based on the theory of differentiable stacks
developed in [7–9] (see also [43]). Roughly speaking, differentiable stacks are Lie groupoids
up to Morita equivalence. Any Lie groupoid Γ defines a differentiable stack: the differentiable
stack XΓ of Γ -torsors. Two differentiable stacks XΓ and X′

Γ are isomorphic if, and only if, the
Lie groupoids Γ and Γ ′ are Morita equivalent. In a certain sense, Lie groupoids are like “local
charts” on a differentiable stack. The relation between differentiable gerbes and Lie groupoids is
described by the following table, whose right-hand side lists the main topics investigated in this
paper.

STACK LANGUAGE GROUPOID LANGUAGE

differentiable stacks Morita equivalent Lie groupoids
gerbes over stacks Morita equivalent groupoid extensions
G-gerbes over stacks Morita equivalent groupoid G-extensions
G-bound gerbes over stacks Morita equiv. groupoid G-extensions with trivial band

Our approach has the advantage of avoiding abstract stacks by working directly with Lie
groupoids, which are much more down-to-earth. Moreover it allows us to use the usual tech-
niques of differential geometry and formulate our results in a global fashion without resorting to
local charts. Such a viewpoint has already been taken by a few authors. For example, by Mur-
ray [42] and Murray and Stevenson [44] in their study of bundle gerbes and in the proof of their
theorem concerning stable equivalence classes. For equivariant bundle gerbes, see [24,41,54].
In [7,8] and [18], S1-bound gerbes over differentiable stacks were studied in terms of S1-central
extensions of Lie groupoids, and the characteristic classes of gerbes, i.e. the Dixmier–Douady
classes, were introduced in terms of connection-like data. This perspective is also central in a
series of work of Moerdijk [45,46]; in particular, [45] explores the deep connection between the
classification of extensions of regular Lie groupoids, Giraud’s non-abelian cohomology [26] and
subsequent work of Breen [12].

In this paper, we develop a theory of connections on groupoid extensions, which we call
“connections on gerbes.” A connection on a groupoid extension X1 → Y1 ⇒ M is an Ehresmann
connection on the fiber bundle φ : X1 → Y1, which is compatible with the groupoid structure

on X1 ⇒ M . More precisely, a connection on a Lie groupoid extension X1
φ−→ Y1 ⇒ M is a

horizontal distribution H on X1
φ−→ Y1 which is also a subgroupoid of the tangent groupoid
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T X1 ⇒ T M . For S1-central extensions, such a connection is automatically a connection for the

principal S1-bundle X1
φ−→ Y1, i.e. it is invariant under the action of S1. This is in agreement with

the definition of connections in [7,8,56], which coincides with the one used by Brylinski (who
uses the name “connective structures”) [17], Murray [42] and Hitchin [29]. However, in general,
although φ : X1 → Y1 is a bi-principal K–K-bundle, where K is the kernel of φ, the horizontal
distribution defining a groupoid extension connection is not invariant with respect to either K-
action of the principal bundle. We also introduce the notion of curvings and 3-curvatures for
G-extensions. Finally, a cohomology theory is developed that measures the obstructions to the
existence of connections and curvings.

We now describe the contents of this paper in more details.
Section 2 recalls some basic definitions and notions central to this paper. These include

groupoid extensions, Morita equivalence of Lie groupoid extensions, and generalized morphisms

of Lie groupoid extensions. Given a groupoid extension X1
φ−→ Y1 ⇒ M , let K = kerφ be its ker-

nel. The outer action is a canonical groupoid morphism from Y1 ⇒ M to Out(K, K) ⇒ M , which
is essential to the definition of the band of a groupoid extension.

Section 3 is devoted to the study of G-gerbes, or more precisely, groupoid G-extensions. The
notion of band is introduced, which is a principal Out(G)-bundle (or an Out(G)-torsor) over the
groupoid Y1 ⇒ M . Groupoid G-extensions with trivial band—they are called G-bound exten-
sions in the paper—are emphasized and related to the so-called groupoid G-central extensions,
a natural generalization of groupoid S1-central extensions [7,8,56]. A one–one correspondence
between groupoid G-central extensions and Z(G)-central extensions is proved. As a special case,
we consider G-gerbes over a manifold, i.e. groupoid G-extensions of a Čech groupoid, where
the non-abelian Čech 2-cocycle conditions as in [14] arise naturally. In particular, we derive,
by a direct argument, the following non-trivial theorem of Giraud: the isomorphism classes of
G-bound gerbes over a manifold N are in one–one correspondence with H 2(N,Z(G)).

Section 4 is devoted to the study of connections on groupoid extensions. As usual, we give
three equivalent definitions: horizontal distributions, parallel transportations, and connection
1-forms. We then discuss the induced connections on the bundle of groups K → M and its
corresponding bundle of Lie algebras K → M . We also prove analogues of the Bianchi identi-
ties.

In Section 5, we prove that a connection on a groupoid extension induces a canonical connec-
tion on its band. We discuss the relations between the curvatures of various induced connections,
and in particular we derive an important formula which expresses the curvature on the band in
terms of the curvature on the group bundle K → M .

In the last section, we develop a cohomology theory, called horizontal cohomology in the
paper, which captures the obstruction to the existence of connections and curvings. In a certain
sense, this is a generalization of smooth Deligne cohomology [17] to the non-abelian context.
This cohomology is shown to be invariant under Morita equivalence, and hence depends only
on the underlying gerbe. We then compute explicitly the horizontal cohomology groups for G-
gerbes over a manifold. As a consequence we show that connections always exist on any G-
gerbe over a manifold. Finally we introduce flat G-gerbes and prove that in the case of central
extensions they are in one–one correspondence with flat Z(G)-gerbes.

After the present paper was completed, we learned that non-abelian gerbes were also inves-
tigated by Stevenson [53] from a different viewpoint. The relation between our approach and
Breen and Messing’s [14] was recently explored in [13]. An explicit correspondence between
G-gerbes and [G → Aut(G)]-bundles is constructed geometrically in [25]. Non-abelian gerbes
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have also appeared in many recent works in deformation quantization [15,16,21,30–32,34,48,
59,60]. We hope that our theory will be useful in understanding the geometry underlying these
works.

2. Differentiable gerbes as groupoid extensions

2.1. Lie groupoid extensions

The purpose of this section is to set up the basic notions of differentiable gerbes in terms of
Lie groupoid extensions. Some materials here might be standard for experts [10,45].

Definition 2.1. A Lie groupoid extension is a morphism of Lie groupoids

X1
φ

Y1

M M

where φ is a fibration.

For short, we denote a groupoid extension simply by X•
φ−→ Y• or X1

φ−→ Y1 ⇒ M .

The kernel of a Lie groupoid extension X•
φ−→ Y• is the preimage K (or kerφ) in X1 of the unit

space of Y•. It is obviously a subgroupoid of X• on which the source and target maps coincide
making it into a bundle of groups over M . Alternatively, we can define a Lie groupoid extension
as a short exact sequence of Lie groupoids

K
π π

X1
φ

ts

Y1

ts

M M M

(1)

where K ⇒ M is a Lie groupoid whose target coincides with the source, i.e. a bundle of Lie
groups.

There are a few important features that deserve to be pointed out. First K ⇒ M is a sub-
groupoid of X1 ⇒ M . Therefore we can multiply an element of X1 by a composable element of
K from both the left and the right. These two actions commute and the quotient space by any of
these actions is Y1. Thus X1 → Y1 is a K–K principal bibundle.

Second, the groupoid X1 ⇒ M acts on K → M by conjugation. More precisely, any x ∈ X1
induces a group isomorphism

Adx : Kt(x) → Ks(x); g �→ x · g · x−1,

where the multiplication on the right-hand side stands for the product on X1.
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2.2. Morita equivalence of Lie groupoid extensions

Let Γ1 ⇒ Γ0 be a Lie groupoid, and J : P0 → Γ0 a surjective submersion. Let P1 denote the
fibered product P0 ×J,Γ0,s Γ1 ×t,Γ0,J P0. Then P1 ⇒ P0 has a natural structure of Lie groupoid
with structure maps s : P1 → P0 : (p, x, q) �→ p, t : P1 → P0 : (p, x, q) �→ q , and m : P2 → P1 :
((p, x, q), (q, y, r)) �→ (p, xy, r). This is called the pullback groupoid of Γ1 ⇒ Γ0 through
J and is denoted by Γ1[P0] ⇒ P0. Recall that a morphism of Lie groupoids J from P1 ⇒ P0

to Γ1 ⇒ Γ0 is said to be a Morita morphism if J : P0 → Γ0 is a surjective submersion and
P1 ⇒ P0 is isomorphic to the pullback groupoid of Γ1 ⇒ Γ0 through J . Two Lie groupoids
Γ1 ⇒ Γ0 and Δ1 ⇒ Δ0 are said to be Morita equivalent if there exists a third Lie groupoid
P1 ⇒ P0 together with a Morita morphism from P• to Γ• and a Morita morphism from P• to
Δ• [45]. Equivalently, two Lie groupoids Γ1 ⇒ Γ0 and Δ1 ⇒ Δ0 are Morita equivalent if there

exists a manifold P0, two surjective submersions P0
f−→ Γ0, P0

g−→ Δ0 and an isomorphism of
groupoids between Γ1[P0] ⇒ P0 and Γ1[P0] ⇒ P0.

Note that there is a 1–1 correspondence between Morita equivalence classes of Lie groupoids
and (equivalence classes of) differentiable stacks [7,8].

Now we are ready to introduce the definition of Morita equivalence of groupoid extensions.

Definition 2.2. A Morita morphism f from a Lie groupoid extension X′
1

φ−→ Y ′
1 ⇒ M ′ to an-

other extension X1
φ−→ Y1 ⇒ M consists of Morita morphisms

X′
1

f
X1

M ′
f

M

and

Y ′
1

f
Y1

M ′
f

M

such that the diagram

X′
1

φ′

f
X1

φ

Y ′
1

f
Y1

M ′
f

M

(2)

commutes.

It is simple to see that any Morita morphism of Lie groupoids
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X′
1

f
X1

M ′ M

such that

f (kerφ′) = kerφ (3)

induces a Morita morphism between the groupoid extensions X′
•

φ′−→ Y ′
• and X•

φ−→ Y•. The con-
verse is also true.

Definition 2.3. Two Lie groupoid extensions X1
φ−→ Y1 ⇒ M and X′

1
φ′−→ Y ′

1 ⇒ M ′ are said to

be Morita equivalent if there exists a third extension X′′
1

φ′′−→ Y ′′
1 ⇒ M ′′ together with a Morita

morphism from X′′
•

φ′′−→ Y ′′
• to X•

φ−→ Y• and a Morita morphism from X′′
•

φ′′−→ Y ′′
• to X′

•
φ′−→ Y ′

• .

Equivalently, two Lie groupoid extensions X1
φ−→ Y1 ⇒ M and X′

1
φ′−→ Y ′

1 ⇒ M ′ are Morita

equivalent if there exist a manifold P , two surjective submersions P
π−→ M , P

π ′−→ M ′ and

an isomorphism of Lie groupoid extensions between X1[P ] φ−→ Y1[P ] ⇒ P and X′
1[P ] φ′−→

Y ′
1[P ] ⇒ P .

One easily checks that this yields an equivalence relation on Lie groupoid extensions. Morita
equivalence can also be defined in terms of bitorsors [28].

Recall that a Lie groupoid Γ1 ⇒ Γ0 is said to act on a manifold P (from the left) if there
exists a map J : P → Γ0, called the momentum map, and an action map Γ1 ×t,Γ0,J P →
P : (x,p) �→ x · p such that x1 · (x2 · p) = (x1x2) · p and J (p) · p = p, for all (x1, x2,p) ∈
Γ1 ×t,Γ0,s Γ1 ×t,Γ0,J P . Let Γ1 ⇒ Γ0 be a Lie groupoid and M a manifold. A (left) Γ•-torsor
over M is a manifold P together with a surjective submersion π : P → M called structure map
and a left action of Γ• on P such that the action is free and the quotient space Γ1\P is diffeo-
morphic to M . In other words, for any pair of elements p1,p2 in P satisfying π(p1) = π(p2),
there exists a unique solution x ∈ Γ1 to the equation x ·p1 = p2. A Γ•-Δ•-bitorsor is a manifold
P together with two smooth maps f : P → Γ0 and g : P → Δ0, and commuting actions of Γ•
from the left and of Δ• from the right on P , with momentum maps f and g respectively, such
that P is at the same time a left-Γ•-torsor over Δ0 (via g) and a right Δ•-torsor over Γ0 (via f ).

Proposition 2.4. Let Γ• and Δ• be two Lie groupoids. There exists a Γ•-Δ•-bitorsor if and only
if Γ• and Δ• are Morita equivalent.

Proof. This is a standard result. We will sketch a proof here, which is needed later on.
⇒ Choose a bitorsor P0. Let P1 be the fibered product Γ1 ×t,Γ0 P0 ×Δ0,s Δ1. There is a

natural groupoid structure on P1 ⇒ P0. The source and target maps are defined by

s(γ,p, δ) = p and t(γ,p, δ) = γ · p · δ. (4)

Hence a pair (γ1,p1, δ1), (γ2,p2, δ2) of elements of P1 is composable if and only if
γ1 · p1 · δ1 = p2. The product is defined by
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(γ1,p1, δ1) · (γ2,p2, δ2) = (γ2γ1,p1, δ1δ2). (5)

One checks that the maps

Γ1 ← P1 → Δ1,

γ −1 ←� (γ,p, δ) �→ δ

induce Morita morphisms

Γ1 P1 Δ1

Γ0 P0 Δ0.

Indeed, the maps

P1 → Δ1[P0] : (γ,p, δ) �→ (p, δ, γpδ)

and

P1 → Γ1[P0] : (γ,p, δ) �→ (
p,γ −1, γpδ

)
induce the required Lie groupoid isomorphisms between P1 ⇒ P0 and the pullbacks of Δ• and
Γ• over P0.

⇐ This follows from the following two facts.

• If Γ• → Δ• is a Morita morphism, then P = Γ0 ×Δ0,s Δ1 is naturally a Γ•-Δ•-bitorsor.
• If P is a Γ•-Δ•-bitorsor and Q is a Δ•-E•-bitorsor, then (P ×Δ0 Q)/Δ1 is a Γ•-E•-

bitorsor. �
Proposition 2.5. Let X1

φ−→ Y1 ⇒ M and X′
1

φ′−→ Y ′
1 ⇒ M ′ be two Lie groupoid extensions with

kernels K and K′ respectively. Then X•
φ−→ Y• and X′

•
φ′−→ Y ′

• are Morita equivalent if and only
if there exists an X•-X′

•-bitorsor B such that the orbits of the induced actions of K and K′ on B

coincide and the corresponding orbit space is a manifold.

A bitorsor as in the above proposition will be called an extension φ•-φ′
•-bitorsor. We refer

the reader to [8,51] for the discussion on Morita equivalence of S1-central extensions.
The proof of this proposition will be postponed to the next section.

Remark 2.6. There is a 1–1 correspondence between Morita equivalence classes of Lie groupoid
extensions and (equivalence classes of) differentiable gerbes over stacks.
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2.3. Generalized morphisms of Lie groupoid extensions

The material here is parallel to Section 2.1 in [51] and follows the approach in [28], to which
we refer the reader for details.

Definition 2.7. A strict morphism of groupoid extensions is a commutative diagram as below,
where the horizontal arrows are groupoid homomorphisms:

X′
1

φ′

f
X1

φ

Y ′
1

f
Y1

M ′
f

M

(6)

and, for any m′ ∈ M ′, the restriction of f : X′
1 → X1 to a map kerφ′|m′ → kerφ|f (m′) is an

isomorphism.

In particular, Morita morphisms of groupoid extensions are strict homomorphisms of groupoid
extensions.

Definition 2.8. Let X1
φ−→ Y1 ⇒ M and X′

1
φ′−→ Y ′

1 ⇒ M ′ be two Lie groupoid extensions with

kernels K and K′ respectively. A generalized morphism of groupoid extensions from X′
1

φ′−→
Y ′

1 ⇒ M ′ to X1
φ−→ Y1 ⇒ M is an X′

•-X• bimodule M ′ f←− B
g−→ M (i.e. B is an X′

•-left space
and X•-right space and the X′

• and X• actions commute) satisfying

1. B is an X•-torsor, and
2. the induced actions of K and K′ on B are free, and their orbits coincide so that the corre-

sponding orbit space is a manifold.

It is easy to see that, in this case, K\B = B/K′ is a generalized morphism from Y ′
1 ⇒ M ′ to

Y1 ⇒ M .

Lemma 2.9. Strict homomorphisms of groupoid extensions are generalized homomorphisms.

Proof. Let f be a strict homomorphism of groupoid extensions from X′
1

φ′−→ Y ′
1 ⇒ M ′ to

X1
φ−→ Y1 ⇒ M . Set Bf = M ′ ×f,M,s X1, where Bf → M ′ is (m′, x) �→ m′, and Bf → M is

(m′, x) �→ t(x). The left X′
•-action is given by x′ · (t(x′), x) = (s(x′), f (x′)x) and the right X•-

action is given by (m′, x1) · x2 = (m′, x1x2). It is simple to see that the induced actions of kerφ′
and kerφ on B are free and their orbits coincide. The corresponding orbit space is the manifold
M ′ ×f,M,s Y1. This concludes the proof. �
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Just like strict homomorphisms, generalized homomorphisms of groupoid extensions can be
composed.

Proposition 2.10. Let M ′′ f ′←− B ′ g′−→ M ′ be a generalized morphism of groupoid extensions

from X′′
1

φ′′−→ Y ′′
1 ⇒ M ′′ to X′

1
φ′−→ Y ′

1 ⇒ M ′, and M ′ f←− B
g−→ M a generalized morphism of

groupoid extensions from X′
1

φ−→ Y ′
1 ⇒ M ′ to X1

φ−→ Y1 ⇒ M , their composition is the general-

ized morphism of groupoid extensions from X′′
1

φ′′−→ Y ′′
1 ⇒ M ′′ to X1

φ−→ Y1 ⇒ M given by the
X′′

• -X•-bimodule

B ′′ = (B ′ ×M ′ B)/X′
1,

where X′
1 ⇒ M ′ acts on B ′ ×M ′ B diagonally: (b′, b) · x′ = (b′ · x′, x′−1

b), for all compatible

x′ ∈ X′
1 and (b′, b) ∈ B ′ ×M ′ B . In particular, if both M ′ f←− B

g−→ M and M ′′ f ′←− B ′ g′−→ M ′ are
bitorsors, the resulting composition is a φ•-φ′′

• -bitorsor.
Moreover, the composition of generalized morphisms is associative.

As a consequence, we obtain a category, where the objects are groupoid extensions and the
morphisms are generalized homomorphisms of groupoid extensions. Invertible morphisms ex-
actly correspond to Morita equivalence of groupoid extensions. As usual, we can decompose a
generalized homomorphism of groupoid extensions as the composition of a Morita equivalence
with a strict homomorphism.

Proposition 2.11. Any generalized homomorphism of groupoid extensions M ′ f←− B
g−→ M from

X′
1

φ′−→ Y ′
1 ⇒ M ′ to X1

φ−→ Y1 ⇒ M can be decomposed as the composition of the canonical
Morita equivalence between X′

• → Y ′
• and X′

•[B] → Y ′
• [B], with a strict homomorphism of

groupoid extensions from X′
•[B] → Y ′

• [B] to X• → Y•.

Proof. Denote by X′
1[B] −→ Y ′

1[B] ⇒ B the pullback extension of X′
1 −→ Y ′

1 ⇒ M ′ via the sur-

jective submersion B
f−→ M ′. Then the projection from X′

•[B] → Y ′
• [B] to X′

• → Y ′
• is a Morita

morphism, which induces a Morita equivalence between these two groupoid extensions.
As in the proof of Proposition 2.4, consider the fiber product X′

1 ×t,M ′ B ×M,s X1. Thus
X′

1 ×t,M ′ B ×M,s X1 ⇒ B is a Lie groupoid, where the source, target, and multiplication are
given by Eqs. (4) and (5). Introduce an equivalence relation in X′

1 ×t,M ′ B ×M,s X1 ⇒ B by
(x′, b, x) ∼ (x′k′, b, k−1x), iff k′b = bk, where k′ ∈ K′

s(b) and k ∈ Kt(b). It follows from a direct
verification, using Eqs. (4) and (5), that the groupoid structure on X′

1 ×t,M ′ B ×M,s X1 ⇒ B

descends to the quotient and X′
1 ×t,M ′ B ×M,s X1 → (X′

1 ×t,M ′ B ×M,s X1)/ ∼⇒ B is a groupoid
extension. Moreover, one has the following commutative diagram
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X′
1[B] X′

1 ×t,M ′ B ×M,s X1 X1

Y ′
1[B] (X′

1 ×t,M ′ B ×M,s X1)/ ∼ Y1

B B M

(b, (x′)−1, x′bx) (x′, b, x) x

(b,φ′((x′)−1), x′bx) [x′, b, x] φ(x)

b b g(b)

(7)

where the left arrow is an isomorphism of groupoid extensions, while the right arrow is a strict
homomorphism of groupoid extensions.

This concludes the proof of the proposition. �
Now we are ready to prove Proposition 2.5.

Proof. ⇒ As in the proof of Lemma 2.9, M ′ f←− Bf
g−→ M is indeed a φ′

•-φ•-bitorsor. Thus the
conclusion follows from Proposition 2.10.

⇐ Note that since M ′ f←− B
g−→ M is a bitorsor, the right arrow in diagram (7) is indeed

a Morita morphism. �
2.4. The outer action

Let G and H be any Lie groups. We define Iso(G,H) as the set of group isomorphisms

G
f←− H . Let Adh ∈ Aut(H) denote the conjugation by h ∈ H . The map

Iso(G,H) × H → Iso(G,H) : (f,h) �→ f ◦ Adh

defines an action of H on Iso(G,H). The quotient of this action is the set Out(G,H) of all outer
isomorphisms from H to G. Since, for all f ∈ Aut(G) and g ∈ G, f ◦ Adg = Adf (g) ◦f , the set
Out(G,G) is a Lie group which will be denoted by Out(G).

For any group bundle G → M , let Iso(G, G) = ∐
m,n∈M Iso(Gm, Gn), where Gm stands for the

group fiber of G at the point m. Similarly, Out(G, G) = ∐
m,n∈M Out(Gm, Gn).

The following proposition is obvious.
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Proposition 2.12.

1. The maps s : Iso(G, G) → M : (Gm
f←− Gn) �→ m, t : Iso(G, G) → M : (Gm

f←− Gn) �→ n and

m : Iso(G, G) ×t,M,s Iso(G, G) → Iso(G, G) : (Gm
f←− Gn, Gn

g←− Gp) �→ (G|m f ◦g←−− G|p) en-

dow Iso(G, G)
s

⇒
t

M with a groupoid structure.

2. These maps descend to the quotient Out(G, G), yielding a groupoid Out(G, G) ⇒ M .
3. The quotient map Iso(G, G) → Out(G, G) is a groupoid morphism.

Definition 2.13. Let Γ1 ⇒ M be a Lie groupoid and G → M a bundle of Lie groups over the
same base.

1. An action by isomorphisms of Γ1 ⇒ M on G → M is a Lie groupoid morphism

Γ1 Iso(G, G)

M M.

2. An action by outer isomorphisms of Γ1 ⇒ M on G → M is a Lie groupoid morphism

Γ1 Out(G, G)

M M.

Proposition 2.14. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension with kernel K. Then,

1. the groupoid X1 ⇒ M acts on K → M by conjugation. I.e.

X1
Ad

Iso(K, K)

M M

(8)

given by Ad : x → Adx,∀x ∈ X1 is a groupoid morphism;
2. the composition of the groupoid morphism (8) with the quotient morphism

Iso(K, K)
q

Out(K, K)

M M

factorizes through φ:
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X1
q◦Ad

φ

Y1
Ad

Out(K, K),

yielding an action by outer isomorphisms Ad of Y1 ⇒ M on K → M , which is called the
outer action.

Remark 2.15. Let Y1 ⇒ M be a Lie groupoid and X1
φ−→ Y1 a surjective submersion. Assume

m1 and m2 are two groupoid multiplications on X1 making X1
φ−→ Y1 ⇒ M into an extension of

the groupoid Y1 ⇒ M in two different ways. Then the outer actions Ad1 and Ad2 induced by the
two groupoid structures on X1 are equal.

3. Differentiable G-gerbes as groupoid G-extensions

3.1. Groupoid G-extensions

Let G be a fixed Lie group.

Definition 3.1. A Lie groupoid extension X1
φ−→ Y1 ⇒ M is called a G-extension if its kernel

K → M is a locally trivial bundle of groups with fibers isomorphic to G.

It is simple to see that this notion is invariant under Morita equivalence. Namely, any groupoid
extension Morita equivalent to a groupoid G-extension must be a groupoid G-extension itself.

The following proposition shows that any G-extension admits a Morita equivalent G-
extension whose kernel is a trivial bundle of groups.

Proposition 3.2. Let X1
φ−→ Y1 ⇒ M be a groupoid extension. Then φ is a G-extension if and

only if there is an open covering {Ui}i∈I of M such that the kernel of the pullback extension

X1[∐Ui] φ′−→ Y1[∐Ui] ⇒
∐

Ui via the covering map
∐

i∈I Ui → M is isomorphic to the trivial
bundle of groups

∐
i∈I Ui × G.

Proof. Let K denote the kernel of φ. Since φ is a G-extension, there exists an open cover
{Ui}i∈I of M such that the pullback K′ of K → M to

∐
i∈I Ui is isomorphic to the trivial bundle∐

i∈I Ui × G → ∐
i∈I Ui . To conclude, it suffices to notice that K′ is the kernel of the pullback

extension X1[∐Ui] φ′−→ Y1[∐Ui] ⇒
∐

Ui . �
Finally we say that an extension is a trivial G-extension if it is isomorphic to the extension

Y1 × G → Y1 ⇒ M , where Y1 × G is equipped with the product groupoid structure.

3.2. Band of a groupoid G-extension

Now we introduce an important notion for a groupoid G-extension, namely, the band. It corre-
sponds to the band of a G-gerbe in terms of stack language. First of all, let us recall the definition
of G-torsors (also known as G-principal bundles) over a groupoid [35].
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Definition 3.3. Let Γ1 ⇒ Γ0 be a Lie groupoid and G a Lie group. A G-torsor, or G-principal
bundle over Γ• consists of a right principal G-bundle P

J−→ Γ0 endowed with a left action of
Γ1 ⇒ Γ0 on P with momentum map J such that the actions of G and Γ• on P commute.

Let X1
φ−→ Y1 ⇒ M be a Lie groupoid G-extension with kernel K. Let Iso(K,G) (resp.

Out(K,G)) be the group bundle
∐

m∈M Iso(Km,G) (resp.
∐

m∈M Out(Km,G)) and J (resp. J̄ )
the canonical projection of Iso(K,G) (resp. Out(K,G)) onto M . First note that Iso(K,G)

J−→ M

(resp. Out(K,G)
J̄−→ M) is a right principal Aut(G)-bundle (resp. Out(G)-bundle).

On the other hand, Iso(K,G)
J−→ M (resp. Out(K,G)

J̄−→ M) admits a natural left action of
the groupoid Iso(K, K) ⇒ M (resp. Out(K, K) ⇒ M). Moreover, these two actions commute.

Hence Iso(K,G)
J−→ M (resp. Out(K,G)

J̄−→ M) is an Aut(G)-torsor (resp. Out(G)-torsor) over
Iso(K, K) ⇒ M (resp. Out(K, K) ⇒ M). According to Proposition 2.14, there is a groupoid
morphism Ad : X• → Iso(K, K)• (resp. Ad : Y• → Out(K, K)•). Therefore, one may pull back

the Out(G)-torsor Out(K,G)
J̄−→ M over Out(K, K) ⇒ M to an Out(G)-torsor over Y• via

Ad : Y• → Out(K, K)•. More precisely, one defines the left Y•-action on Out(K,G)
J−→ M by

y · f = Ad(y) ◦ f, ∀f ∈ Out(K,G)|t(y). (9)

Definition 3.4. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid G-extension with kernel K. Then

Out(K,G)
J̄−→ M , considered as an Out(G)-torsor over Y•, is called the band of the G-

extension φ.

It is well known that for a given Lie group G there is a bijection between G-torsors over a
pair of Morita equivalent groupoids. They are called Morita equivalent G-torsors. The follow-
ing proposition shows that bands are preserved under Morita morphisms, thus also by Morita
equivalences in the above sense.

Proposition 3.5. Let f be a Morita morphism of Lie groupoid extensions from X′
1

φ′−→ Y ′
1 ⇒ M ′

to X1
φ−→ Y1 ⇒ M . Let K′ and K denote the kernels of φ′ and φ respectively. If φ and φ′ are

groupoid G-extensions, the band of φ′:

Y ′
1 Out(K′,G)

M ′

is isomorphic to the pullback of the band of φ:

Y1 Out(K,G)

M

via M ′ f−→ M .
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Proof. First, we observe that K′ is isomorphic to the pullback bundle M ′ ×M K and f restricts

to a bundle map K′ f−→ K, which is a fiberwise group isomorphism. Therefore, the torsor

Out(K′, K′) Out(K′,G)

M ′

is isomorphic to the pullback of the torsor

Out(K, K) Out(K,G)

M

via M ′ f−→ M . Let

Y ′
1

Ad′
Out(K′, K′)

M ′ M ′

and

Y1
Ad

Out(K, K)

M M

be the outer actions of φ′ and φ respectively. The morphism f induces a Morita morphism

Out(K′, K′) f
Out(K, K)

M ′
f

M

such that the diagram

Y ′
1

Ad′

f

Out(K′, K′)

f

Y1
Ad

Out(K, K)

commutes. This completes the proof. �
Remark 3.6. In terms of stack and gerbe language, the band of a G-gerbe over a stack is an
Out(G)-torsor over this stack [26].
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3.3. G-bound gerbes and groupoid central extensions

This subsection is devoted to the study of an important class of G-gerbes, namely, G-bound
gerbes. These correspond to groupoid central extensions.

Recall that when G is abelian, a groupoid G-central extension is a groupoid extension X1
φ−→

Y1 ⇒ M such that M × G  kerφ, (m,g) �→ gm ∈ kerφ|m and

x · gt(x) = gs(x) · x.

Example 3.7. Consider the particular case of S1-extensions. In this case, X1
φ−→ Y1 ⇒ M is an

S1-central extension if and only if there exists a trivialization of the kernel

M × S1 → kerφ : (m,g) �→ gm

such that

x · gt(x) = gs(x) · x, ∀x ∈ X1, ∀g ∈ G. (10)

In other words, X1
φ−→ Y1 is an S1-principal bundle such that

(g1x1) · (g2x2) = (g1g2) · (x1x2), ∀g1, g2 ∈ S1, (x1, x2) ∈ X2.

See [56] for details. Gerbes represented by S1-central extensions are called S1-bound gerbes.3

However, when G is non-abelian, the situation is more subtle. First of all, we need to introduce
the following

Definition 3.8. Let X1
φ−→ Y1 ⇒ M be a groupoid G-extension with kernel K → M . Its band

Out(K,G)
J−→ M is said to be trivial (as a Y•-torsor) if there exists a section η̄ of Out(K,G) → M

invariant under the Y•-action:

y · η̄(
t(y)

) = η̄
(
s(y)

)
, ∀y ∈ Y1. (11)

Such a section is called a trivialization of the band.

Proposition 3.9. If X1
φ−→ Y1 ⇒ M and X′

1
φ′−→ Y ′

1 ⇒ M ′ are Morita equivalent groupoid ex-
tensions, then the band of the first one is trivial if, and only if, the band of the second one is
trivial.

Proof. As in Proposition 3.5, we can restrict ourselves to the case that there is a Morita morphism

of groupoid extensions from X′
1

φ′−→ Y ′
1 ⇒ M ′ to X1

φ−→ Y1 ⇒ M . Since K′  M ′ ×M K, there is a
natural 1–1 correspondence between the Y•-invariant sections of Out(K,G) and the Y ′

• -invariant

3 In [7,8] they are called S1-gerbes for simplicity. When Y• is Morita equivalent to a manifold, they are called bundle
gerbes by Hitchin [29] and Murray [42].
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sections of Out(K′,G). Hence X′
1

φ′−→ Y ′
1 ⇒ M ′ has trivial band if, and only if, X1

φ−→ Y1 ⇒ M

has trivial band. �
Any section η of Iso(K,G) → M is called a trivialization of the kernel. For it defines a map

M × G → K : (m,g) �→ gm := ηm(g), which is an isomorphism of bundles of groups over M .
i.e. ηm(gh) = ηm(g)ηm(h).

The following proposition indicates that when the band is trivial, a trivialization of the kernel
always exists when passing to a Morita equivalent extension.

Proposition 3.10. Let X1
φ−→ Y1 ⇒ M be a groupoid G-extension with kernel K → M whose

band is trivial. Then there exists a Morita equivalent groupoid G-extension X′
1

φ′−→ Y ′
1 ⇒ M ′

with kernel K′ → M ′ together with a section η′ of Iso(K′,G) → M ′ such that its induced section
η̄′ of Out(K′,G) → M ′ is invariant under the Y ′

• -action.

Proof. Choose a trivialization η̄ of the band Out(K,G) → M of φ. Take a good open covering

{Ui}i∈I of M and consider the pullback extension X1[∐Ui] φ′−→ Y1[∐Ui] ⇒
∐

Ui of φ by the
projection

∐
i∈I Ui → M . Let us call η̄′, the Y•[∐Ui]-invariant section of Out(K′,G) → ∐

Ui

associated to η̄ as in Proposition 3.9 above. Since the Ui ’s are contractible, η̄′ can be lifted to a
section η′ of Iso(K′,G) → ∐

Ui . �
The following proposition can be verified directly.

Proposition 3.11. Let H be a subgroup of Z(G). Assume that X̃1
φ−→ Y1 ⇒ M is an H -central

extension. Let

X1 = X̃1 × G

H
,

where H acts on X̃1 × G diagonally: (x̃, g) · h = (x̃ht(x), h
−1g), ∀h ∈ H . Then X1

φ−→ Y1 ⇒ M

is a G-extension endowed with a trivialization of its kernel, called the induced G-extension.

We are now ready to state the main result of this subsection.

Theorem 3.12. Let X1
φ−→ Y1 ⇒ M be a groupoid G-extension with kernel K → M , and let η be

a trivialization of the kernel. The following assertions are equivalent.

1. The section η̄ of Out(K,G) → M induced by the trivialization of the kernel η : M →
Iso(K,G) is a trivialization of the band.

2. There exists a groupoid morphism

X1
r

G/Z(G)

M ∗
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with kernel Z(K) such that

x · gt(x) = (Adr(x)g)s(x) · x, ∀x ∈ X1, ∀g ∈ G,

where Ad denotes the canonical isomorphism from G/Z(G) to Inn(G):

Ad[g′](g) = g′g(g′)−1, ∀g,g′ ∈ G.

3. There exists a global section σ of the induced morphism X1/Z(K) → Y1 such that, for any
local lift σ̃ : Y1 → X1 of σ ,

σ̃ (y) · gt(y) = gs(y) · σ̃ (y), ∀y ∈ Y1, ∀g ∈ G.

Moreover, σ is a groupoid morphism.

4. The extension X1
φ−→ Y1 ⇒ M is isomorphic to the induced G-extension X̃1×G

Z(G)
→ Y1 ⇒ M

of a Z(G)-central extension X̃1
φ−→ Y1 ⇒ M .

When any of the conditions above is satisfied, the groupoid G-extension is called central.
Differentiable gerbes represented by G-central extensions are called G-bound gerbes.

Proof. 1 ⇒ 2 It is well known that the group morphism Ad : G → Inn(G) : g �→ Adg factorizes
through G/Z(G):

G

Ad

G/Z(G)
Ad

Inn(G),

and Ad : G/Z(G) → Inn(G) is an isomorphism.
For any x ∈ X1, it is clear that η−1

s(x) ◦ Adx ◦ ηt(x) is an automorphism of G. According to
Eq. (11), it must be an inner automorphism, and therefore corresponds to an element in G/Z(G),
which is defined to be r(x). Here we used the fact that Ad : Inn(G) → G/Z(G) is an isomor-
phism. Thus we have

Adx ◦ ηt(x) = ηs(x) ◦ Adr(x) (12)

or

x · gt(x) = (Adr(x)g)s(x) · x, ∀x ∈ X1, ∀g ∈ G. (13)

From its definition, it is simple to see that
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X1
r

G/Z(G)

M ∗

is indeed a Lie groupoid morphism.
2 ⇒ 3 Since the groupoid morphism Ad has kernel Z(K), it factorizes through X1/Z(K):

X1

Ad

X1/Z(K)
Ad

Iso(K, K).

Also the trivialization of the kernel η : M → Iso(K,G) induces a unique section η of
Iso(K/Z(K),G/Z(G)) → M making the diagram

Km G
ηm

(K/Z(K))m G/Z(G)
ηm

commute. It thus follows that ηm ◦ Adg = Adηm(g) ◦ ηm = Ad[ηm(g)] ◦ ηm. Hence

ηm ◦ Ad[g] = Adηm[g] ◦ ηm, (14)

where [q] denotes the class of an element q ∈ X1 (resp. G) in X1/Z(K) (resp. G/Z(G)).
Using Eq. (14), the formula (12) becomes Adx ◦ ηt(x) = ηs(x) ◦ Adr(x). Hence Ad[x] ◦ ηt(x) =
Adηs(x)(r(x)) ◦ ηs(x). Therefore

Adηs(x)((r(x))−1·[x]) ◦ ηt(x) = ηs(x). (15)

For any y ∈ Y1, take x ∈ X1 any element such that φ(x) = y. Set

σ(y) = ηs(x)

(
r(x)

)−1 · [x].

It is easy to see that σ defines a section of X1/Z(K) → Y1. Then Eq. (15) becomes

Adσ(φ(x)) ◦ ηt(x) = ηs(x), ∀x ∈ X1. (16)

Therefore, for any local lift σ̃ : Y1 → X1 of σ , we have

Adσ̃ (φ(x)) ◦ ηt(x) = ηs(x), ∀x ∈ X1, (17)
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or, equivalently,

σ̃
(
φ(x)

) · gt(x) = gs(x) · σ̃ (
φ(x)

)
, ∀x ∈ X1, g ∈ G. (18)

I.e.

σ̃ (y) · gt(y) = gs(y) · σ̃ (y), ∀y ∈ Y1, g ∈ G. (19)

Moreover, Eq. (16) implies that ∀(x, y) ∈ X2, η−1
t(y) ◦ Ad(σ ((φ(xy))−1)σ (φ(x))σ (φ(y))) ◦ ηt(y) = id.

Hence,

σ
((

φ(xy)
)−1)

σ
(
φ(x)

)
σ
(
φ(y)

) = 1 in X1/Z(K),

since Ad is injective. It thus follows that σ is a groupoid morphism.
3 ⇒ 4 Take X̃1 = π−1(σ (Y1)), where π denotes the projection X1 → X1/Z(K). Since σ is

a Lie groupoid morphism, it is simple to see that X̃1 ⇒ M is a Lie subgroupoid of X1 ⇒ M and
X̃1 → Y1 ⇒ M is a groupoid Z(G)-extension. The trivialization of the kernel ηm : G → Km,
when being restricted to the center Z(G), induces a trivialization of the kernel η̃m : Z(G) →
Z(K)m of the Z(G)-extension X̃1 → Y1 ⇒ M . Moreover, Eq. (17) implies that

Adx̃ ◦ηt(x̃) = ηs(x̃), ∀x̃ ∈ X̃1. (20)

It thus follows that X̃1 → Y1 ⇒ M is a Z(G)-central extension. Consider the map

τ : X̃1 × G → X1 : (x̃, g) �→ x̃ · gt(x̃).

From Eq. (19), it follows that τ is a groupoid morphism. According to Eq. (16), we have

[x] = ηs(x)

(
r(x)

) · σ (
φ(x)

) = σ
(
φ(x)

) · ηt(x)

(
r(x)

)
, ∀x ∈ X1.

It thus follows that x = σ(φ(x)) · ηt(x)(r(x)) · k for some k ∈ Z(K). Hence τ is surjective. And

its kernel {(zm, z−1) | z ∈ Z(G)} is isomorphic to Z(G). Therefore X•
φ−→ Y• is isomorphic to the

induced G-extension X̃1×G
Z(G)

→ Y1 ⇒ M .

4 ⇒ 1 For any x = [(x̃, g)] ∈ X̃1×G
Z(G)

, it follows from a simple computation that

η−1
s(x) ◦ Adx ◦ηt(x) = Adg.

The conclusion thus follows. �
As an immediate consequence, Morita equivalent classes of G-extensions with trivial band

are in one–one correspondence with Morita equivalent classes of Z(G)-central extensions. The
latter is classified by H 2(Y•,Z(G)). Thus we have recovered the following result of Giraud [26]
in the context of differential geometry.

Theorem 3.13. Morita equivalent classes of G-extensions with trivial band (i.e. G-bound gerbes)
over the groupoid Y1 ⇒ M are in one–one correspondence with H 2(Y•,Z(G)).
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3.4. G-gerbes over manifolds

In this subsection, we study G-gerbes over a manifold. This corresponds to a G-extension over
a groupoid which is Morita equivalent to a manifold, i.e. a groupoid of the form M ×N M ⇒ M

for a surjective submersion M → N (see also [46]). When {Ui}i∈I is an open covering of N

and M is the disjoint union
∐

i Ui with the covering map
∐

i Ui → N , the resulting groupoid
M ×N M ⇒ M , which is easily seen to be isomorphic to

∐
ij Uij ⇒

∐
i Ui , is called the Čech

groupoid associated to the open covering {Ui}i∈I of the manifold N .
Let {Ui}i∈I be a good open covering of N , namely all Ui ’s and their finite intersections

are contractible. We form its Čech groupoid Y• : ∐
ij Uij ⇒

∐
i Ui , and consider a G-extension

K• → X•
φ−→ Y•. A point x in N will be denoted by xi when considered as a point in Ui and by

xij when considered as a point in Uij , etc. The source, target and multiplication maps of Y• are
given, respectively, by

s(xij ) = xi, t(xij ) = xj , xij · xjk = xik.

Since Ui is contractible for all i ∈ I , we can identify K with the trivial bundle of groups
K  ∐

i Ui × G. Since Uij is contractible for all i, j ∈ I , there exists a global section ρ (which

needs not be a groupoid morphism) of X1
φ−→ Y1 such that

ρ(xii) = ε(xi), ∀i ∈ I, and ρ(xji) = (
ρ(xij )

)−1
, ∀i, j ∈ I,

where ε : M → X1 is the unit map.
We identify any element x̃ ∈ X1 with a pair xij = φ(x̃) ∈ Y1 and g ∈ Kxj

such that
ρ(xij ) · g = x̃. In other words, we identify X1 with

∐
ij Uij × G in such a way that the mul-

tiplication of elements in X1 by elements of K  ∐
i Ui × G from the right coincides with the

multiplication from the right on the group G, i.e.

(xij , g) · (xj , h) = (xij , gh), ∀g,h ∈ G. (21)

First, we define C∞(G,G)-valued functions λij on the 2-intersections Uij by comparing the
right and the left actions of the group bundle K → ∐

i Ui . Indeed for any i, j ∈ I , xij ∈ Uij and
g ∈ G, there is a unique element λij (xij )(g) ∈ G such that

(xij ,1) · (xj , g) = (
xi, λij (xij )(g)

) · (xij ,1). (22)

Note that g → λij (xij )(g) is a smooth diffeomorphism by construction.
Second, we define G-valued functions gijk on the 3-intersections Uijk by

(xij ,1) · (xjk,1) = (
xik, gijk(xijk)

)
.

These functions measure the default of ρ from being a groupoid homomorphism. In the sequel,
the reference to the point x where λij and gijk are evaluated will be omitted.

The data (λij , gijk) determine completely the multiplication on the groupoid X1 ⇒
∐

i Ui .
More precisely, one has
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(xij , g)(xjk, h) = (
xik, gijkλ

−1
jk (g)h

)
, ∀g,h ∈ G. (23)

The associativity of the groupoid multiplication defined on X1 imposes the following relations
on the functions λij and gijk :

λij (gh) = λij (g)λij (h), ∀g,h ∈ G; (24)

λij ◦ λjk = Adgijk
◦ λik; (25)

gijlgjkl = giklλ
−1
kl (gijk); (26)

which are immediate consequences of the following identities, reflecting the associativity of the
groupoid product: (

(xij ,1)(xj , g)
)
(xj , h) = (xij ,1)

(
(xj , g)(xj , h)

)
,(

(xi, g)(xij ,1)
)
(xjk,1) = (xi, g)

(
(xij ,1)(xjk,1)

)
,(

(xij ,1)(xjk,1)
)
(xkl,1) = (xij ,1)

(
(xjk,1)(xkl,1)

)
.

Eq. (24) means that λij is an Aut(G)-valued function on Uij . Alternatively, one may write
Eq. (22) as

Ad(xij ,1)(xj , g) = (
xi, λij (xij )(g)

)
.

From the fact that Ad(xij ,1) is a group isomorphism from Kxj
to Kxi

, it follows immediately that
λij is an Aut(G)-valued function.

Conversely, if we are given some λij : Uij → Aut(G), gijk : Uijk → G satisfying Eqs. (25)
and (26), then the product defined in Eq. (23) defines a groupoid structure on X1 ⇒

∐
ij Uij ,

which makes X• → Y• into a groupoid G-extension.
The above discussion can be summarized by the following

Proposition 3.14. Assume that {Ui}i∈I is a good open covering of a manifold N . Then there is a
one–one correspondence between G-extensions of the Čech groupoid

∐
ij Uij ⇒

∐
i Ui and the

data (λij , gijk), where λij : Uij → Aut(G) and gijk : Uijk → G satisfy Eqs. (25)–(26).

The data (λij , gijk) is called a non-abelian 2-cocycle, as in [10,22,45].

Remark 3.15. Non-abelian 2-cocycles have recently appeared in many places in deformation
quantization theory. See [15,16,21,30–32,34,48,59,60].

Now let us consider the band of this G-extension. According to Definition 3.4, the band is
an Out(G)-torsor over the Čech groupoid Y• : ∐

ij Uij ⇒
∐

i Ui , which is Morita equivalent to
the manifold N . Thus the band is a principal Out(G)-bundle over the manifold N . To describe
it more explicitly, by λij we denote the composition of λij : Uij → Aut(G) with the projection
Aut(G) → Out(G). Then Eq. (25) implies that

λij ◦ λjk ◦ λki = 1.
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In other words, λij : Uij → Out(G) is a Čech 2-cocycle, which defines an Out(G)-principal
bundle over N . This is exactly the band of the G-extension.

Proposition 3.16. Let {Ui}i∈I be a good open covering of a manifold N .

1. A G-extension X1
φ−→ ∐

ij Uij ⇒
∐

i Ui of the Čech groupoid
∐

ij Uij ⇒
∐

i Ui has a trivial
band if and only if there exists a trivialization of the kernel K  ∐

i Ui × G and a section

ρ of X1
φ−→ ∐

ij Uij such that the associated data (λij , gijk) satisfies λij = id and (gijk) ∈
Ž2(N,Z(G)).

2. Moreover, if (gijk) is a coboundary, then the section ρ can be modified so that λij = id and
gijk = 1. That is, the G-extension is isomorphic to the trivial G-extension.

Proof. 1. Let η̄ ∈ Γ (Out(K,G) → ∐
Ui) be a trivialization of the band. Since the Ui ’s are con-

tractible, η̄ can be lifted to a section η of Iso(K,G) → ∐
Ui . This gives the desired trivialization

of the kernel. According to Theorem 3.12, since the band of the G-extension is trivial, and all

Uij ’s are contractible, there exists a section ρ of X1
φ−→ ∐

Uij such that

ρ(xij ) · gxj
= gxi

· ρ(xij ),

ρ(xii) = 1,

ρ(xji) = ρ(xij )
−1 (27)

for all xij ∈ Uij and g ∈ G. Now, we identify X1 with
∐

Uij × G through

∐
Uij × G → X1 : (xij , g) �→ ρ(xij ) · gxj

.

Then Eq. (27) becomes (xij ,1)(xj , g) = (xi, g)(xij ,1). Hence λij = id. From (xij ,1)(xjk,1) =
(xik, gijk), it follows that ρ(xki)ρ(xij )ρ(xjk) = gijk . By Eq. (27), we have gijk ∈ Z(G).

2. Assume that (gijk) is a coboundary: ρ(xki)ρ(xij )ρ(xjk) = gijk = hjkh
−1
ik hij , where

hij : Uij → Z(G). Using Eq. (27), this can be rewritten as ρ(xki)h
−1
ki ·ρ(xij )h

−1
ij ·ρ(xjk)h

−1
jk = 1.

Define a new section ρ′ : ∐
Uij → X1 : xij �→ ρ(xij )h

−1
ij . It is easy to check that relatively

to the associated identification of X1 with
∐

Uij × G, one has λ′
ij = λij ◦ Ad

h−1
ij

= 1 and

g′
ijk = ρ′(xki)ρ

′(xij )ρ
′(xjk) = 1. �

As an immediate consequence, we see that a G-extension with trivial band over the Čech
groupoid of a good cover is completely determined by a Čech 2-cocycle in Ž2(N,Z(G)). There-
fore we have derived the following result of Giraud [26] by a direct argument.

Corollary 3.17. Isomorphism classes of G-bound gerbes over a manifold N are in one–one
correspondence with H 2(N,Z(G)).

Proposition 3.18. Any groupoid G-extension of the Čech groupoid associated to a good open
covering of a contractible manifold is isomorphic to the trivial G-extension.
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Proof. Let N be a contractible manifold, (Ui) a good covering of N , and X1 → ∐
Uij ⇒

∐
Ui

a groupoid G-extension of the associated Čech groupoid. Its band must be trivial, since any
principal bundle over a contractible manifold is trivial. According to Proposition 3.16, the mul-
tiplication on X1 is entirely determined by the 2-cocycle (gijk) in Ž2(N,Z(G)). Since the
manifold N is contractible and (Ui) is a good covering, (gijk) must be a 2-coboundary, which
implies that X1 → ∐

Uij ⇒
∐

Ui is isomorphic to the trivial G-extension. �
By a refinement of a G-extension X1 → ∐

i,j Uij ⇒
∐

j Uj of a Čech groupoid, we mean
the pullback of this G-extension through a refinement of the covering (Uj )j∈J of N .

As an immediate consequence of Proposition 3.18, we have the following

Corollary 3.19. Any groupoid G-extension of a Čech groupoid over a contractible manifold N

has a refinement which is isomorphic to a trivial G-extension.

4. Connections on groupoid extensions

4.1. Connections as horizontal distributions

Recall that a horizontal distribution on a fiber bundle X
φ−→ Y is an assignment to each point

x ∈ X of a subspace Hx of TxX transversal to the fiber of φ containing x.
Recall also that, to any Lie groupoid Γ1 ⇒ Γ0, one can associate its tangent Lie groupoid

T Γ1 ⇒ T Γ0 whose structure maps are the differentials of those of Γ• [39,40]. More precisely,
if s : Γ1 → Γ0, t : Γ1 → Γ0 and m : Γ2 → Γ1 denote the source, target and multiplication
maps of Γ•, then s∗ : T Γ1 → T Γ0 and t∗ : T Γ1 → T Γ0 are respectively the source and tar-
get maps of (T Γ )•, and the multiplication map T Γ1 ×t∗,Γ0,s∗ T Γ1 → T Γ1 is the composition
of the canonical isomorphism T Γ1 ×t∗,Γ0,s∗ T Γ1  T (Γ1 ×t,Γ0,s Γ1) with the differential of
m : Γ1 ×t,Γ0,s Γ1 −→ Γ1.

Definition 4.1. A connection on a Lie groupoid extension X1
φ−→ Y1 ⇒ M is a horizontal distri-

bution H on X1
φ−→ Y1 which is also a Lie subgroupoid of the tangent groupoid T X1 ⇒ T M . I.e.

we have

Hx1 · Hx2 ⊂ Hx1·x2 for all (x1, x2) ∈ X2, (28)

H−1
x ⊂ Hx−1 for all x ∈ X1. (29)

Lemma 4.2.

1. The distribution H contains the entire unit space T M of X1.
2. Hx1 · Hx2 = Hx1·x2 .
3. (Hx)

−1 = Hx−1 .

Proof. 1. Since H is a Lie subgroupoid of T X1 ⇒ T M , it contains its unit space, which is s∗H .
On the other hand, we have s∗H = s∗φ∗H = s∗T Y1 = T M . The conclusion follows.
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2. Since Tt(x)M ⊂ Hx−1 · Hx and H−1
x1

⊂ H
x−1

1
, we have

Hx1·x2 = Hx1·x2 · Tt(x2)M ⊂ Hx1·x2 · Hx2
−1 · Hx2 ⊂ Hx1 · Hx2 .

3. Substituting x−1 for x in Eq. (29), one gets H−1
x−1 ⊂ Hx . Thus, Hx−1 ⊂ H−1

x . �
As before, let K be the kernel of X•

φ−→ Y•. Then K → M is a group bundle, which is also a
Lie subgroupoid of X•. Set

H K = T K ∩ H. (30)

Since ker(φ∗) ⊂ Tk K for any k ∈ K, H K defines a connection for the bundle K φ−→ M , which
is also a groupoid extension connection when K → M is considered as a groupoid extension
K → M ⇒ M . Since this groupoid extension is simply a bundle of groups, H K is a group bundle
connection that we call the induced connection on the bundle of groups K → M .

Let K → M denote the Lie algebra bundle associated to the group bundle K → M . Let
exp : K → K denote the pointwise exponential map. The connection H K on the group bundle

K φ−→ M induces a connection on the Lie algebra bundle K → M that we call the induced hor-
izontal distribution HK on the bundle of Lie algebras K → M defined as follows: v ∈ T K is
horizontal if exp∗ v ∈ H K . This connection is compatible with the Lie algebra bundle structure,
i.e. it is given by a covariant derivative on the vector bundle K → M and satisfies Proposi-
tion 4.21(4).

4.2. Horizontal paths for groupoid extension connections

It is natural to ask what is the geometrical meaning of a connection on a groupoid extension.
This subsection aims at answering this question.

Recall that, given a horizontal distribution on a fiber bundle, a path is said to be horizontal if it
is tangent to the horizontal distribution. Also recall that, given a groupoid, two paths τ �→ γ1(τ ),
τ �→ γ2(τ ) on the space of arrows are said to be compatible if, and only if, γ1(τ ), γ2(τ ) are
composable for all values of τ . The product of these paths is the path τ → γ1(τ ) · γ2(τ ).

The following proposition gives an alternative definition of Lie groupoid extension connec-
tion.

Proposition 4.3. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension. A horizontal distribution on

X1
φ−→ Y1 is a groupoid extension connection if and only if the product of any pair of horizontal

composable paths in X1 is still a horizontal path, and the inverse of any horizontal path is still a
horizontal path.

Here is yet another alternative description of groupoid extension connections.
For any manifold N , denote NI the set of smooth paths from [0,1] to N . If Γ1 ⇒ Γ0 is a

groupoid, then Γ I
1 ⇒ Γ I

0 inherits a groupoid structure with the source map γ �→ s ◦ γ , the target
map γ �→ t ◦ γ , and the product τ �→ γ1(τ ) · γ2(τ ), for any composable γ1, γ2 ∈ Γ I

1 . We call this
groupoid the path groupoid. Proposition 4.3 can be reinterpreted as follows: a horizontal distri-
bution is a groupoid extension connection if, and only if, the horizontal paths form a subgroupoid
of the path groupoid XI ⇒ MI .
1
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Recall that an Ehresmann connection on a fiber bundle X
φ−→ Y is a horizontal distribution

satisfying the following technical assumption: any path on Y starting from y ∈ Y has a unique
horizontal lift on X starting from a given point x in the fiber of X over y. This additional as-
sumption is required to avoid horizontal lifts going to infinity in a finite time.

Let γ be a path in Y1. The parallel transport τ
γ
t along γ is a transformation satisfying the

following properties:

• τ
γ

0 (x) = x;
• for any x ∈ X1 with φ(x) = γ (s), the relation φ(τ

γ
t (x)) = γ (s + t) holds;

• the path t �→ τ
γ
t (x) is horizontal.

Proposition 4.4. Groupoid extension connections are Ehresmann connections.

Proof. Let X1
φ−→ Y1 ⇒ M be a groupoid extension endowed with a groupoid extension connec-

tion. Let us fix a path γ : t �→ γt in Y1 defined on an open interval I of R containing [0,1]. For
each x ∈ X1 in the fiber over γ0, we will denote by γ̄ x : t → γ̄ x

t the path (if any) in X1, which
passes through x and lifts γ horizontally.

Step 1 Given a point b in φ−1(γ0), we will show that there exists a positive real number

ε such that, for all points x in the same connected component as b in φ−1(γ0), the path γ̄ x is
defined for t ∈ (−ε, ε).

Indeed, since the solutions of ODEs depend smoothly on the parameters, there exists a con-
nected neighborhood U of b in its fiber φ−1(γ0) and a positive real number ε such that, for all
u ∈ U , the horizontal lift γ̄ u is defined for all t ∈ (−ε, ε).

For each u ∈ U , define the path δb−1·u ∈ C∞((−ε, ε), K) by δb−1·u
t = (γ̄ b

t )−1 · (γ̄ u
t ). Since

the horizontal distribution on X1 is compatible with the groupoid multiplication, the paths δb−1·u
with u ∈ U as well as all products of such paths in the groupoid C∞((−ε, ε),X1) are horizontal.

Observe that {δb−1·u
0 | u ∈ U} is the neighborhood Lb−1U of the identity in the Lie group Kt(x).

Now, taking any element x in the same connected component of φ−1(γ0) as b, the product b−1 ·x
lies in the connected component of the Lie group Kt(x) containing its unit element. Hence b−1 ·x
can be written as a finite product k1 · k2 · · · · · kn of elements in the neighborhood Lb−1U .

Therefore, the horizontal lift γ̄ x is defined for all t ∈ (−ε, ε) because

γ̄ x
t = γ̄ b

t · δk1
t · δk2

t · · · · · δkn
t .

Step 2 We show that for any point x in the connected component of b in the fiber φ−1(γ0),
the path γ̄ x is defined for all t ∈ [0,1].

By the first step, it is clear that there exists an open covering⋃
s∈I,U∈Cs

{(
s + t, τ

γ
t (u)

) ∣∣ t ∈ (−εU , εU ), u ∈ U
}

of I ×γ,Y1,φ X1, where Cs denotes the set of connected components of the fiber φ−1(γs), εU

depends on U and τ denotes the parallel transport. Any connected component of I ×γ,Y1,φ X1
is thus a union of such open sets. Any horizontal lift of γ does entirely lie in such a connected
component. Consider the connected component B of I ×γ,Y ,φ X1 containing b. Since the parallel
1
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transport maps fibers homeomorphically, it does preserve the connected components of the fibers.
Hence the intersection of B with any fiber must be a connected component of this fiber. It is thus
clear that

B =
⋃
s∈I

{(
s + t, τ

γ
t (u)

) ∣∣ t ∈ (−εs, εs), u ∈ B ∩ φ−1(γ (s)
)}

,

where εs does now only depend on s.
Since

⋃
s∈I (s − εs, s + εs) is an open covering of the compact interval [0,1], there exists

a finite subcovering
⋃

i=0,...,n(si − εsi , si + εsi ) of [0,1] with 0 = s0 < s1 < s2 < · · · < sn = 1
and (si−1 − εsi−1 , si−1 + εsi−1) ∩ (si − εsi , si + εsi ) �= ∅. Let t0 = 0, tn+1 = 1 and choose n real
numbers t1, . . . , tn such that ti ∈ (si−1 − εsi−1, si−1 + εsi−1) ∩ (si − εsi , si + εsi ). Then, for any

x in the same connected component of φ−1(γ0) as b, the path recursively defined by γ̄ x
t = τ

γ̄ x
ti

t−ti
for ti � t � ti+1 is the horizontal lift of γ through x. Modifying the choice of the point b and the
path γ in the two steps above, the conclusion follows. �

The following result is an immediate consequence of Proposition 4.3 applied to H K .

Corollary 4.5. Let H K be the induced connection on the group bundle K → M . Then the parallel
transport in K → M preserves the group structure on the fibers.

Since the horizontal distribution on K is the image of the horizontal distribution on K under
the differential of the exponential map, we have the following lemma.

Lemma 4.6. The following diagram

Kγ (0)

exp

τ
γ
t

Kγ (t)

exp

Kγ (0)

τ
γ
t Kγ (t)

(31)

commutes, where τ
γ
t stands, with an abuse of notation, for the parallel transportation in both K

and K over some path γ in M .

The following proposition shows that any groupoid extension of a connected Lie groupoid
that admits a connection must be a groupoid G-extension for some fixed Lie group G.

Proposition 4.7. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension with kernel K. Assume that the

orbit space M/Y1 is path connected. If there exists a groupoid extension connection, then

1. the groups Km, m ∈ M , are all isomorphic;
2. φ is a Lie groupoid G-extension for a fixed Lie group G.



1384 C. Laurent-Gengoux et al. / Advances in Mathematics 220 (2009) 1357–1427
Proof. 1. Since M/X1 is path connected, any two points m,n ∈ M can be connected by a family
of points {mi}i=1,...,l such that any two consecutive elements in the family are either in the same
connected component of M , or are the source and target of some element in X1.

For any pair of points m and n in the same connected component of M , an isomorphism
Km  Kn can be constructed by taking the parallel transport over a path joining m and n. And if
x ∈ X1, the conjugation by x induces an automorphism Ks(x)  Kt(x).

2. Choose a Riemannian metric on M and take an open covering of M by contractible open
normal neighborhoods {Ui}i∈I . Then hi : Ui × [0,1] → Ui : (expui

ξ, t) �→ expui
tξ , where ξ

is in a small neighborhood of zero in Tui
Ui , is a smooth deformation retraction of Ui onto a

fixed point ui . Consider the pullback X1[∐Ui] → Y1[∐Ui] ⇒
∐

Ui of X1 → Y1 ⇒ M . Its
kernel is

∐
i∈I Ui ×M K. As each Ui ×M K can be locally identified to Ui × Kui

using parallel
transport along the paths t �→ hi(m, t), m ∈ Ui , as above, it follows that

∐
i∈I Ui ×M K can be

identified with
∐

i∈I Ui × G for a fixed Lie group G. Hence X1[∐Ui] → Y1[∐Ui] ⇒
∐

Ui is
a Lie groupoid G-extension. �

From now on, if a Lie groupoid extension admits a groupoid extension connection, it is always
assumed to be a G-extension. Take an arbitrary path γ in XI

1 . The horizontal distribution being
an Ehresmann connection, there exists an unique horizontal path γ̄ starting at γ (0) and satisfying
φ ◦ γ = φ ◦ γ̄ . There is therefore a unique map g : [0,1] → K such that γ̄ (τ ) = γ (τ) ·gγ (τ ); note
that, by construction, gγ (τ ) ∈ Kt◦γ (τ) for all τ ∈ [0,1].

We call right holonomy of a path γ , denoted by hol(γ ), the element gγ (1) ∈ Kt◦γ (1). The left
holonomy can be defined similarly using the left action of K.

Proposition 4.8. For any pair of paths γ1, γ2 composable in X1, the following relation holds:

hol(γ1 · γ2) = (
Ad(γ2(1))−1 hol(γ1)

) · hol(γ2).

Proof. The paths γ1, γ2 being composable, so are the associated horizontal paths γ̄1, γ̄2. The
product of horizontal paths being horizontal, their product γ̄1 · γ̄2 is a horizontal path. Moreover,
this path starts at the point γ̄1(0)γ̄2(0) = (γ1 · γ2)(0). Therefore γ1γ2 = γ̄1 · γ̄2. It is now a simple
matter to check that:

(γ1γ2)(1) · holγ1γ2 = γ1γ2(1)

= γ1(1) · hol(γ1) · γ2(1) · hol(γ2)

= γ1(1) · γ2(1) · (Ad(γ2(1))−1 hol(γ1)
) · hol(γ2). �

4.3. Connections as 1-forms

Recall that any Lie groupoid X1 ⇒ M gives rise to a simplicial manifold

· · · X2 X1 X0, (32)

where

Xn = {
(x1, . . . , xn)

∣∣ t(xi) = s(xi+1), i = 1, . . . , n − 1
}
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is the set of composable n-tuples of elements of X1, and X0 = M and the face maps are defined
as follows [52]. The maps εn

i : Xn → Xn−1 are given by, for n > 1,

εn
0 (x1, x2, . . . , xn) = (x2, . . . , xn),

εn
n(x1, x2, . . . , xn) = (x1, . . . , xn−1),

εn
i (x1, x2, . . . , xn) = (x1, . . . , xixi+1, . . . , xn), 1 � i � n − 1,

and, for n = 1, ε1
0(x) = s(x), ε1

1(x) = t(x). They satisfy the simplicial relations

εn−1
i ◦ εn

j = εn−1
j−1 ◦ εn

i ∀i < j.

We also define the maps s : Xn → M : (x1, . . . , xn) �→ s(x1) and t : Xn → M : (x1, . . . , xn) �→
t(xn). When n = 1, we recover the source and target of the groupoid, justifying the notation.

Consider a Lie groupoid extension (1). Since X1 ⇒ M acts on K → M by conjugation, it acts
on K → M by adjoint action. Therefore one obtains a left representation of the groupoid X1 ⇒ M

on K → M . For any x ∈ X1, the adjoint representation is denoted by Adx : Kt(x) → Ks(x), which,
by definition, is the derivative at the identity of the conjugation Adx : Kt(x) → Ks(x). Therefore
one can talk about Lie groupoid cohomology with values in K [37,38]. Here a K-valued cochain
is a smooth map which associates an element in Ks(x1) to a composable n-tuple (x1, . . . , xn).
Thus the space of n-cochains can be identified with C∞(Xn, s∗K) = Γ (s∗K → Xn), the space
of smooth sections of the vector bundle s∗K → Xn, i.e. the pullback bundle of K → M via
s : Xn → M . The differential ∂� : C∞(Xn−1, s∗K) → C∞(Xn, s∗K) is given by

∂�|(x1,...,xn) = Adx1 ◦
(
εn

0

)∗ +
n∑

i=1

(−1)i
(
εn
i

)∗
. (33)

In general, as a cochain complex, one can consider Ωl(Xn, s∗K), the space of differential
forms on Xn with values in the vector bundle s∗K → Xn, i.e. the space of smooth sections of the
vector bundle ∧lT ∗Xn ⊗ s∗K → Xn and the operator ∂� given by exactly the same formula (33)
as the differential. Thus (∂�)2 = 0. Similarly, by taking the inverse of the adjoint action of
X1 ⇒ M on K → M , one obtains a right representation of X1 ⇒ M on K → M , and thus can
consider the cochain complex formed by Ωl(Xn, t∗K), the space of differential forms on Xn with
values in the vector bundle t∗K → Xn, and the differential ∂� : Ωl(Xn−1, t∗K) → Ωl(Xn, t∗K)

given by

∂�|(x1,...,xn) =
n−1∑
i=0

(−1)i
(
εn
i

)∗ + (−1)n Ad(xn)−1 ◦
(
εn
n

)∗
. (34)

We thus have (∂�)2 = 0.
In the sequel, if ξ is an element of K, the right and left fundamental vector fields generated by

ξ will be denoted by ξ� and ξ� respectively. Thus,
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ξ�
x = d

dτ
x exp(τξ)

∣∣∣∣
τ=0

, ξ�
y = d

dτ
exp(τξ)y

∣∣∣∣
τ=0

, (35)

where x, y ∈ X1 with t(x) = m = s(y) and ξ ∈ Km.

Definition 4.9. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension. A 1-form α ∈ Ω1(X1, t∗K) is

said to be a right connection 1-form if α(ξ�) = ξ , ∀ξ ∈ K and ∂�α = 0. Similarly, a 1-form
β ∈ Ω1(X1, s∗K) is said to be a left connection 1-form if β(ξ�) = ξ , ∀ξ ∈ K and ∂�β = 0.

Remark 4.10.

1. An l-form α ∈ Ωl(X1, t∗K) satisfies ∂�α = 0 if and only if, for any composable pair
(x1, x2) ∈ X2 and for any l-tuples of composable pairs (u1, v1), . . . , (ul, vl) in the tangent
groupoid T X1 ⇒ T M , with ui ∈ Tx1X1, vi ∈ Tx2X1 for all i ∈ {1, . . . , l}, one has

α(u1 · v1, . . . , ul · vl) = α(v1, . . . , vl) + Ad
x−1

2
α(u1, . . . , ul). (36)

In particular, for l = 1, one has

α(u · v) = α(v) + Ad
x−1

2
α(u) (37)

for any composable u ∈ Tx1X1 and v ∈ Tx2X1.
Eq. (37) can be interpreted as follows. The tangent groupoid T X1 ⇒ T M acts on K → M

from the right by u · k = Ad−1
x k for any u ∈ TxX1 and any k ∈ Ks(x). Then ∂�α = 0 if, and

only if, α : T X1 → K is a 1-cocycle with respect to this action.
2. In the case of G-extensions over a Čech groupoid, the condition ∂�α = 0 should be equiva-

lent to the condition given by Breen and Messing in [14, Eq. (6.1.9)]. See [13].

Lemma 4.11. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension endowed with a Lie groupoid

extension connection H . Let (p, q) be any point in X2, and vp ∈ TpX1 and vq ∈ TqX1 any pair
of composable horizontal vectors.

1. If ξ and η are elements of the fibers of K → M at the points t(p) and t(q), respectively, then
(ξ�

p + vp) and (η�
q + vq) are composable and(
ξ�
p + vp

) · (η�
q + vq

) = (Adq−1 ξ + η)�
pq

+ (vp · vq).

2. If ξ and η are elements of the fibers of K → M at the points s(p) and s(q) respectively, then
(ξ�

p + vp) and (η�
q + vq) are composable and(

ξ�
p + vp

) · (η�
q + vq

) = (ξ + Adp η)�
pq

+ (vp · vq).

Proof. We prove (1) only since the argument for (2) is similar. Choose a path t �→ (γ (t), δ(t))

in X2 such that d
dt

|0γ (t) = vp and d
dt

|0δ(t) = vq . Then,

ξ�
p + vp = d

∣∣∣∣ (
γ (t) exp(tξ)

)
, η�

q + vq = d
∣∣∣∣ (

δ(t) exp(tη)
)
.

dt 0 dt 0
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Hence the result follows from the identity

d

dt

∣∣∣∣
0

(
γ (t) exp(tξ)δ(t) exp(tη)

) = d

dt

∣∣∣∣
0

(
p exp(tξ)q exp(tη)

) + d

dt

∣∣∣∣
0

(
γ (t)δ(t)

)
. �

Theorem 4.12. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension. Then the following are all

equivalent.

1. Lie groupoid extension connections H ⊂ T X1;
2. right connection 1-forms α ∈ Ω1(X1, t∗K); and
3. left connection 1-forms β ∈ Ω1(X1, s∗K).

Proof. It suffices to prove the one–one correspondence between (1) and (2). The equivalence
between (1) and (3) can be proved similarly.

1 ⇒ 2 Define α ∈ Ω1(X1, t∗K) by setting

α
(
ξ�) = ξ, ∀ξ ∈ K and α(v) = 0, ∀v ∈ H.

From Lemma 4.11 and Eq. (28), it follows that for all (p, q) ∈ X2, vp ∈ Hp and vq ∈ Hq with
vp, vq composable,

((
ξ�
p + vp

) · (η�
q + vq

))
α = Adq−1 ξ + η = Adq−1

((
ξ�
p + vp

)
α
) + (

η�
q + vq

)
α.

Thus we have

∂�α|(p,q) = (
ε2

0

)∗
α − (

ε2
1

)∗
α + Adq−1 ◦

(
ε2

2

)∗
α = 0.

Hence α is a right connection 1-form.
2 ⇒ 1 Set H = kerα. It is clear that H is a horizontal distribution for the fiber bun-

dle X1
φ−→ Y1. Since ∂�α = 0, H is a subgroupoid of the tangent groupoid T X1 ⇒ T M by

Eq. (37). �
The right and left connection 1-forms of a Lie groupoid extension connection are related in a

simple manner as described in the following

Proposition 4.13. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension. And let H ⊂ T X1 be a

Lie groupoid extension connection, α ∈ Ω1(X1, t∗K), and β ∈ Ω1(X1, s∗K) the right and left
connection 1-forms associated to H , respectively. Then α and β are related by the following
equation: β|x = Adx ◦ α|x , ∀x ∈ X1.

Proof. This equation is obviously true on horizontal vectors. Moreover, the equation ξ�
x =

(Adx ξ)�x , ∀ξ ∈ K, implies the expected result on vertical vectors. �
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4.4. Connections on groupoid G-extensions

In this subsection, we consider a Lie groupoid G-extension X•
φ−→ Y• whose kernel K is

endowed with a trivialization χ : M × G → K. Thus X1
φ−→ Y1 is a principal G-G bibundle.

Assume that there exists a groupoid extension connection H on φ. A natural question is when

this connection is a connection for the right (or left) principal G-bundle X1
φ−→ Y1.

According to Eq. (30), there is an induced connection H K on the kernel K → M . Via the
trivialization χ , it in turn induces a connection on the group bundle M × G → M , which is
denoted by the symbol H ′. Then H ′ is a connection for the trivial extension M ×G → M ⇒ M .

For any ξ ∈ g, ξR denotes the right invariant vector field on G corresponding to ξ . Associated
to H ′, there exists a family {Fg}g∈G of g-valued 1-forms on M such that (vm, (Fg(vm))R

g
) ∈

TmM × TgG is the unique element of H ′
(m,g) whose projection in TmM is vm. In other words,

{Fg} measures the defect between H ′
(m,g) and T(m,g)(M × {g}). Note that, by definition

Fg(vm) = −β|(m,g)(g∗vm), (38)

where g∗ stands for the differential of the constant section m �→ (m,g) of M × G → M .

Lemma 4.14. The condition

H ′
(m,g) · H ′

(m,h) = H ′
(m,gh)

is equivalent to

Fgh = Fg + Adg Fh, ∀g,h ∈ G. (39)

I.e. F : G → Ω1(M)⊗g is a Lie group 1-cocycle, where G acts on Ω1(M)⊗g by adjoint action
on the second factor. In particular, Fe = 0, where e denotes the unit element of G.

Proof. It is simple to see that(
vm,

(
Fg(vm)

)R

g

) · (vm,
(
Fh(vm)

)R

h

) = (
vm,Rh∗

(
Fg(vm)

)R

g
+ Lg∗

(
Fh(vm)Rh

))
= (

vm,
(
Fg(vm) + Adg Fh(vm)

)R

gh

)
.

Thus the right-hand side belongs to H ′
(m,gh) if, and only if, Eq. (39) is satisfied. �

Corollary 4.15. Under the same hypothesis as in Lemma 4.14, if G = S1, then Fg = 0, ∀g ∈ G.

Proof. Since S1 is abelian, Eq. (39) becomes Fgh = Fg +Fh. Since there is no non-trivial group
homomorphism between S1 and R, F must vanish. In other words, for S1-extensions, each sub-
space M × {eiθ } must be a horizontal section for the group bundle M × S1 → M . �
Proposition 4.16. Let X•

φ−→ Y• be a Lie groupoid G-extension whose kernel K is endowed with
a trivialization χ : M × G → K. Assume that H is a Lie groupoid extension connection with its
associated right and left connection 1-forms α and β respectively.
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1. If ξx ∈ Hx , then

Rg∗ξx + (
Adg−1 Fg(t∗ξx)

)�
xg

∈ Hxg

and

Lg∗ξx + (
Fg(s∗ξx)

)�
gx

∈ Hgx.

2. The connection 1-forms satisfy

R∗
gα − Adg−1 α + t∗(Adg−1 Fg) = 0

and

L∗
gβ − Adg β + s∗Fg = 0.

Proof.

1. It is simple to check that ∀ξ ∈ Hx ,

ξx · (t∗ξx,Rg∗Fg(t∗ξx)
) = Rg∗ξx + (

Adg−1 Fg(t∗ξx)
)�
xg

,

where · on the left-hand side stands for the groupoid multiplication on T X1 ⇒ T M . It thus
follows that Rg∗ξx + (Adg−1 Fg(t∗ξx))

�
xg

∈ Hxg .
Similarly, ∀ξ ∈ Hx , (

s∗ξx,Rg∗Fg(s∗ξx)
) · ξx = Lg∗ξx + Fg(s∗ξx)

�
gx.

Thus Lg∗ξx + (Fg(s∗ξx))
�
gx

∈ Hgx .
2. Easy consequence of (1). �

As an immediate consequence, we have the following

Corollary 4.17. The following assertions are equivalent:

1. Fg = 0, ∀g ∈ G;
2. M × {g}, ∀g ∈ G, is horizontal;
3. H is right G-invariant (Rg∗H = H , ∀g ∈ G), i.e. α ∈ Ω1(X1)⊗ g is a connection one-form

for the right G-principal bundle X1 → Y1;
4. H is left G-invariant (Lg∗H = H , ∀g ∈ G), i.e. β ∈ Ω1(X1) ⊗ g is a connection one-form

for the left G-principal bundle X1 → Y1.

By Corollary 4.15, we are led to the following result, as expected.

Corollary 4.18. A connection on a Lie groupoid S1-extension X• → Y• must be a principal left
(and right) S1-bundle connection.
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When the kernel of the groupoid extension X1
φ−→ Y1 ⇒ M is not identified to M × G,

Lemma 4.14 and Proposition 4.16 can be generalized by replacing the section M × {g} by any
section σ of K → M .

Define the transformations Rσ : x1 → x1 · σt(x1) and Lσ : x1 → σs(x1) · x1 of X1, and let
Fσ := −σ ∗β . By construction, we have Fσ ∈ Ω1(M,K). According to Eq. (38), we recover the
previous definition Fg when K = M × G and σ(m) = (m,g), which justifies the notation.

Lemma 4.19. The condition

H K
σ1 · H K

σ2 = H K
σ1·σ2, ∀σ1, σ2 ∈ K such that π(σ1) = π(σ2) (40)

is equivalent to

Fσ1σ2 = Fσ1 + Adσ1 Fσ2, ∀σ1, σ2 ∈ Γ (K). (41)

I.e. F : Γ (K) → Ω1(M) ⊗ Γ (K) is a group 1-cocycle, where Γ (K) acts on Ω1(M) ⊗ Γ (K) by
the adjoint action on the second factor. In particular, Fe = 0, where e denotes the unit section
of K.

Proof. The proof is similar to that of Lemma 4.14 and is omitted. �
Given σ ∈ Γ (K) and x ∈ X1, we use the shorthand σx (resp. xσ ) for σs(x) · x (resp. x · σt(x)).

Proposition 4.20. Let X1
φ−→ Y1 ⇒ M be a groupoid G-extension endowed with a groupoid

extension connection H with associated right and left connection 1-forms α and β respectively.
Let σ ∈ Γ (K).

1. If vx ∈ Hx , then

Rσ∗vx + (
Adσ(t(x))−1 Fσ (t∗vx)

)�
xσ

∈ Hxσ

and

Lσ∗vx + (
Fσ (s∗vx)

)�
σx

∈ Hσx.

2. The connection 1-forms satisfy

R∗
σ α − Adσ−1 α + t∗(Adσ−1 Fσ ) = 0 (42)

and

L∗
σ β − Adσ β + s∗Fσ = 0. (43)

Proof. The proof is similar to that of Proposition 4.16 and is omitted. �
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4.5. Covariant derivative on the bundle of Lie algebras

Using parallel transport on the Lie algebra bundle K → M , one can introduce a covariant
derivative on its space of sections:

(∇ •
γ
ξ)γ (0) = d

dt
τ

γ
−t (ξγ (t))

∣∣∣∣
0
, (44)

where γ ∈ MI , ξ ∈ Γ (K → M) and τ
γ
−t denotes the parallel transport from Kγ (t) to Kγ (0) along

the path γ . The following proposition is obvious.

Proposition 4.21.

1. (∇ •
γ
ξ)γ (0) = d

dt
|0 d

ds
|0τγ

−t (exp sξγ (t));

2. ∇Xξ is C∞(M)-linear in X and R-linear in ξ ;
3. ∇X(f ξ) = X(f ) · ξ + f · ∇Xξ ; and
4. ∇X[ξ, η] = [∇Xξ,η] + [ξ,∇Xη],

where ξ, η ∈ Γ (K) and X ∈ X(M).

Proposition 4.22. (∇Xξ)x = d
ds

|0Fexp sξ (Xx).

Proof. First, one easily checks that

d

dt
τ

γ
−t (exp sξγ (t))

∣∣∣∣
0
= Ver

(
d

dt
exp sξγ (t)

∣∣∣∣
0

)
=

(
β

(
d

dt
exp sξγ (t)

∣∣∣∣
0

))�
exp sξγ (0)

.

Second, one has

(∇ •
γ
ξ)γ (0) = d

dt

∣∣∣∣
0

d

ds

∣∣∣∣
0
τ

γ
−t (exp sξγ (t))

= d

dt

∣∣∣∣
0

d

ds

∣∣∣∣
0

(
τ

γ
−t (exp sξγ (t)) · exp(−sξγ (0))

) · exp(sξγ (0))

= d

dt

∣∣∣∣
0

(
d

ds
τ

γ
−t (exp sξγ (t)) · exp(−sξγ (0))

∣∣∣∣
0
+ ξγ (0)

)
= d

ds

∣∣∣∣
0

d

dt

∣∣∣∣
0
τ

γ
−t (exp sξγ (t)) · exp(−sξγ (0))

= d

ds

∣∣∣∣
0

(
Rexp(−sξγ (0))∗

(
β

(
d

dt
exp sξγ (t)

∣∣∣∣
0

))�
exp sξγ (0)

)

= d

ds

∣∣∣∣
0
β

(
d

dt
exp sξγ (t)

∣∣∣∣
0

)
= d

∣∣∣∣ Fexp sξ

( •
γ (0)

)
. �
ds 0
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The connection HK defined on the Lie algebra bundle K → M naturally induces a connec-
tion on the pullback bundle t∗K → X1, given by H t∗K = (t̂∗)−1HK, where t̂ : t∗K → K is the
projection. The associated covariant derivatives are related by

∇t
v(t

∗ξ) = t∗(∇t∗vξ), ∀v ∈ T X1, ∀ξ ∈ Γ (K),

where t∗ξ ∈ Γ (t∗K → M) denotes the pullback through t of a section ξ ∈ Γ (K → M). Similarly,
we have the pullback connection H s∗K on s∗K → X1, whose covariant derivative is denoted by
∇s.

Proposition 4.23.

1. For every η ∈ Γ (t∗K → X1), we define an associated vertical vector field on X1:

η�
x := d

dτ

∣∣∣∣
0
x · exp

(
τη(x)

)
.

Then

∇t
Xη = (Lη�α)(X) + [

η,α(X)
]
. (45)

2. For every η ∈ Γ (s∗K → X1), we define an associated vertical vector field on X1:

η�
x := d

dτ

∣∣∣∣
0

exp
(
τη(x)

) · x.

Then

∇s
Xη = (Lη�β)(X) − [

η,β(X)
]
. (46)

Here the notations η�
x and η�

x generalize those in Eq. (35). More precisely, for any η ∈ Γ

(K → M), we have (t∗η)� = η� and (s∗η)� = η�.

Proof. We will prove (1). The argument for (2) is similar.
Let ξ be a section of K → M . Setting σ = exp(uξ) in Eq. (42) and evaluating on a tangent

vector Xx , we get

α(Rexp(τξ)∗Xx) − Ad−1
exp(τξ) α(Xx) + Ad−1

exp(τξ) Fexp(τξ)(t∗Xx) = 0.

Differentiating with respect to τ at u = 0 and using Proposition 4.22, we obtain

−(Lξ�α)(Xx) + [
t∗ξ,α(Xx)

] + (∇t∗Xξ)t(x) = 0,

where ξ�
x := d

dτ
|0x · exp(τξ(t(x))). Hence ∇t

Xt∗ξ = (Lξ�α)(X) + [t∗ξ,α(X)].
Now, for any function f ∈ C∞(X1), we have
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∇t
X(f · t∗ξ) = X(f ) · t∗ξ + f ∇t

X(t∗ξ)

= X(f ) · t∗ξ + f
(

Lξ�(
α(X)

) − α
([

ξ�,X
]) + [

t∗ξ,α(X)
])

= Lf ξ�(
α(X)

) − α
([

f ξ�,X
]) + [

f · t∗ξ,α(X)
]

= (Lf ξ�α)(X) + [
f · t∗ξ,α(X)

]
.

The result follows from the fact that any section η ∈ Γ (t∗K → X1) is a linear combination of
sections of the type f · t∗ξ for ξ ∈ Γ (K → M) and f ∈ C∞(X1). �
Remark 4.24. If X is horizontal, α(X) = 0 and β(X) = 0 and therefore we have

∇t
Xη = α

([
X,η�])

, ∀η ∈ Γ (t∗K → X1) (47)

and

∇s
Xη = β

([
X,η�])

, ∀η ∈ Γ (s∗K → X1). (48)

4.6. Ehresmann curvature

In this subsection, we study the curvature of a connection H on a Lie groupoid extension. We
denote the horizontal and vertical parts of a vector v ∈ T X1 by Hor(v) and Ver(v) respectively.

Recall that the Ehresmann curvature of a horizontal distribution H , on the bundle X1
φ−→ Y1, is

the 2-form on X1, valued in the vertical space kerφ∗, which is defined by

ω(u, v) = −Ver
([

Hor(ũ),Hor(ṽ)
])

, (49)

where u,v ∈ TxX1 and ũ, ṽ are vector fields on X1 such that ũx = u and ṽx = v. It is easy to
check that the right-hand side of Eq. (49) is well defined, i.e. independent of the choice of the
vector fields ũ, ṽ.

Using the right (resp. left) action of K on X1, one can identify the vertical space kerφ∗ ⊂
TxX1 of the groupoid extension X1

φ−→ Y1 with t∗K (resp. s∗K) via the right (resp. left)
action of K on X1. Therefore, the curvature of the connection H can be seen as a 2-
form either in Ω2(X1,kerφ∗), Ω2(X1, t∗K) or Ω2(X1, s∗K). Note that for any Lie alge-
bra bundle K → M over a smooth manifold M , there is a graded Lie bracket Ωk(M,K) ⊗
Ωl(M,K)

[·,·]−−→ Ωk+l(M,K) given by [ω1 ⊗a1,ω2 ⊗a2] = (ω1 ∧ω2)⊗[a1, a2], ∀a1, a2 ∈ Γ (K),
ω1 ∈ Ωk(M), ω2 ∈ Ωl(M). In particular, for any α ∈ Ω1(M,K), and any vector fields
X,Y ∈ X(M), we have 1

2 [α,α](X,Y ) = [α(X),α(Y )].
The following lemma indicates that, similar to the case of principal bundles, the Ehresmann

curvature can be computed using the standard formula.

Lemma 4.25.

1. If α ∈ Ω1(X1, t∗K) is a left connection 1-form of a groupoid extension connection, then its
curvature 2-form ω ∈ Ω2(X1, t∗K) is given by

ω = d∇t
α + 1 [α,α],
2
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where d∇t : Ω•(X1, t∗K) → Ω•+1(X1, t∗K) denotes the exterior covariant derivative in-
duced by ∇t.

2. Similarly, if β ∈ Ω1(X1, s∗K) is a left connection 1-form of a groupoid extension connection,
then its curvature 2-form ω ∈ Ω2(X1, s∗K) is given by

ω = d∇s
β − 1

2
[β,β],

where d∇s : Ω•(X1, s∗K) → Ω•+1(X1, s∗K) denotes the exterior covariant derivative in-
duced by ∇s.

Proof. The proof is straightforward and is omitted. �
Now let us recall a general fact regarding horizontal distributions. I.e. the Ehresmann curva-

ture is the holonomy of infinitesimal loops (see [55, p. 118]). For any point m in a manifold N

and any tangent vectors u,v ∈ TmN , we say that a smooth map C from a neighborhood of 0 in
R

2 to a neighborhood of m ∈ N is adapted to (u, v) if

C∗
(

∂

∂x

∣∣∣∣
0

)
= u and C∗

(
∂

∂y

∣∣∣∣
0

)
= v,

where x, y are the standard coordinates on R
2.

Consider now, for any small enough ε1, ε2, the loop Rε1,ε2 : [0,1] → R
2 obtained by turning

anti-clockwise along the rectangle with edges (0,0), (ε1,0), (ε1, ε2), (0, ε2). Define, for any
(small enough) ε1, ε2, a family of loops LC

ε1,ε2
on N by

LC
ε1,ε2

= C ◦ Rε1,ε2 . (50)

The curvature can be computed from the holonomy according to the following formula:

Proposition 4.26. For any C adapted to (u, v), we have

∂2

∂ε1∂ε2

∣∣∣∣
ε1=ε2=0

Hol
(
LC

ε1,ε2

) = ω(u, v). (51)

From now on, we shall work only with the right-connection 1-form α. Below we list two
important identities that ω satisfies, which we call Bianchi identities. They will turn out to be of
fundamental importance in the sequel.

Theorem 4.27. Let ω ∈ Ω2(X1, t∗K) be the Ehresmann curvature for a Lie groupoid extension
connection α ∈ Ω1(X1, t∗K). Then we have the Bianchi identities:

d∇ t

ω + [α,ω] = t∗ωK(α), (52)

∂�ω = 0, (53)

where ωK ∈ Ω2(M,End(K)) is the curvature of the induced connection ∇ on the Lie alge-
bra bundle K → M , and t∗ωK(α) ∈ Ω3(X1, t∗K) is the t∗K-valued 3-form on X1 obtained
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by composing t∗ωK ∈ Ω2(X1,End(t∗K)) with α ∈ Ω1(X1, t∗K) under the natural pairing
Ω2(X1,End(t∗K)) ⊗ Ω1(X1, t∗K) → Ω3(X1, t∗K).

Proof. Let us prove Eq. (52) first. By Lemma 4.25(1), we have

(
d∇t + adα

)
ω = (

d∇t + adα

)
◦

(
d∇t + 1

2
adα

)
(α),

= (
d∇t)2

α + 1

2
d∇t [α,α] + [

α,d∇t
α
] + 1

2

[
α, [α,α]]. (54)

The graded Jacobi identity implies that [α, [α,α]] = 0. Since ∇t is a connection on the Lie
algebra bundle t∗K → X1 we have 1

2d∇t [α,α] = [d∇t
α,α] = −[α,d∇t

α]. Eq. (54) then be-

comes (d∇t − adα)ω = (d∇t
)2α. On the other hand, the curvature of ∇t is t∗ωK. Hence we

have (d∇t
)2α = t∗ωK(α). This concludes the proof of Eq. (52).

Let us prove Eq. (53). Denote by p1,m,p2 the three face maps from X2 to X1 (previously
denoted by ε1

0, ε
1
1, ε

1
2): p1(x1, x2) = x1, m(x1, x2) = x1x2, p2(x1, x2) = x2. We denote by (u, v),

with u ∈ Tx1X1, v ∈ Tx2X1 and t∗u = s∗v, an element in T(x1,x2)X2. Note that m∗(u, v) = u · v,
where the dot on the right-hand side stands for the multiplication in the tangent groupoid T X1 ⇒
T M .

For any composable pair (x1, x2) ∈ X2, and any (u1, u2), (v1, v2) ∈ T(x1,x2)X2, let us choose
a smooth map c from a neighborhood U of 0 in R

2 to a neighborhood of (x1, x2) ∈ X2 adapted
to ((u1, u2), (v1, v2)). Then p1 ◦ c, m ◦ c and p2 ◦ c are smooth maps from U to X1 adapted to
(u1, v1) in Tx1X1, (u1u2, v1v2) in Tx1·x2X1 and (u2, v2) in Tx2X1, respectively.

For any small enough ε1, ε2, the loops L
p1◦c
ε1,ε2 and L

p2◦c
ε1,ε2 , as defined in Eq. (50), are compatible

and their product is precisely Lm◦c
ε1,ε2

. According to Proposition 4.8, we have

Hol
(
Lm◦c

ε1,ε2

) = Ad
x−1

2
Hol

(
Lp2◦c

ε1,ε2

) · Hol
(
Lp1◦c

ε1,ε2

)
.

Applying ∂2

∂ε1∂ε2
|ε1=ε2=0 to this equation and using Eq. (51), one obtains

ω(u1 · u2, v1 · v2) = ω(u2, v2) + Ad
x−1

2
ω(u1, v1).

The result now follows. �
Remark 4.28. The relation between Theorem 4.27 and Eqs. (6.1.12)–(6.1.15) in [14] is investi-
gated in [13].

5. Induced connections on the band

5.1. Induced horizontal distributions on the band

Let X1
φ−→ Y1 ⇒ M be a Lie groupoid G-extension endowed with a connection H ⊂ T X1.

The purpose of this subsection is to construct an induced connection on the band out of the
connection H . First of all, let us recall some basic notions.
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Definition 5.1. (See [35].) Let Γ1 ⇒ Γ0 be a Lie groupoid with Lie algebroid A. A connection
on a principal G-bundle P

J−→ Γ0 over Γ1 ⇒ Γ0 is a G-invariant horizontal distribution H ⊂ T P

satisfying the following two conditions:

1. for each p ∈ P , we have the inclusion Âp ⊂ Hp , where Âp denotes the subspace of TpP

generated by the infinitesimal action of the Lie algebroid A → Γ0;
2. the distribution {Hp}p∈P on P is preserved under the action of Uloc(Γ•), the pseudo-group

of local bisections [38] of Γ1 ⇒ Γ0, which naturally acts on P locally.

First we consider the right Aut(G)-principal bundle Iso(K,G) → M . For any g ∈ G, let

evg : Iso(K,G) → K : f �→ f (g)

be the evaluation map. Differentiating it with respect to f yields, for all fixed g ∈ G, a map

Tf Iso(K,G)
evg∗−−→ Tf (g)K.

We define a horizontal distribution H iso on Iso(K,G) → M by

H iso
f = {

v ∈ Tf Iso(K,G)
∣∣ evg∗ v ∈ H K

f (g), ∀g ∈ G
} ⊂ Tf Iso(K,G), (55)

where, as defined in Eq. (30), H K denotes the induced connection on the kernel K → M . It is
obvious that H iso is invariant under the Aut(G)-action on Iso(K,G).

Set

H out = ρ∗H iso,

where ρ : Iso(K,G) → Out(K,G) denotes the projection. It is clear that H out is a horizontal
distribution on the bundle Out(K,G) → M .

The following lemma is immediate.

Lemma 5.2.

1. The horizontal paths in Iso(K,G) are the paths ft such that, for any g ∈ G, evg ft = ft (g)

is a horizontal path in K.
2. The horizontal paths in Out(K,G) are the images of horizontal paths in Iso(K,G) under the

projection ρ : Iso(K,G) → Out(K,G).

Proposition 5.3. The horizontal distribution H out defines a connection on the band.

Proof. First, as H iso is invariant under the right Aut(G)-action, H out is invariant under the right
Out(G)-action.

Second, given m ∈ M , let f be any element in Iso(K,G)|m and τ �→ γ (τ) a path in Y1
lying in the target fiber t−1(m) over m. Consider the horizontal lift τ �→ γ̄ (τ ) of γ in X1. Fix
f ∈ Iso(K,G)|m. For all g ∈ G, the paths τ �→ γ̄ (τ )f (g)(γ̄ (τ ))−1 in K are horizontal paths.
Therefore, the path τ �→ ρ(Adγ̄ (τ ) ◦ f ) in Out(K,G) is horizontal by Lemma 5.2. Since any
element of Âf is tangent to such a path at its origin, we have Âf ⊂ H out.
f
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For any f ∈ Iso(K,G)|m, let mτ be any path in M starting at the point m. For any g ∈ G, by
m̄

f (g)
τ , we denote the horizontal lift of mτ in K starting at the point f (g) ∈ Km. Let fτ be a path

in Iso(K,G) defined by fτ (g) = m̄
f (g)
τ , ∀g ∈ G. By definition, fτ is the horizontal lift of mτ in

Iso(K,G) through the point f . Hence, ρ(fτ ) is the horizontal lift of mτ in Out(K,G) starting at
the point ρ(f ).

To show that H out is preserved under the action of Uloc(Y•), it suffices to show that, for
any L ∈ Uloc(Y•), L · ρ(fτ ) is still a horizontal path in Out(K,G). For this purpose, let στ be
the unique path in L such that t ◦ στ = mτ , and let σ̄τ be any of its horizontal lifts on X1. By
definition,

L · ρ(fτ ) = στ · ρ(fτ ) = ρ(Adσ̄τ ◦ fτ ),

which is clearly still a horizontal path since the paths

(Adσ̄τ ◦ fτ )(g) = σ̄τ · m̄f (g)
τ · (σ̄τ )

−1

are horizontal in K, for all g ∈ G. This concludes the proof. �
5.2. Connection 1-forms on the band

A connection on a principal bundle over a Lie groupoid can be equivalently described by a
1-form, called the connection 1-form.

Definition 5.4. (See [35].) Let P
J−→ Γ0 be a principal G-bundle over a Lie groupoid Γ1 ⇒ Γ0.

A connection 1-form is a usual connection 1-form θ ∈ Ω1(P ) ⊗ g of the principal G-bundle
P → Γ0 (ignoring the groupoid action), satisfying the additional equation t∗θ − s∗θ = 0. Here s
and t are the source and target maps of the transformation groupoid Γ1 ×t,Γ0,J P ⇒ P associated
to the Γ•-action on P .

Just like the usual principal G-bundles, we have the following (see Proposition 3.6 in [35]):

Proposition 5.5. For a principal G-bundle over a Lie groupoid, a connection is equivalent to a
connection 1-form.

The purpose of this subsection is to construct the connection 1-form for the induced connec-
tion on the band, and to prove directly that it satisfies the conditions in Definition 5.4. Hence,
this subsection can be considered as an alternative approach to obtain, from a connection on a
groupoid G-extension, an induced connection on its band.

Let X1
φ−→ Y1 ⇒ M be a Lie groupoid G-extension endowed with a groupoid G-extension

connection. Let α ∈ Ω1(X1, t∗K) be its corresponding right connection 1-form and αK ∈
Ω1(K, t∗K) the induced connection 1-form on the group bundle K π−→ M obtained by restricting
α to K.

Denote by ∂ the Lie group cohomology differential of G with values in its Lie algebra g,
where G acts on g by the adjoint action. In particular, for any ξ ∈ g, ∂ξ is the g-valued function
on G given by (∂ξ)(g) = ξ − Adg−1ξ , ∀g ∈ G.

The following lemma is standard.
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Lemma 5.6. Let G be a Lie group with Lie algebra g.

1. The Lie algebra Lie Aut(G) of Aut(G) is naturally identified with the space of 1-cocycles
Z1(G,g) with the bracket:

[z1, z2](g) = z2∗
(
z1(g)

) − z1∗
(
z2(g)

) − [
z1(g), z2(g)

]
, ∀z1, z2 ∈ Z1(G,g), g ∈ G,

where for any z ∈ Z1(G,g), z∗ : g → g is the differential of z at the identity.
The isomorphism from Lie Aut(G) to Z1(G,g) is given as follows. Let ft be any C1-path
in Aut(G) with f0 = id. Then the element z(g) in Z1(G,g) corresponding to dft

dt
|t=0 ∈

Lie Aut(G) is

z(g) = (Lg−1)∗
dft (g)

dt

∣∣∣∣
t=0

. (56)

2. The Lie algebra Lie Inn(G) of Inn(G) is naturally identified with the space of 1-coboundaries
B1(G,g).

3. Let Ad : g → B1(G,g) be the Lie algebra morphism corresponding to the Lie group mor-
phism G → Inn(G) given by x → Adx . Then Ad ξ = ∂ξ , ∀ξ ∈ g.

4. The Lie algebra Lie Out(G) of Out(G) is naturally identified with the first cohomology group
H 1(G,g).

Define a C∞(G,g)-valued 1-form αiso on Iso(K,G) by(
v αiso)(g) = f −1∗

(
evg∗(v) αK)

, f ∈ Iso(K,G), and v ∈ Tf Iso(K,G),

where f∗ : g → Km is the Lie algebra isomorphism corresponding to the Lie group isomorphism
f : G → Km, and αK ∈ Ω1(K,K) is the pullback of the right connection 1-form α on K.

Lemma 5.7. The 1-form αiso is Z1(G,g)-valued. I.e. αiso ∈ Ω1(Iso(K,G)) ⊗ Z1(G,g).

Proof. Denote by m : K ×M K → K the multiplication in the Lie group bundle K and by p1
and p2 the projections of K ×M K onto its first and second factors respectively. The relation
∂�α = 0 implies that ∂�

K αK = 0, where ∂�
K stands for the restriction of ∂� to the simplicial

manifold associated to the groupoid K ⇒ M . Therefore, for any (k1, k2) ∈ K ×M K,

m∗αK = p∗
2αK + Ad

k−1
2

p∗
1αK. (57)

For any g1, g2 ∈ G and f ∈ Iso(K,G), differentiating with respect to f the relation evg1g2 f =
m(evg1 f, evg2 f ), one obtains that for any v ∈ Tf Iso(K,G),

evg1g2∗(v) = m∗(evg1∗ v, evg2∗ v).

Eq. (57) implies that

evg g ∗(v) αK = evg ∗(v) αK + Ad(f (g ))−1

(
evg ∗(v) αK)

.
1 2 2 2 1
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Applying f −1∗ yields that(
v αiso)(g1g2) = (

v αiso)(g2) + Ad
g−1

2

(
v αiso)(g1).

Therefore αiso takes its values in the Lie algebra Z1(G,g). �
Proposition 5.8. The 1-form αiso ∈ Ω1(Iso(K,G)) ⊗ Z1(G,g) defines a connection on the
Aut(G)-principal bundle Iso(K,G) → M .

Proof. For any η ∈ Z1(G,g), denote by η�
f the tangent vector in Tf Iso(K,G) induced by the

infinitesimal action of the Lie algebra Z1(G,g).
Differentiating the relation evg(f · ψ) = (f ◦ ψ)(g) with respect to ψ ∈ Aut(G) at the iden-

tity, one obtains the relation evg∗(η�
f ) = (f∗η(g))� for any η ∈ Z1(G,g) and g ∈ G. Hence

αK(evg∗ η�) = f∗η(g). Applying f −1∗ , we obtain, for any η ∈ Z1(G,g),

η� αiso = η. (58)

Let us now check that αiso is Aut(G)-equivariant. Fix ψ ∈ Aut(G). Differentiating the relation
evg(f · ψ) = (f ◦ ψ)(g) with respect to f , one obtains the relation evg∗(Rψ)∗v = evψ(g)∗ v for
all v ∈ Tf Iso(K,G). Applying (f ◦ ψ)−1∗ ◦ αK yields

(
ψ∗v αiso)(g) = ψ−1∗

(
v αiso(ψ(g)

)) = (
Adψ−1

(
v αiso))(g). (59)

Eqs. (58)–(59) imply that αiso is a connection 1-form. �
Proposition 5.9. The following are equivalent characterizations of a connection on the Aut(G)-
principal bundle Iso(K,G) → M:

1. a connection 1-form αiso ∈ Ω1(Iso(K,G)) ⊗ Z1(G,g) as in Proposition 5.8;
2. a distribution H iso ⊂ T Iso(K,G) as in Eq. (55);
3. horizontal paths in Iso(K,G) are those paths ft such that, for any g ∈ G, evg ft = ft (g) is

a horizontal path in K.

Proof. 1 ⇔ 2 It is straightforward to check that ker(αiso) = H iso. Hence H iso defines the same
connection as αiso. In particular, it is an Aut(G)-invariant horizontal distribution.

2 ⇔ 3 A path ft is horizontal if, and only if, its tangent vectors are in H iso. In other words,
the tangent vectors of the paths ft (g) are in H K for all g ∈ G. Therefore the horizontal paths
of the connection defined by H iso or αiso are the paths in Iso(K,G) such that, for any g ∈ G,
evg(ft ) = ft (g) is a horizontal path in K. This completes the proof. �

Assume that we are given a short exact sequence of Lie groups 1 → R → G → H → 1. Then,
for any principal G-bundle P → M , P/R → M is a principal H -bundle. Given a connection
1-form θ ∈ Ω1(P ) ⊗ g, then θ̄ := pr(θ) is an h-valued 1-form on P which is R-basic. Here
pr : g → h is the natural projection. Therefore, it descends to an h-valued 1-form on P/R, which
is a connection 1-form on the principal H -bundle P/R → M .
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Applying this construction to the particular case of the exact sequence 1 → Inn(G)/Z(G) →
Aut(G) → Out(G) → 1 and the connection 1-form αiso on Iso(K,G), we obtain a connection
1-form αout ∈ Ω1(Out(K,G)) ⊗ H 1(G,g).

Recall that X1 ⇒ M acts on Iso(K,G)
π−→ M by conjugation, so Iso(K,G)

π−→ M is indeed
an Aut(G)-torsor over X1 ⇒ M . One can consider the transformation groupoid:

X1 ×M Iso(K,G) ⇒ Iso(K,G).

Similarly, Y1 ⇒ M acts on Out(K,G)
π−→ M , so Out(K,G) → M is an Out(G)-torsor over

Y1 ⇒ M . And one can consider the transformation groupoid

Y1 ×M Out(K,G) ⇒ Out(K,G).

Proposition 5.10. The connection 1-form αout ∈ Ω1(Out(K,G)) ⊗ H 1(G,g) is compatible with
the Y•-action. More precisely, the following relation holds:

s∗αout − t∗αout = 0.

Here s and t denote the source and target maps of the transformation groupoid Y1 ×M

Out(K,G) ⇒ Out(K,G).

The above proposition is an immediate consequence of the following lemma.

Lemma 5.11. For all (x, f ) ∈ X1 ×M Iso(K,G), we have

s∗αiso − t∗αiso = ∂
(
p∗(f −1∗ ◦ αx

))
, (60)

where both sides are 1-forms on X1 ×M Iso(K,G) with values in Z1(G,g). Here, s and t are
the source and target maps of the transformation groupoid X1 ×M Iso(K,G) ⇒ Iso(K,G) and
p : X1 ×M Iso(K,G) → X1 is the projection on the first component. Note that s∗αiso and t∗αiso

are 1-forms on X1 ×M Iso(K,G) with values in Z1(G,g). On the right-hand side, the pull-
back via p of the composition of the Kt(x)-valued covector αx on X1 and the isomorphism
f −1∗ : Kt(x) → g is a covector on X1 ×M Iso(K,G) at (x, f ) with values in g. Therefore,
∂(p∗(f −1∗ ◦ αx)) is a covector of X1 ×M Iso(K,G) at (x, f ) with values in B1(G,g).

Proof. The tangent space T(x,f )(X1 ×M Iso(K,G)) consists of the pairs (u, v) ∈ TxX1 ×
Tf Iso(K,G) such that t∗u = π∗v, and therefore is the direct sum of the following three vec-
tor spaces:

E1 := {(
0, η�

f

) ∣∣ η ∈ Z1(G,g)
}
,

E2 := {(
ξ�
x ,0

) ∣∣ ξ ∈ Kt(x)

}
,

E3 := {
(u, v)

∣∣ u ∈ Hx, v ∈ H iso
f , t∗u = π∗v

}
.

Below we check that Eq. (60) holds on each of the direct summands.



C. Laurent-Gengoux et al. / Advances in Mathematics 220 (2009) 1357–1427 1401
• By construction, (
0, η�) (

s∗αiso − t∗αiso) = η − η = 0,

and (
0, η�)

p∗α = 0.

Therefore, Eq. (60) holds on E1.
• Fixing (x, f ) ∈ X1 ×M Iso(K,G) and differentiating the relation

s(x · k,f ) = Adxk ◦ f = (Adx ◦ f ) · Adf −1(k) ∈ Iso(K,G)

with respect to k ∈ Kt(x) at the identity, we obtain

s∗
(
ξ�,0

)∣∣
(x,f )

= (
∂
(
f −1∗ ξ

))�
Adx ◦f .

Here Adf −1(k) is considered as an element in Inn(G) ⊂ Aut(G) and the dot refers to the
right Aut(G)-action on Iso(K,G). Hence, we have(

ξ�,0
) (

s∗αiso − t∗αiso) = ∂
(
f −1∗ ξ

)
,

while, on the other hand, (
ξ�,0

)
∂
(
p∗f −1∗ (αx)

) = ∂
(
f −1∗ ξ

)
.

Therefore, Eq. (60) holds on E2.
• Let (u, v) ∈ E3. We have

(u, v) ∂
(
p∗(f −1∗ ◦ α

)) = ∂
(
f −1∗ (v αx)

) = 0 (61)

and

(u, v) t∗αiso = v αiso = 0. (62)

Let xt and ft be horizontal paths in X1 and Iso(K,G), respectively, such that π ◦ ft = t ◦ xt ,
for all t , and d

dt
(xt , ft )|t=0 = (u, v). For any g ∈ G, ft (g) is a horizontal path in K by

Proposition 5.9(3). Since a path in K is horizontal in K if, and only if, it is horizontal when
considered as a path in X1, and the product of horizontal paths in X1 is horizontal by Propo-
sition 4.3, xt · ft (g) · x−1

t is a horizontal path in K for all g ∈ G. Since s(x, f ) = Adx ◦ f ,
it thus follows that s∗(u, v) = d

dt
(xt · ft (g) · x−1

t )|t=0 is a horizontal vector in Iso(K,G).
Together with Eqs. (61)–(62), this implies that Eq. (60) holds on E3. �

Proposition 5.10 means that αout is indeed a connection 1-form for the principal Out(G)-
bundle Out(K,G) → M over Y•, i.e. a connection 1-form on the band.

In summary, we have the following
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Theorem 5.12. The 1-form αout ∈ Ω1(Out(K,G)) ⊗ H 1(G,g) is a connection 1-form on the
band of the G-extension, whose corresponding horizontal distribution is H out.

Remark 5.13. As shown in [35], connections behave well with respect to Morita equivalence.
More precisely, there is a 1–1 correspondence between connections on principal bundles over
Morita equivalent groupoids. Therefore, a connection in our sense indeed yields a connection
on the corresponding torsor over the stack. This implies that a connection on a gerbe induces a
connection on its band.

5.3. Curvature on the band

This section is devoted to describing the relation between the Ehresmann curvature ωK on the
group bundle K → M and the curvature ωiso on the Aut(G)-principal bundle Iso(K,G)

π−→ M ,
as well as the curvature ωout on the band Out(K,G)

π−→ M .
Since ωK is a horizontal form, it can be considered as a form on the manifold M . More

precisely, one defines ωK ∈ Ω2(M,Z1(K,K)) as follows. For any k ∈ Km and u,v ∈ TmM ,(
iu∧vω

K)
(k) = iũ∧ṽ(ω|k), (63)

where ũ, ṽ ∈ Tk K are any tangent vectors such that φ∗(ũ) = u and φ∗(ṽ) = v. This definition
requires some justification.

• First, it is clear that (iu∧vω
K)(k) is independent of the choice of ũ, ṽ because ω|K is a

horizontal 2-form, and is therefore well defined.
• Second, we need to check that, for any fixed u, v, the map k �→ (iu∧vω

K)(k) is an element in
Z1(K,K). For any k1, k2 ∈ Km, let ũ1, ṽ1 ∈ Tk1 K and ũ2, ṽ2 ∈ Tk2 K be any tangent vectors
such that φ∗(ũ1) = φ∗(ũ2) = u and φ∗(ṽ1) = φ∗(ṽ2) = v. Then ũ1 · ũ2 and ṽ1 · ṽ2 (where
the dot stands for the product in the tangent groupoid T X1 ⇒ T M) are elements in Tk1k2 K
such that φ∗(ũ1 · ũ2) = u and φ∗(ṽ1 · ṽ2) = v. The Bianchi identity Eq. (53) implies that
ω(ũ1 · ũ2, ṽ1 · ṽ2) = ω(ũ2, ṽ2) + Ad

k−1
2

ω(ũ1, ṽ1). Hence

(
iu∧vω

K)
(k1k2) = (

iu∧vω
K)

(k2) + Ad
k−1

2

(
iu∧vω

K)
(k1).

Note that any f ∈ Iso(K,G)|m induces an isomorphism Tf : Z1(Km,Km) → Z1(G,g) given
by, ∀z ∈ Z1(Km,Km),

Tf (z)(g) = f −1∗ z
(
f (g)

)
, ∀g ∈ G. (64)

Tensoring with ∧2T ∗
mM , this extends naturally to a map (denoted again by the same symbol by

abuse of notation)

Tf : ∧2T ∗
mM ⊗ Z1(Km,Km) → ∧2T ∗

mM ⊗ Z1(G,g).

Proposition 5.14. For any f ∈ Iso(K,G)|m, we have the relation

ωiso
∣∣ = π∗Tf ωK∣∣ ,

f m
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where ωiso|f ∈ ∧2T ∗
f Iso(K,G) ⊗ Z1(G,g) is the curvature of the connection αiso, ωK|m ∈

∧2T ∗
mM ⊗ Z1(K,K) is as in Eq. (63) and π : Iso(K,G) → M is the projection.

Proof. For any path ft : [0,1] → Iso(K,G), let ft be the unique horizontal path in Iso(K,G)

starting at the same point f0 as ft and satisfying π ◦ γ = π ◦ γ̄ . Then the holonomy Hol(ft ) ∈
Aut(G) of the path ft is given by

f1 · Hol(ft ) = f 1. (65)

The curvature ωiso can be expressed by

ωiso(u, v) = ∂2

∂ε1∂ε2

∣∣∣∣
ε1=ε2=0

Hol
(
LC

ε1,ε2

)
(66)

for any smooth map C from R
2 to Iso(K,G) adapted to the tangent vectors u,v ∈ Tf Iso(K,G)

(see Eq. (50) for the notation LC
ε1,ε2

). According to Lemma 5.6(1), Eq. (66) can be written as

ωiso(u, v)(g) = ∂2

∂ε1∂ε2

∣∣∣∣
ε1=ε2=0

g−1 Hol
(
LC

ε1,ε2

)
(g), ∀g ∈ G. (67)

By Lemma 5.2, for any path ft in Iso(K,G) and any g ∈ G, evg(ft ) is a horizontal path
starting at evg(f0). Hence evg ft = evg ft holds for all t ∈ [0,1]. In particular, for t = 1, one
obtains

evg

(
f1 · Hol(ft )

) = (evg f1) · Hol(evg ft ), ∀g ∈ G,

and therefore

f1
(
g−1) · [f1 · Hol(ft )

]
(g) = Hol(evg ft ). (68)

The latter can be re-written as

f1
(
g−1 Hol(ft )(g)

) = Hol(evg ft ). (69)

For any smooth map C from a neighborhood U ⊂ R
2 of 0 to a neighborhood of f ∈ Iso(K,G)

adapted to the tangent vectors u,v ∈ Tf Iso(K,G), the smooth map evg ◦ C ∈ C∞(U , K) is

adapted to evg∗ u, evg∗ v ∈ Tf (g)K. Take ft to be the loop LC
ε1,ε2

. Then evg ft is the loop L
evg ◦C
ε1,ε2 .

Now, according to Eq. (69), one obtains that, for any ε1, ε2,

f
(
g−1 Hol

(
LC

ε1,ε2

)
(g)

) = Hol
(
L

evg ◦C
ε1,ε2

)
, ∀g ∈ G.

Applying ∂2

∂ε1∂ε2
|ε1=ε2=0 to both sides and using Proposition 4.26 and Eq. (67), we have

f∗
(
ωiso(u, v)(g)

) = ω(evg∗ u, evg∗ v)|f (g), ∀g ∈ G.
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By Eq. (63), we obtain

f∗
(
ωiso(u, v)(g)

) = ωK(π∗u,π∗v)
(
f (g)

)
, ∀g ∈ G.

This concludes the proof. �
Denote by [ωK] ∈ Ω2(M,H 1(K,K)) the class of ωK . Since for any f ∈ Iso(K,G)|m, the map

Tf defined in Eq. (64) maps B1(Km,Km) to B1(G,g), it induces a map Tf : H 1(Km,Km) →
H 1(G,g). It is simple to check that Tf only depends on the class of f ∈ Out(K,G)|m. There-
fore, for any f ∈ Out(K,G)|m, we have a well-defined map Tf : H 1(Km,Km) → H 1(G,g).

Alternatively, one may also obtain Tf as follows. For any f ∈ Out(K,G)|m, conjugation by f

is a group homomorphism Out(K)|m → Out(G). Then Tf : H 1(Km,Km) → H 1(G,g) is the
corresponding Lie algebra homomorphism.

Tensoring with ∧2T ∗
mM as before, Tf extends naturally to a map

Tf : ∧2T ∗
mM ⊗ H 1(Km,Km) → ∧2T ∗

mM ⊗ H 1(G,g).

Proposition 5.14 immediately implies the following

Theorem 5.15. For any f ∈ Out(K,G)|m, the curvature on the band ωout|f ∈ ∧2T ∗
m Out(K,G)⊗

H 1(G,g) and the class [ωK] ∈ ∧2T ∗
mM ⊗ H 1(K,K) are related by the following equation

ωout
∣∣
f

= π∗Tf

[
ωK]

,

where π : Out(K,G) → M is the bundle projection.

As an immediate consequence, we have the following

Corollary 5.16. The band of a G-extension X•
φ−→ Y• is flat if and only if [ωK] = 0.

To end this section, we describe an important relation between the curvatures ω ∈ Ω2(X1, t∗K)

and ωK .
Let ωK ∈ Ω2(M,Lie Aut(K)) be the curvature of the induced connection ∇ on the Lie algebra

bundle K → M . Note that Lie Aut(K) can be naturally identified with the space of derivations
of K, which can also be viewed as Lie algebra 1-cocycles relative to the adjoin action and with
values in the Lie algebra itself. Therefore we have an identification Lie Aut(K)  Z1(K,K).

First we need to give a relation between ωK and the curvature ωK on the group bundle
K → M . For any Lie group G with Lie algebra g, differentiating a Lie group cocycle in Z1(G,g)

at the identity, one obtains an element in Z1(g,g). More generally, for any group bundle K → M ,
this yields a map Z1(K,K) → Z1(K,K), which extends to a map D : Ω2(M,Z1(K,K)) →
Ω2(M,Z1(K,K)). The following can be easily verified:
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Lemma 5.17.

DωK = ωK. (70)

Recall that for any Lie group G with Lie algebra g, we have ∂ : g → B1(G,g) : ξ �→
(g �→ ξ − Adg−1 ξ). Applying ∂ fiberwise, one obtains a map Γ (t∗K) → Γ (t∗B1(K,K)) ⊂
Γ (t∗Z1(K,K)) that we denote by ∂K . By abuse of notation, we denote by ∂K again the induced
map

∂K : Ω2(X1, t∗K) → Ω2(X1, t∗B1(K,K)
) ⊂ Ω2(X1, t∗Z1(K,K)

)
.

We can now prove the following:

Proposition 5.18. The following relations hold for any x ∈ X1:

Adx−1 s∗ωK∣∣
s(x)

− t∗ωK∣∣
t(x)

= −∂Kω|x,
Adx−1 s∗ωK

∣∣
s(x)

− t∗ωK
∣∣
t(x)

= adωx , (71)

where Adx−1 stands for the natural isomorphism from Z1(Ks(x),Ks(x)) to Z1(Kt(x),Kt(x)),
and from Z1(Ks(x),Ks(x)) to Z1(Kt(x),Kt(x)) induced by Adx : Kt(x) → Ks(x). Note that ω|x ∈
∧2T ∗

x X1 ⊗ Kt(x), ∂ω|x ∈ ∧2T ∗
x X1 ⊗ Z1(Kt(x),Kt(x)), ωK|t(x) ∈ ∧2T ∗

t(x)M ⊗ Z1(Kt(x),Kt(x)),

and ωK|s(x) ∈ ∧2T ∗
s(x)

M ⊗ Z1(Ks(x),Ks(x)). Similarly, adωx ∈ ∧2T ∗
x X1 ⊗ Z1(Kt(x),Kt(x)).

Proof. The second identity in Eq. (71) follows from the first one by applying D and using
Eq. (70). Let us now prove the first one. This equation is equivalent to

Adx−1 s∗ωK(Adx k) − t∗ωK(k) = −ωx + Adk−1 ωx ∈ ∧2T ∗
x X1 ⊗ Kt(x). (72)

Let u1, u2 ∈ TxX1 be any two tangent vectors at the point x, and ε1, ε2 ∈ Tk K any two tangent
vectors of K at the point k such that t∗ui = π∗εi , i ∈ {1,2} (i.e. (ui, εi) is a composable pair in
the tangent groupoid T X1 ⇒ T M for i ∈ {1,2}).

By using Eq. (53) repeatedly, we obtain

ωAdx k

(
u1ε1u

−1
1 , u2ε2u

−1
2

) = Adxk−1 ωx(u1, u2) + Adx ωk(ε1, ε2) − Adx ωx(u1, u2).

Hence

Adx−1 ωAdx k

(
u1ε1u

−1
1 , u2ε2u

−1
2

) = Adk−1 ωx(u1, u2) − ωx(u1, u2) + ωk(ε1, ε2). (73)

Since ε1, ε2 ∈ Tk K, uiεiu
−1
i ∈ TAdx k K for i ∈ {1,2}. According to Eq. (63),

ωk(ε1, ε2) = ωK
k (φ∗ε1, φ∗ε2) = ωK

k (t∗u1, t∗u2) (74)

and
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ωAdx k

(
u1ε1u

−1
1 , u2ε2u

−1
2

) = ωK
Adx k

(
φ∗

(
u1ε1u

−1
1

)
, φ∗

(
u2ε2u

−1
2

)) = ωK
Adx k(s∗u1, s∗u2).

(75)

The result now follows from Eqs. (73)–(75). �
Remark 5.19. For the Lie algebra g of any connected Lie group G, denote by Z(g) its center.
Since G is connected, one has Z(g) = {ξ ∈ g | Adg ξ = ξ , ∀g ∈ G} = ker(∂).

Similarly, let Z(K) = ∐
m∈M Z(K)m be the vector bundle over M obtained by taking the

center of each fiber, and t∗Z(K) → X1, its pullback by the target map t. The space of sections of
the vector bundle t∗Z(K) → X1 is precisely the kernel of ∂K .

Proposition 5.18 implies that the image of ω under ∂K is entirely determined by ωK . Equiva-
lently, this means that the class of ω in Ω2(X1, t∗ K

Z(K)
) is entirely determined by ωK .

6. Cohomology theory of connections

The purpose of this section is to develop a cohomology theory for groupoid extensions, which
appears naturally while studying connections and curvings.

First of all, in Section 6.1, we introduce the cohomological object in question, which we call
horizontal cohomology of a Lie groupoid extension. We also discuss in Section 6.1 how and
when the horizontal cohomology can be pulled back by a morphism of Lie groupoid extensions.
In Section 6.3, we show that the horizontal cohomology can actually be defined for a gerbe, i.e. it
is invariant under Morita equivalence. In Section 6.4, we introduce an obstruction class [obs] in
the horizontal cohomology, which characterizes the existence of connections. As a consequence,
we show that, if a groupoid extension admits a connection, then any Morita equivalent groupoid
extension admits a connection as well. In the language of stacks and gerbes, it means that the
existence of a connection “goes down” to a “gerbe” notion. In Section 6.6, we compute the
horizontal cohomology for G-gerbes over a manifold, i.e. for a G-extension of a Čech groupoid.
We show that, in this case, the class [obs] vanishes, and therefore, any G-extension of a Čech
groupoid (i.e. any G-gerbe over a manifold) admits a connection. Section 6.7 is devoted to the
study of flat gerbes. In Section 6.8, we study connections and curvings on central extensions.

6.1. Horizontal cohomology

Recall that, for any fiber bundle T
φ−→ B , with T and B being finite dimensional manifolds,

an l-form ξ on T (possibly valued in some vector bundle over T ) is said to be horizontal if
v ξ = 0 for any v ∈ ker(φ∗). In other words, a form is horizontal if it vanishes when contracted
with a vector tangent to the fiber of φ.

Remark 6.1.

1. The reader should not confuse horizontal forms with basic forms. Basic forms are simply
obtained by pulling back forms on the base space, while horizontal forms form a much
bigger space in general.

2. Given a fiber bundle T
φ−→ B , horizontal l-forms on T can also be considered as l-forms on

the base manifold B with values in, for any b ∈ B , C∞(φ−1(b)). We will use both viewpoints
all along this section.
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We now introduce the horizontal forms relevant to our situation. Given a Lie groupoid ex-

tension X1
φ−→ Y1 ⇒ M with kernel K → M , for any n ∈ N, the manifold Xn of n-tuples of

composable arrows of X1 ⇒ M is a fiber bundle over Yn, with respect to the projection

φn : (x1, . . . , xn) �→ (
φ(x1), . . . , φ(xn)

)
.

A typical fiber over a point (y1, . . . , yn) ∈ Yn is isomorphic to Kt(y1) × Kt(y2) × · · · × Kt(yn).
By a horizontal K-valued l-form on Xn, we mean a K-valued l-form on Xn (i.e. a section of
the vector bundle ∧lT ∗Xn ⊗ t∗K → Xn, which is horizontal with respect to the fiber bundle
φn : Xn → Yn). From now on, for any n, l ∈ N, we denote by Ωl

hor(Xn, t∗K) the space of hori-
zontal K-valued l-form on Xn.

We list below two important examples of horizontal forms.

Proposition 6.2. The Ehresmann curvature ω of a connection on a groupoid extension

X1
φ−→ Y1 ⇒ M is a horizontal 2-form.

Proof. This follows immediately from Eq. (49). �
Proposition 6.3. Let X1

φ−→ Y1 ⇒ M be a Lie groupoid extension with kernel K → M , whose
corresponding Lie algebra bundle is K → M . Let θ ∈ Ω1(X1, t∗K) be a K-valued 1-form on X1
satisfying

θ
(
ξ�) = ξ, ∀ξ ∈ K, (76)

where, as in Section 4.3, for any ξ ∈ K we denote by ξ� the fundamental vector field on X1
corresponding to the infinitesimal right action of K → M on X1. Then ∂�θ ∈ Ω1(X2, t∗K) is a
horizontal 1-form on X2.

Proof. Let us introduce some notations. The group bundle K → M acts on X2 from the right in
two different ways. The first one is given, for all (x1, x2) ∈ X2 and k ∈ Kt(x1), by (x1, x2) · k =
(x1 · k, x2); the second one is given, for all (x1, x2) ∈ X2 and k ∈ Kt(x2), by (x1, x2) · k =
(x1, x2 · k). For any (x1, x2) ∈ X2, and any ξ ∈ Kt(x1) (resp. ξ ∈ Kt(x2)), we denote by ξ�

1
(resp. ξ�

2 ) the tangent vectors in T(x1,x2)X2 corresponding infinitesimally to these two actions.
Denote by p1,m,p2 the three face maps from X2 to X1. For any ξ ∈ K, we have

p1∗ξ�
1 = ξ�, m∗ξ�

1 = (Ad
x−1

2
ξ)�, p2∗ξ�

1 = 0,

p1∗ξ�
2 = 0, m∗ξ�

2 = ξ�, p2∗ξ�
2 = ξ�.

Thus it is routine to check that the two relations ξ�
1 ∂�θ = 0 and ξ�

2 ∂�θ = 0 hold, which
implies that ∂�θ is horizontal. �
Definition 6.4. The ∂�-cohomology of a Lie groupoid extension X•

φ−→ Y• is the cohomology
of the cochain complex ((Ωl(Xn, t∗K))n∈N, ∂�). It is denoted by H

n,l
∂� (X• → Y•).

The following proposition can be verified directly.
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Proposition 6.5. Let X1
φ−→ Y1 ⇒ M be a Lie groupoid extension. Then for any fixed l ∈ N,

Ωl
hor(X•, t∗K) is stable under ∂�, i.e.

∂�(
Ωl

hor(Xn, t∗K)
) ⊂ Ωl

hor(Xn+1, t∗K).

Therefore, for any fixed l ∈ N, the horizontal l-forms ((Ωl
hor(Xn, t∗K))n∈N, ∂�) form a

cochain subcomplex.

Definition 6.6. The horizontal cohomology of a Lie groupoid extension X•
φ−→ Y• is the coho-

mology of the cochain complex ((Ωl
hor(Xn, t∗K))n∈N, ∂�). It is denoted by H

n,l
hor(X• → Y•).

6.2. Horizontal cohomology and strict homomorphisms

Let f be a homomorphism of Lie groupoid extensions from X′
• → Y ′

• to X• → Y•. As usual,
denote by K → M (resp. K′ → M ′) the Lie algebra bundle associated to the groupoid extension
X1 → Y1 ⇒ M (resp. X′

1 → Y ′
1 ⇒ M ′). In general, there is no straightforward way to make sense

of the pullback through f of a K-valued form on X1 (or, more generally on Xn for some n ∈ N)
such that the pullback form is K′-valued. Indeed, if ζ is an l-form on Xn with values in t∗K, the
usual pullback f ∗ζ takes its values in (f ∗ ◦ t∗)K rather than in t′∗K′. To build up a form on X′

n

with values in t′∗K′, one needs to identify (f ∗ ◦ t∗)K with t′∗K′ at any point (x′
1, . . . , x

′
n) ∈ X′

n.
When f is a strict homomorphism of Lie groupoid extensions, in particular a Morita morphism,
f establishes an isomorphism between Kt(x′

n) and Kt(f (xn)). Hence its differential at the identity
ft(x′

n)∗ gives the required identification. This leads to the following definition of the pullback

Ωl(Xn, t∗K)
f ∗−→ Ωl(X′

n, t′∗K′):

(f ∗ζ )(e1, . . . , el) = f −1
t(x′

n)∗
(
ζ(f∗e1, . . . , f∗el)

)
, ∀e1, . . . , el ∈ T(x1,...,xn)Xn. (77)

The following lemma can be verified directly.

Lemma 6.7. Let f be a strict homomorphism of Lie groupoid extensions from X′
• → Y ′

• to
X• → Y•. Then

1. the pullback map Ωl(Xn, t∗K)
f ∗−→ Ωl(X′

n, t′∗K′) is a chain map with respect to ∂�;
2. the pullback of a horizontal form is again horizontal;
3. θ ∈ Ω1(X1, t∗K) satisfies ξ� θ = ξ , for all ξ ∈ K, if, and only if, f ∗θ ∈ Ω1(X′

1, t∗K′)
satisfies ξ ′� f ∗θ = ξ ′, for all ξ ′ ∈ K′.

As an immediate consequence, we have the following

Corollary 6.8. Let f be a strict homomorphism of Lie groupoid extensions from X′
• → Y ′

• to
X• → Y•. Then the pullback map f ∗ gives rise to morphisms

f ∗ : Hn,l
∂� (X• → Y•) → H

n,l
∂�

(
X′

• → Y ′
•
)
, (78)

f ∗ : Hn,l
hor(X• → Y•) → H

n,l
hor

(
X′

• → Y ′
•
)
, (79)

for all n, l ∈ N.
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6.3. Morita invariance

In this subsection, we show that both the horizontal cohomology and the ∂�-cohomology are
invariant under Morita equivalence. In other words, they turn out to be cohomological objects
associated to a gerbe. Our proof relies on the notion of generalized morphisms introduced in
Section 2.3, and is similar to the proof of Proposition 2.5 in [51].

Theorem 6.9.

1. Morita equivalent groupoid extensions have isomorphic ∂�-cohomologies.
2. Morita equivalent groupoid extensions have isomorphic horizontal cohomologies.
3. In particular, if f is a Morita morphism of groupoid extensions, the maps f ∗ defined in

Eqs. (78)–(79) are isomorphisms.

We need two lemmas.

Lemma 6.10. If f is a Morita morphism of Lie groupoid extensions from X′
1 → Y ′

1 ⇒ M ′ to
X1 → Y1 ⇒ M such that f : M ′ → M is an étale map, then the pullback map f ∗ as in Eqs. (78)–
(79) induces isomorphisms on both horizontal and ∂�-cohomologies.

Proof. Note that U �→ Ωl
hor(U, t|∗UK) (resp. U �→ Ωl(U, t|∗UK)) is a sheaf over the simplicial

manifold (Xn)n∈N (see [50]). And the horizontal cohomology H
n,l
hor(X• → Y•) (resp. the ∂�-

cohomology H
n,l
∂� (X• → Y•)) is the corresponding sheaf cohomology. When f is an étale map,

it is clear that the pullback sheaf f ∗(Ωl
hor(−, t∗K)) (resp. f ∗(Ωl(−, t∗K))) is isomorphic to

Ωl
hor(−, t′∗K′) (resp. Ωl(−, t′∗K′)). According to Theorem 8.1 in [50], f ∗ induces an isomor-

phism in cohomology:

f ∗ : Hn,l
hor(X• → Y•)

−→ H
n,l
hor

(
X′

• → Y ′
•
)
, (80)

f ∗ : Hn,l
∂� (X• → Y•)

−→ H
n,l
∂�

(
X′

• → Y ′
•
)
. � (81)

Proposition 6.11.

1. Any generalized homomorphism of Lie groupoid extensions F from X′
•

φ′−→ Y ′
• to X•

φ−→ Y•
induces canonical homomorphisms

F ∗ : Hn,l
∂� (X• → Y•) → H

n,l
∂�

(
X′

• → Y ′
•
)
, (82)

F ∗ : Hn,l
hor(X• → Y•) → H

n,l
hor

(
X′

• → Y ′
•
)
, (83)

for all n, l ∈ N.
2. In particular, if F is a generalized homomorphism of Lie groupoid extensions induced by a

strict morphism of groupoid extensions f , then F ∗ coincides with the pullback map f ∗ in
Corollary 6.8.

3. Moreover, the relation

(F1 ◦ F2)
∗ = F ∗ ◦ F ∗
2 1
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holds for any composable pair F1,F2 of generalized homomorphisms of Lie groupoid exten-
sions.

Proof. 1. Assume that F is given by the bimodule M ′ g←− B
f−→ M . According to Proposi-

tion 2.11, F is the composition of the canonical Morita equivalence between X′
• → Y ′

• and
X′

•[B] → Y ′
• [B], with a strict homomorphism of groupoid extensions from X′

•[B] → Y ′
• [B] to

X• → Y•. Since B
g−→ M ′ is a surjective submersion, it admits local sections. Hence, there ex-

ists an open cover (Ui)i∈I of M ′ and local sections σi of B
g−→ M ′ relative to this open cover.

The sections (σi) induce a strict homomorphism ψU from X′
•[U] → Y ′

• [U] to X• → Y• by com-
posing the natural strict homomorphism from X′

•[U] → Y ′
• [U] to X′

•[B] → Y ′
• [B] with the one

from X′
•[B] → Y ′

• [B] to X• → Y•. Denote by χU the Morita morphism from X′
•[U] → Y ′

• [U] to
X′

• → Y ′
• .

We now define F ∗ as the composition

H
n,l
hor(X• → Y•)

ψ∗
U−−→ H

n,l
hor

(
X′

•[U] → Y ′
• [U]) (χ∗

U
)−1

−−−−→ H
n,l
hor

(
X′

• → Y ′
•
)

and similarly

H
n,l
∂� (X• → Y•)

ψ∗
U−−→ H

n,l
∂�

(
X′

•[U] → Y ′
• [U]) (χ∗

U
)−1

−−−−→ H
n,l
∂�

(
X′

• → Y ′
•
)
.

Here we have used the fact that χ∗
U

is an isomorphism by Lemma 6.10.
We need to check that F ∗ does not depend on the choice of the open cover and the local

sections. Let V := (Vj , τ̃j )j∈J be another choice of such local sections. The union of U and V is
another such open cover of M ′ together with a set of local sections of B → M ′. It is simple to see
that we have the following commutative diagram, where all the arrows are strict homomorphisms
of groupoid extensions:

X′
• X′

• X′
•

X′
•[U]

χU

ψU

X′
•[U ∪ V]

χU∪V

ψU∪V

X′
•[V]

χV

ψV

X• X• X• .

It follows from a diagram chasing argument that

(χ∗
U)−1 ◦ ψ∗

U = (χ∗
U∪V)−1 ◦ ψ∗

U∪V = (χ∗
V)−1 ◦ ψ∗

V.

Hence F ∗ is indeed well defined.
2. If F is induced from a strict homomorphism of Lie groupoid extensions f , in other words,

if F is given by the bimodule M ′ id←− M ′ f−→ M , then χ = id and ψ coincides with the map f ∗
defined in Corollary 6.8.
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3. Let X• → Y•, X′
• → Y ′

• and X′′
• → Y ′′

• be Lie groupoid extensions with base manifolds
M , M ′ and M ′′, respectively. Let F1 and F2 be generalized homomorphisms from X′

• → Y ′
•

to X• → Y• and from X′′
• → Y ′′

• to X′
• → Y ′

• , respectively. According to the first part of the
proof, there exists an open covering U = (Uk) of M ′ and a strict homomorphism ψU of groupoid
extensions from X′

•[U] → Y ′
• [U] to X• → Y• such that F ∗

1 = (χ∗
U
)−1 ◦ ψU. The same holds

for F2. However, we can choose an open covering V = (Vl)l∈L of M ′′ and a strict homomor-
phism of groupoid extensions ψV such that ψV(V ) is contained in an open set U ∈ U, for all
V ∈ V. Composing ψV : ∐

l Vl → M ′ with these inclusions yields a map j : ∐
l Vl → ∐

k Uk .
We can then construct a strict homomorphism μj of groupoid extensions from X′′

• [V] → Y ′′
• [V]

to X′
•[U] → Y ′

• [U]: {
μj (v1, x, v2) = (

j (v1),ψV(v1, x, v2), j (v2)
)
,

μj (v1, y, v2) = (
j (v1),ψV(v1, y, v2), j (v2)

)
for all x ∈ X′′

1 , y ∈ Y ′′
1 , v1, v2 ∈ ∐

l Vl with χV(v1) = s(x) = s(y) and χV(v2) = t(x) = t(y).
We then have the following commutative diagram of strict homomorphisms of Lie groupoid
extensions:

X′′
• X′

• X•

X′′
• [V]

χV

ψV

μj
X′

•[U].

χU

ψU
(84)

The composition ψU ◦ μj is a strict homomorphism of Lie groupoid extensions from
X′′

• [V] → Y ′′
• [V] to X• → Y•. It is obvious from diagram (84) that

X′′
•

χV←−− X′′
• [V] ψU◦μj−−−−→ X•

is a bimodule representing the generalized homomorphism F1 ◦ F2. Therefore,

(F1 ◦ F2)
∗ = (χ∗

V)−1 ◦ (ψU ◦ μj )
∗ = (χ∗

V)−1 ◦ μ∗
j ◦ ψ∗

U

= (χ∗
V)−1 ◦ (ψV)∗ ◦ (χ∗

U)−1 ◦ ψ∗
U = F ∗

2 ◦ F ∗
1 . �

Proof of Theorem 6.9. If F is a Morita equivalence from X′
• → Y ′

• to X• → Y• given by the

bitorsor M ′ f←− B
g−→ M , then, according to Proposition 2.10, F−1 ◦ F is a Morita equivalence

from X• → Y• to itself, whose corresponding bitorsor is given by M ← (B ×M ′ B)/X′
1 → M .

The later is canonically isomorphic to M ← X1 → M , which is indeed the generalized morphism
corresponding to the identity strict homomorphism. Thus it follows from Proposition 6.11 that
(F−1 ◦ F)∗ = id. Therefore the conclusion follows from Proposition 6.11 immediately. �
Remark 6.12. Note that the isomorphism between the horizontal cohomologies of Morita equiv-
alent groupoid extensions is not canonical. It depends on the choice of the Morita equivalence
bitorsors, as seen in the above proof.
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6.4. Obstruction class to the existence of connections

The main purpose of this subsection is to introduce a characteristic class [obs] in
H

2,1
hor (X• → Y•), which measures the existence of connections on a Lie groupoid extension

X•
φ−→ Y•.

Forgetting about the groupoid structure, consider any horizontal distribution H on the fiber

bundle X1
φ−→ Y1. Let θ ∈ Ω1(X1, t∗K) be its associated K-valued 1-form, i.e. the unique 1-

form that vanishes on H and satisfies Eq. (76). According to Proposition 6.3, ∂�θ is a K-valued
horizontal 1-form on X2. Moreover, since (∂�)2 = 0, ∂�θ is a 2-cocycle of the horizontal co-
homology, and hence it defines a class in H

2,1
hor (X• → Y•) that we call the obstruction class and

denote simply by [obs]. This terminology is justified by the following

Proposition 6.13.

1. The class [obs] ∈ H
2,1
hor (X• → Y•) does not depend on the particular choice of a horizontal

distribution H on the fiber bundle X1
φ−→ Y1.

2. The class [obs] vanishes if, and only if, the groupoid extension admits a groupoid extension
connection.

Proof. 1. Let H and H ′ be any two horizontal distributions on the fiber bundle X1
φ−→ Y1, and

θ, θ ′ ∈ Ω1(X1, t∗K) their associated K-valued 1-forms. By construction, θ − θ ′ is a horizontal 1-
form on X1. Therefore ∂�θ and ∂�θ ′ differ by a horizontal coboundary. Hence [∂�θ ] = [∂�θ ′].
This proves (1).

2. Assume that [obs] = 0. The K-valued 1-form θ ∈ Ω1(X1, t∗K) associated to any horizontal

distribution H on the fiber bundle X1
φ−→ Y1 gives a representative ∂�θ for the obstruction class

[obs]. Hence, by assumption, there exists a horizontal K-valued 1-form ζ on X1 such that ∂�θ =
∂�ζ . It is simple to check that α = θ − ζ ∈ Ω1(X1, t∗K) is indeed a right connection 1-form for

the groupoid extension X•
φ−→ Y•. �

Combining Proposition 6.13 with the Morita invariance of the horizontal cohomology ob-
tained in Proposition 6.9, we are led to the following main result of this subsection.

Theorem 6.14.

1. Given a Morita morphism f of Lie groupoid extensions from X′
• → Y ′

• to X• → Y• as in
Eq. (2), let [obs′] and [obs] be their obstruction classes. Then [obs′] = f ∗[obs], where

f ∗ : H 2,1
hor (X• → Y•) → H

2,1
hor (X

′
• → Y ′

•) is the homomorphism given by Eq. (79).
2. If a Lie groupoid extension admits a connection, so does any Morita equivalent Lie groupoid

extension.

Proof. Observe that (2) is a trivial consequence of (1). Now let θ be a K-valued 1-form on X1

satisfying Eq. (76). Then, according to Lemma 6.7(3), the pullback f ∗θ ∈ Ω1(X′
1, t′∗K′) satisfies

Eq. (76) as well. By Lemma 6.7(1), the relation ∂�(f ∗θ) = f ∗(∂�θ) holds, which implies that
[obs′] = f ∗[obs]. �
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6.5. Moduli space of connections on a Lie groupoid extension

We now study the space of right connection 1-forms of a Lie groupoid extension X1
φ−→ Y1 ⇒

M assuming that the obstruction class vanishes. Denote by Z1
hor(X1, t∗K) (resp. Z1

∂�(X1, t∗K))
the space of horizontal 1-forms in Ω1

hor(X1, t∗K) (resp. 1-forms in Ω1(X1, t∗K)) which are ∂�-
closed.

Proposition 6.15. For any Lie groupoid extension X1
φ−→ Y1 ⇒ M with vanishing obstruction

class, the space of right connection 1-forms is an affine subspace of Z1(X1, t∗K) with underlying
vector space Z1

hor(X1, t∗K).

Proof. Since the obstruction class vanishes, there exists a right connection form α ∈
Ω1(X1, t∗K). It is easy to see that a 1-form α′ ∈ Ω1(X1, t∗K) is a right connection 1-form
(i.e. is ∂�-closed and satisfies Eq. (76)) if, and only if, α − α′ ∈ Z1

hor(X1, t∗K). �

Two right connection 1-forms α and α′ on a Lie groupoid extension X1
φ−→ Y1 ⇒ M are said

to be equivalent if, and only if, α − α′ = ∂�β for some β ∈ Ω1(M,K). By M we denote the

moduli space of right connection 1-forms on a Lie groupoid extension4 X1
φ−→ Y1 ⇒ M . The

following proposition is thus immediate.

Proposition 6.16. For a Lie groupoid extension X1
φ−→ Y1 ⇒ M with vanishing obstruction class,

the moduli space of right connection 1-forms M is an affine subspace of H
1,1
∂� (X• → Y•) with

underlying vector space H
1,1
hor (X• → Y•).

We now describe the relation between the moduli spaces of right connection 1-forms of Morita
equivalent extensions. We start with a lemma.

Lemma 6.17. Assume that f is a Morita morphism of Lie groupoid extensions from X′
•

φ′−→ Y ′
•

to X•
φ−→ Y•. A 1-form α ∈ Ω1(X1, t∗K) is a right connection 1-form of the Lie groupoid exten-

sion X
φ−→ Y ⇒ M if, and only if, f ∗α ∈ Ω1(X′

1, t′∗K′) is a right connection 1-form of the Lie

groupoid extension X′
•

φ−→ Y ′
• .

Proof. For any α ∈ Ω1(X1, t∗K), according to Lemma 6.7(1), we have f ∗∂�α = ∂�f ∗α = 0.
Hence α is ∂�-closed if, and only if, so is f ∗α. According to Lemma 6.7(3), Eq. (76) holds
for α if, and only if, it holds for f ∗α. Hence it follows that α is a right connection 1-form on

X1
φ−→ Y1 ⇒ M if, and only if, f ∗α is a right connection 1-form on X′ φ−→ Y ′ ⇒ M ′. �

4 Readers should not confuse this with moduli space of flat connections in gauge theory. Here there are no gauge groups
involved.
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Theorem 6.18.

1. For any Morita morphism of Lie groupoid extensions f from X′
1

φ′−→ Y ′
1 ⇒ M ′ to X1

φ−→
Y1 ⇒ M , the pullback map f ∗ : H 1,1

∂� (X• → Y•) → H
1,1
∂� (X′

• → Y ′
•) induces an isomorphism

of their corresponding moduli spaces of right connection 1-forms M and M′.
2. The moduli spaces of right connection 1-forms of Morita equivalent extensions are isomor-

phic.

Proof. By Theorem 6.9, the map f ∗ : H
1,1
∂� (X• → Y•) → H

1,1
∂� (X′

• → Y ′
•) is an isomorphism,

which, according to Lemma 6.17, sends M into M′. It is thus enough to show that the restric-
tion of f ∗ to M is surjective onto M′. Assume that [α′] ∈ M′. Since f ∗ : H

1,1
∂� (X• → Y•) →

H
1,1
∂� (X′

• → Y ′
•) is surjective by Theorem 6.9(1), there exists α ∈ Z1

∂�(X1, t∗K) such that
f ∗[α] = [α′]. That is, f ∗α = α′ + ∂�β ′ for some β ′ ∈ Ω1(M ′,K′). However, since α′ + ∂�β ′

is also a right connection 1-form on the groupoid extension X′
1

φ−→ Y ′
1 ⇒ M ′, according to

Lemma 6.17, α must be a right connection 1-form on the groupoid extension X1
φ−→ Y1 ⇒ M .

This concludes the proof. �
6.6. Connections for G-gerbes over manifolds

The main goal of this subsection is to compute the horizontal cohomology of a groupoid G-
extension of a Čech groupoid, i.e. of a G-gerbe over a manifold, where G is a connected Lie
group. As a consequence, we show the existence of connections.

First we need to introduce some preliminary constructions. We do not have to restrict our-
selves to the case of G-gerbes over manifolds at this point, although this is the only case that we
are concerned about in applications.

Let X1
φ−→ Y1 ⇒ M be a Lie groupoid G-extension. Its kernel is the Lie group bundle K → M

with Lie algebra bundle K → M . For any n ∈ N, consider the fiberwise group cohomology∐
m Hn(Km,Km) of K with values in K relative to the adjoint action, which is clearly a vec-

tor bundle over M , denoted by Hn(K,K) → M .
As we have seen in Section 2.1, any element x ∈ X1 defines a Lie group isomorphism

Adx : Kt(x) → Ks(x), and thus a Lie algebra isomorphism Adx : Kt(x) → Ks(x). These iso-
morphisms induce an isomorphism of cochain complexes mapping f ∈ C∞(Ks(x) × · · · ×
Ks(x),Ks(x)) to (k1, . . . , kn) �→ Adx−1 f (Adx k1, . . . ,Adx kn) in C∞(Kt(x) × · · · × Kt(x),Kt(x)).
Therefore it induces an isomorphism Hn(Ks(x),Ks(x))

∼−→ Hn(Kt(x),Kt(x)), which is still de-
noted by Adx by abuse of notation. In other words, Hn(K,K) → M is a vector bundle over M

on which the groupoid X1 ⇒ M acts from the left. That is, Hn(K,K) → M is a left vector bundle
over the groupoid X1 ⇒ M . In fact, this action descends and induces an action of the groupoid

Y1 ⇒ M since any element in the kernel K of X•
φ−→ Y• acts trivially on Hn(K,K) → M . Indeed

for a connected Lie group G, it is well known that the inner automorphisms of G preserve the
cohomology classes of Hn(G,g). Thus we have proved the following

Proposition 6.19. For all n ∈ N, Hn(K,K) → M is a vector bundle over the groupoid Y1 ⇒ M .

Considering K as a Lie subgroupoid of X1 ⇒ M , one obtains a monomorphism of groupoid
extensions i from K → M ⇒ M to X1 → Y1 ⇒ M . The horizontal cohomology of K →
M ⇒ M can be easily described by the following
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Lemma 6.20. We have

H
n,l
hor(K• → M•)  Ωl

(
M,Hn(K,K)

)
, (85)

where Hn(K,K) → M is the vector bundle constructed above (ignoring the Y•-action).

Proof. The natural identification Xl
hor(Kn)  Γ (π∗ ∧l T M) given by the differential of

π : Kn → M induces an isomorphism Ωl
hor(Kn, t∗K)  Ωl(M,En), where En is the vector

bundle
∐

m∈M C∞((K|m)n,Km) → M . It is simple to check that, under this isomorphism, the
differential ∂� : Ωl

hor(Kn, t∗K) → Ωl
hor(Kn+1, t∗K) becomes the operator ∂ : Ωl(M,En) →

Ωl(M,En+1), which is the fiberwise group cohomology differential C∞((K|m)n,Km) →
C∞((K|m)n+1,Km). Taking its cohomology, one obtains an isomorphism H

n,l
hor(K• → M•) 

Ωl(M,Hn(K,K)). �
For all n ∈ N, from the induced map i : Kn → Xn, we obtain a chain map i∗ : Ωl

hor(Xn, t∗K) →
Ωl

hor(Kn, t∗K) and hence a map in cohomology

i∗ : Hn,l
hor(X• → Y•) → H

n,l
hor(K• → M•). (86)

Composing the maps given by Eq. (86) with Eq. (85), we are led to

Proposition 6.21. Let X1 → Y1 ⇒ M be a Lie groupoid G-extension, with kernel being the
Lie group bundle K → M with corresponding Lie algebra bundle K → M . For any l ∈ N, the
inclusion map i : K• → X• induces a natural restriction map

i∗ : Hn,l
hor(X• → Y•) → Ωl

(
M,Hn(K,K)

)
, (87)

where Hn(K,K) → M is the vector bundle constructed above (ignoring the Y•-action).

It is simple to see that this restriction map i∗ is stable with respect to Morita morphisms of
Lie groupoid extensions.

Lemma 6.22. Let f be a Morita morphism of Lie groupoid extensions from X′
•

φ′−→ Y ′
• to

X•
φ−→ Y• as in diagram (2). Let K and K′ denote the kernels of φ and φ′ respectively. Then

the following diagram commutes:

H
n,l
hor(X• → Y•)

i∗

f ∗
H

n,l
hor(X

′
• → Y ′

•)

i′∗

Ωl(M,Hn(K,K))
f ∗ Ωl(M ′,Hn(K′,K′)).

Let us turn our attention to the case of a G-extension of a Čech groupoid
∐

ij Uij ⇒
∐

i Ui

associated to an open covering (Uj )j∈J of a manifold N . In this case, vector bundles over the
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Čech groupoid
∐

ij Uij ⇒
∐

i Ui are in 1–1 correspondence with ordinary vector bundles over
the manifold N . For all n ∈ N, we denote by Hn(K,K)N the vector bundle over N corresponding
to the vector bundle Hn(K,K) over

∐
ij Uij ⇒

∐
i Ui obtained as in Proposition 6.19.

Theorem 6.23. Let X1
φ−→ Y1 ⇒ M denote a Lie groupoid G-extension X1 → ∐

ij Uij ⇒
∐

j Uj

of a Čech groupoid
∐

ij Uij ⇒
∐

j Uj associated to an open covering {Uj }j∈J of a manifold N .

Then, for any pair n, l ∈ N, the map in Eq. (87) factorizes through Ωl(N,Hn(K,K)N) →
Ωl(M,Hn(K,K)):

H
n,l
hor(X• → Y•)

i∗
ı̃∗

Ωl(N,Hn(K,K)N )
p∗ Ωl(M,Hn(K,K)).

(88)

Moreover, ı̃∗ : Hn,l
hor(X• → Y•) → Ωl(N,Hn(K,K)N ) is an isomorphism and the restriction map

i∗ : Hn,l
hor(X• → Y•) → Ωl(M,Hn(K,K)) is injective.

We need some preliminaries. Any smooth function f on the manifold N can be pulled back
to a function f̃n on Xn using any appropriate composition of consecutive face maps together

with the projection
∐

i Ui
p−→ N . In other words, f̃n = p∗

nf , where pn is the composition Xn
φ−→∐

j1,...,jn
Uj1···jn → N . The following result is straightforward.

Lemma 6.24. For any ζ ∈ Ωl(Xn, t∗K) and any function f ∈ C∞(N), we have

∂�(f̃nζ ) = f̃n+1∂
�ζ.

For any open set U ⊂ N , we denote by X1[p−1U ] ⇒ p−1(U) and Y1[p−1U ] ⇒ p−1(U) the
restriction of the groupoids X1 ⇒ M and Y1 ⇒ M to the open submanifold p−1(U) of the unit
space M , respectively. It is clear that X1[p−1U ] → Y1[p−1U ] ⇒ p−1(U) is a G-extension.

For any fixed integers n and l, we define a pre-sheaf E n,l over N by U �→ H
n,l
hor(X•[p−1U ] →

Y•[p−1U ]), the restriction maps rU
V : H

n,l
hor(X•[p−1U ] → Y•[p−1U ]) → H

n,l
hor(X•[p−1V ] →

Y•[p−1V ]) being the pullbacks of the natural inclusion of X•[p−1V ] → Y•[p−1V ] into
X•[p−1U ] → Y•[p−1U ] for any open subsets V ⊂ U of N .

Lemma 6.25. For any n, l ∈ N, the pre-sheaf E n,l is a sheaf.

Proof. First, let (Ui)i∈I be open subsets of N , U = ⋃
i∈I Ui and (fi)i∈I a partition of unity of U

with supp(fi) ⊂ Ui for all i ∈ I (which exists since we consider paracompact manifolds only).
First, let [ωi] ∈ H

n,l
hor(X•[Ui] → Y•[Ui]) be the cohomology class of some horizontal cocycle

ωi ∈ Ωl(Xn[Ui], t∗K), for all i ∈ I . If r
Ui

Ui∩Uj
[ωi] = r

Uj

Ui∩Uj
[ωj ] for all i, j ∈ I , then, thanks to

Lemma 6.24, ω = ∑
i∈I (̃fi)n ωi is a horizontal cocycle in Ωl(Xn[U ], t∗K). By construction, its

class [ω] ∈ H
n,l

(X•[U ] → Y•[U ]) satisfies rU [ω] = [ωi], for all i ∈ I .
hor Ui
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Secondly, let [ω] ∈ H
n,l
hor(X•[U ] → Y•[U ]) be the class of some horizontal cocycle ω ∈

Ωl(Xn, t∗K). If rU
Ui

[ω] = 0 for all i ∈ I , then there exists a horizontal form

ηi ∈ Ωl(Xn−1[Ui], t∗K) such that ∂�ηi = ω|Ui
for all i ∈ I . Set η = ∑

i∈I (̃fi)n−1ηi . By
Lemma 6.24, we have

∂�η =
∑
i∈I

(̃fi)n∂
�ηi =

∑
i∈I

(̃fi)nω|Ui
= ω.

As a consequence, we have [ω] = 0. Therefore, E n,l is a sheaf. �
We define two other sheaves over N :

F n,l : U �→ Ωl
(
U,Hn(K,K)N

)
,

Gn,l : U �→ Ωl
(
p−1U,Hn(K,K)

)
.

The covering M
p−→ N induces a morphism of sheaves F n,l p∗−→ Gn,l and, by Proposition 6.21,

the inclusion K•
i−→ X• induces a morphism of sheaves E n,l i∗−→ Gn,l .

Now we need a general fact about sheaves over a manifold.

Lemma 6.26. Let E , F and G be sheaves over a manifold N , and let h : E → G and p : F → G
be morphisms of sheaves with p injective. Assume that for any contractible open set U , the map
hU : E (U) → G(U) factorizes through

E (U)

hU

h̃U

F (U)
pU

G(U)

(89)

where the map h̃U : E (U) → F (U) is an isomorphism. Then the morphism of sheaves h : E → G
factorizes through

E

h
h̃

F
p

G

where h̃ : E → F is an isomorphism of sheaves.

We can now turn to the proof of the our main results in this section.

Proof of Theorem 6.23. It remains to show that the morphism of sheaves i∗ factorizes through
the monomorphism p∗ as an isomorphism of sheaves ı̃∗:
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E n,l

i∗
ı̃∗

F n,l

p∗ Gn,l .

(90)

Indeed, evaluation of the pre-sheaves E n,l , F n,l and Gn,l in diagram (90) on N , seen as an open
subset of itself, yields diagram (88).

As a consequence of Lemma 6.26, since E n,l , F n,l and Gn,l are sheaves, it suffices to prove
that, for any contractible open subset U of N , there exists a group isomorphism ı̃∗U such that

H
n,l
hor(X•[p−1U ] → Y•[p−1U ])

i∗U
ı̃∗U

Ωl(U,Hn(K,K)N)
p∗

U

Ωl(p−1U,Hn(K,K))

(91)

commutes.
However, according to Corollary 3.19, the G-extension X•[p−1U ] → Y•[p−1U ] of the Čech

groupoid
∐

i,j Uij ∩U ⇒
∐

i Ui ∩U of the contractible open manifold U has a refinement which
is isomorphic to a trivial G-extension. In other words, there exists a refinement V = ∐

α∈A Vα of
the open covering

∐
i∈I Ui ∩ U of p−1U together with a Morita equivalence

U × G
∐

Vαβ × G X1[p−1U ]

U
∐

Vαβ Y1[p−1U ]

U
∐

Vα p−1(U).

Therefore, applying Lemma 6.22 to each Morita morphism, one obtains the commutative
diagram

H
n,l
hor((U × G)• → U•)

(2)

(3)

H
n,l
hor((U × G)•[V] → U•[V]) H

n,l
hor(X•[p−1U ] → Y•[p−1U ])(1)

i∗U

Ωl(U,Hn(G,g))
(4)

Ωl(V,Hn(G,g)) Ωl(p−1U,Hn(G,g))
(5)

where, the restrictions of Hn(K,K) to contractible open sets have been identified with the trivial
vector bundles with fiber Hn(G,g). Here (3) is an isomorphism by Lemma 6.9, (1) and (2)
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are isomorphisms by Theorem 6.9 and the injection (4) factorizes through the injection (5) to
yield p∗

U . Thus one obtains the commutative diagram (91). �
We can now state the main corollary of this result.

Corollary 6.27. Any groupoid G-extension of a Čech groupoid admits a connection.

Proof. It suffices to prove that the obstruction class [obs] of any groupoid G-extension of a
Čech groupoid vanishes. Since the vanishing of [obs] is preserved under Morita equivalence,
we can assume that (Uj )j∈J is a good open covering and X1  ∐

ij Uij × G, Y1  ∐
ij Uij .

In particular K  ∐
i Ui × G is the trivial group bundle. Consider the g-valued 1-form on X1

given by θ = p∗
2θG, where p2 : ∐

ij Uij × G → G is the projection onto the second component
and θG is the right Maurer–Cartan form on the Lie group G. Since θ satisfies Eq. (76), we
have [obs] = [∂�θ ]. Moreover, by construction, one has i∗[obs] = i∗[∂�θ ] = [∂θG] = 0, where
i∗ : H 2,1

hor (X• → Y•) → H
2,1
hor (K• → M•) is the restriction map. By Theorem 6.23, i∗ is injective.

Hence the obstruction class [obs] vanishes. �
Note that for bundle gerbes, the existence of connections was proved by Murray [42]. Another

consequence of Theorem 6.23 is the following

Corollary 6.28. Let X•
φ−→ Y• be a Lie groupoid G-extension X1 → ∐

ij Uij ⇒
∐

j Uj of a Čech
groupoid

∐
ij Uij ⇒

∐
j Uj associated to an open covering (Uj )j∈J of a manifold N . Assume

that α is a right connection 1-form with Ehresmann curvature ω ∈ Ω2(X1, t∗K).

1. The class of ω in H
1,2
hor (X• → Y•) is zero if, and only if, the band is flat.

2. If N is simply connected and [ω] vanishes in H
1,2
hor (X• → Y•), then the band is trivial. And

therefore the extension is central.

Proof. 1. According to Corollary 5.16, the band is flat if, and only if, [ωK] = 0 in
H

1,2
hor (K• → M•) or, equivalently, if, and only if, [ω] = 0 in H

1,2
hor (X• → Y•) since

i∗ : H 1,2
hor (K• → M•) → H

1,2
hor (X• → Y•) is injective.

2. The band can be identified with an Out(G)-principal bundle over N . Hence, since N is
simply connected, it must be trivial if it is flat. �
6.7. Flat gerbes

First of all, we introduce the following definition which generalizes the same notion in the
case of abelian gerbes [8,17,29,42].

Definition 6.29. Given a Lie groupoid extension X1
φ−→ Y1 ⇒ M , and a right connection 1-form

α ∈ Ω1(X1, t∗K) with Ehresmann curvature ω ∈ Ω2(X1, t∗K),

1. a curving is a two-form B ∈ Ω2(M,K) such that ∂�B = ω;
2. and given (α,B), Ω = d∇B ∈ Ω3(M,K) is called the 3-curvature of (α,B), where

d∇ : Ω•(M,K) → Ω•+1(M,K) is the exterior covariant derivative with respect to the in-
duced connection ∇ on the Lie algebra bundle K → M as in Section 4.5.



1420 C. Laurent-Gengoux et al. / Advances in Mathematics 220 (2009) 1357–1427
Proposition 6.30.

1. Given a Lie groupoid extension X1
φ−→ Y1 ⇒ M , and a right connection 1-form α ∈

Ω1(X1, t∗K) with Ehresmann curvature ω ∈ Ω2(X1, t∗K), a curving exists if, and only if,
[ω] ∈ H

1,2
hor (X• → Y•) vanishes.

2. If X1
φ−→ Y1 ⇒ M is the groupoid extension of a Čech groupoid, then a curving exists, if and

only if, the band is flat.

Proof. The first assertion is straightforward. And the second follows from the first and Corol-
lary 6.28. �
Remark 6.31. The above proposition indicates that the existence of both connections and curv-
ings on a G-gerbe over a manifold would force it to be close to being a G-bound gerbe (or an
abelian gerbe).

The following lemma will be useful. We denote by Adx−1 the isomorphism Γ (s∗K → M)
−→

Γ (t∗K → M) obtained by mapping a section σ ∈ Γ (s∗K → M) to the section x → Adx−1 σ(x)

in Γ (t∗K → M).

Lemma 6.32. For any η ∈ Ωk(M,K), we have(
d∇t

∂� − ∂�d∇)
η = [α,Adx−1 s∗η].

Proof. Since ∇t is the pullback of ∇ via t, one has (d∇t
t∗ − t∗d∇)η = 0. Therefore, it suffices

to prove the following relation(
d∇t

Adx−1 s∗ − Adx−1 s∗d∇)
η = [α,Adx−1 s∗η]. (92)

The latter is equivalent to:

∇t
u Adx−1 s∗σ − Adx−1 s∗∇s∗uσ = [

α(u),Adx−1 s∗σ
]
, ∀u ∈ TxX1, (93)

where σ is any local section of K → M in a neighborhood of s(x).
If u = ξ� is vertical, then

∇t
u Adx−1 s∗σ = d

dτ

∣∣∣∣
τ=0

Ad(x·exp(τξ))−1 s∗σ = [ξ,Adx−1 s∗σ ] = [
α(u),Adx−1 s∗σ

]
.

Hence Eq. (93) holds.
On the other hand, if u ∈ Hx is horizontal, and X ∈ X(X1) is a horizontal vector field

through u, then according to Eq. (47), we have ∇t
u(Adx−1 s∗σ) = α([X, (Adx−1 s∗σ)�])|x . Since

(Adx−1 s∗σ)� = s∗σ� and α = Adx−1 ◦β , we have ∇t
u(Adx−1 s∗σ) = Adx−1 ◦β([X, s∗σ�])|x .

According to Eq. (48), we have ∇t
u(Adx−1 s∗σ) = Adx−1(∇s

u(s
∗σ)) = Adx−1 s∗∇s∗uσ . Eq. (93)

thus holds in this case. This concludes the proof. �
Let Z(K) → M be the subbundle of K → M defined in Remark 5.19. We have the following:
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Theorem 6.33. Assume that X1
φ−→ Y1 ⇒ M is a Lie groupoid extension with connection and

curving. Let Ω ∈ Ω3(M,K) be the corresponding 3-curvature. Then Ω ∈ Ω3(M,Z(K)). More-
over, we have

d∇Ω = 0, ∂�Ω = 0. (94)

Proof. Denote the curving by B ∈ Ω2(M,K). When being restricted to the group bundle
K π−→ M , the relation ∂�B = ω yields that π∗B − Adk−1 π∗B = ωK(k), ∀k ∈ K. Differentiating
this relation with respect to k at the identity, and using Eq. (70), one obtains that

− adB = ωK. (95)

Recall that ωK ∈ Ω2(M,End(K)) is the curvature of the covariant derivative on the Lie algebra
bundle K → M . By the Bianchi identity, the relation d∇ωK = 0 holds. We therefore have

0 = d∇ωK = −d∇ adB = − add∇B = − adΩ .

As a consequence, the 3-curvature takes its values in the subbundle Z(K) → M .
We have d∇Ω = (d∇)2B = −ωK(B) = − adB(B) = −[B,B] = 0 since B is a 2-form.

According to Eq. (95), the Bianchi identity (52) reads d∇t
∂�B + [α, ∂�B] = − adt∗B(α) =

[α, t∗B]. The latter is equivalent to d∇t
∂�B − [α,Adx−1 s∗B] = 0. According to Lemma 6.32,

we have ∂�Ω = ∂�d∇B = 0. This concludes the proof. �
Definition 6.34. A Lie groupoid extension X1

φ−→ Y1 ⇒ M is called flat if there exists a right
connection 1-form α ∈ Ω1(X1, t∗K), a curving B ∈ Ω2(M,K) such that the induced connection
on the group bundle K π−→ M is flat, and the 3-curvature Ω vanishes.

Recall that, from Corollary 5.16, the band is flat if, and only if, [ωK] = 0 in H
1,2
hor (K• → M•).

Hence when a Lie groupoid extension is flat, its band must be flat. In fact, requiring the band to
be flat is slightly weaker than requiring the group bundle K π−→ M to be flat.

The following proposition is obvious.

Proposition 6.35. Given a connection on a Lie groupoid G-extension X1
φ−→ Y1 ⇒ M , where M

is a disjoint union of contractible manifolds, the following are equivalent:

• the group bundle is flat, i.e. ωK = 0;
• there exists a trivialization χ : K  M × G such that Fg = 0 for all g ∈ G.

Let X1
φ−→ Y1 ⇒ M be a G-extension with kernel K π−→ M . Denote by Z(K)

π−→ M its bundle
of centers. Assume that G is a connected Lie group with compact center Z(G), i.e. Z(G) is
isomorphic to a torus. Hence the automorphism group Aut(Z(G)) is discrete. It thus follows

that, for any connection on the extension X1
φ−→ Y1 ⇒ M , the induced connection on the kernel

K φ−→ M defines a flat connection on the subgroup bundle Z(K)
φ−→ M . Therefore, the induced

connection on the Lie algebra bundle Z(K) → M is also flat, which implies that its pullback
connection on t∗Z(K) → (n ∈ N) is flat as well. By
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D : Ωk
(
Yn, t∗Z(K)

) → Ωk+1(Yn, t∗Z(K)
)
,

we denote its exterior covariant differential.
It is simple to see that the adjoint action of X1 ⇒ M on K → M induces an action of Y1 ⇒ M

on Z(K) → M . Thus we have a differential

∂ : Ωk
(
Yn, t∗Z(K)

) → Ωk
(
Yn+1, t∗Z(K)

)
. (96)

Lemma 6.36. The following relations hold:

∂2 = 0, D2 = 0, [∂,D] = 0.

Proof. The first relation is a general fact for any Lie groupoid representation. Let us prove the
second one.

Since the fibers of Z(K) → M are tori, for any m ∈ M , the inverse image of the exponential
map exp : Z(K)m → Z(K)m of the identity element in Z(K)m is a lattice Lm ⊂ Z(K)m of max-
imal rank. This lattice is smooth, i.e. it is generated by smooth sections. The identity section in
Z(K) → M is horizontal and by Lemma 4.6, a section of Z(K) → M is horizontal if, and only
if, its image under the exponential map is horizontal. Hence it follows that any smooth section of
the lattice L → M is horizontal. As a consequence, the pullback t∗l of a section l of the lattice
L is a parallel section of t∗Z(K) → Yn.

This fact allows us to give an explicit local expression of D with the help of sections of
the lattice L → M as follows. Choose l1, . . . , lk local smooth generators of the lattice L → M

on some open set U ⊂ M . Any ω ∈ Ωm(t−1(U), t∗Z(K)) can then be written uniquely as ω =∑k
i=1 ωi ⊗ t∗li (where ω1, . . . ,ωk are m-forms on t−1(U) and t∗li denotes the pullback of li

through t, for all i ∈ {1, . . . , k}). Hence, the covariant differential of ω is given by

Dω =
k∑

i=1

(dωi) ⊗ t∗li , (97)

where d stands for the usual de Rham differential. Hence it follows that D2 = 0.
Next we give an explicit expression of ∂ with the help of sections of the lattice L → M .

Consider any point (y1, . . . , yn) ∈ Yn. Let (l1, . . . , lk) be smooth generators of the lattice L in a
neighborhood U of t(yn) and l′1, . . . , l′k smooth generators in a neighborhood V of s(yn). The
adjoint action of any y ∈ s−1(V ) ∩ t−1(U) ⊂ Y1 must preserve the lattice L. That is, for any
l ∈ Ls(y), we have (Ady)

−1l ∈ Lt(y). As a consequence, there exists a matrix (M
j
a )ka,j=1 with

constant integral coefficients such that, on s−1(V )∩ t−1(U), Ady−1 l′j = ∑k
a=1 M

j
a lj . Taking the

pullback under t, one obtains that

Ad
y−1
n

t∗l′j =
k∑

a=1

M
j
a t∗lj . (98)

The restrictions of ω ∈ Ωm(Yn, t∗Z(K)) to t−1(U) and t−1(V ), can be written in an unique way
as ω = ∑k

ωj ⊗ t∗lj and ω = ∑k
ω′ ⊗ t∗l′ , respectively, where ω1, . . . ,ωk ∈ Ωm(t−1(U))
j=1 j=1 j j
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and ω′
1, . . . ,ω

′
i ∈ Ωm(t−1(V )). By the definition of ∂ , for any (y1, . . . , yn) ∈ Yn with yn ∈

s−1(V ) ∩ t−1(U), we have:

∂ω =
n−1∑
i=0

(−1)i
(
εn
i

)∗
ω + (−1)n Ad−1

yn

(
εn
n

)∗
ω

=
n−1∑
i=0

k∑
j=1

(−1)i
(
εn
i

)∗
ωj ⊗ t∗lj + (−1)n

k∑
j=1

(
εn
n

)∗
ω′

j ⊗ Ad−1
yn

t∗l′i

=
n−1∑
i=0

k∑
j=1

(−1)i
(
εn
i

)∗
ωj ⊗ t∗lj + (−1)n

k∑
j=1

k∑
a=1

M
j
a

(
εn
n

)∗
ω′

j ⊗ t∗lj . (99)

The relation [∂,D] = 0 thus follows immediately from Eqs. (97)–(99) together with the fact that
the de Rham differential commutes with the pullback maps (εn

i )∗ for all i ∈ {0, . . . , n}. �
If Y1 ⇒ M is a Čech groupoid associated to an open covering of a manifold N , the Lie

algebra bundle Z(K) → M over Y1 ⇒ M corresponds to a Lie algebra bundle over N , denoted
by Z(K)N → N .

Lemma 6.37. Assume that Y1 ⇒ M is a Čech groupoid associated to an open covering of a
manifold N . Then the cohomology of the cochain complex (96) is given by

Hn
(
Ωk

(
Y•, t∗Z(K)

)
, ∂

) =
{

Ωk(N,Z(K)N ), n = 0,

0, n > 0.
(100)

Proof. Y1 ⇒ M is Morita equivalent to N ⇒ N , and under this Morita equivalence, the module
Z(K) → M over Y1 ⇒ M becomes the trivial one Z(K)N → N . Thus the conclusion follows
from a general fact regarding groupoid cohomology of Morita equivalent groupoids [20]. �

Now we are ready to state the main result of this section.

Theorem 6.38. Let X1
φ−→ Y1 ⇒ M be a G-extension with kernel K φ−→ M , and α ∈ Ω1(X1, t∗K)

a right connection 1-form with Ehresmann curvature ω ∈ Ω2(X1, t∗K). Assume that ωK = 0, i.e.

the group bundle K φ−→ M is flat. Then

1. ω is valued in the center t∗Z(K), i.e. ω ∈ Ω2(X1, t∗Z(K));
2. d∇t

ω = 0;
3. there exists an η ∈ Ω2(Y1, t

∗Z(K)) such that φ∗η = ω, and satisfies

∂η = 0, Dη = 0;

4. if Y1 ⇒ M is the Čech groupoid associated to an open cover of a manifold N , then there
exists a curving B ∈ Ω2(M,Z(K)), and the 3-curvature Ω descends to a 3-form ΩN in
Ω3(N,Z(K)N ) such that π∗ΩN = Ω , where π : M → N is the projection.
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Proof. 1. According to Eq. (71), if ωK = 0, then δKω = 0. Hence ω must take its values in the
center of the Lie algebra K.

2. This follows from 1. and the Bianchi identity (52).
3. One needs to prove that ω is basic with respect to the right action of K. Note that ω is a

horizontal 2-form according to Proposition 6.2. For any x ∈ X1 and k ∈ Kt(x), let σ be any local
section of K → M through k. For any vi ∈ TxX1, i = 1,2, the elements ui = σ∗ ◦ s∗(vi) and vi ,
i = 1,2 are composable in the tangent groupoid T X1 ⇒ T M , and ui · vi = (Rσ )∗ui , i = 1,2.
Then the relation ∂�ω = 0 implies that

ω|k·x
(
(Rσ )∗v1, (Rσ )∗v2

) = ω|k·x(u1 · v1, u2 · v2) = ω|k(u1, u2) + Ad−1
k ·ω|x(v1, v2)

= ω|x(v1, v2),

where, in the second equality, we used the assumption that ωK = 0. Thus it follows that ω is
basic. Hence there exists an η ∈ Ω2(Y1, t∗Z(K)) such that ω = φ∗η.

Since the groupoid morphism φ : X• → Y• commutes with their actions on Z(K)
φ−→ M , it

follows that φ∗∂ = ∂�φ∗. Thus we have ∂η = 0 by Eq. (53). On the other hand, we have 0 =
d∇t

ω = d∇t
φ∗η = φ∗Dη. It thus follows that Dη = 0.

4. This follows from 3. together with Lemma 6.37. �
Remark 6.39. It would be interesting to compare our definition of curving and 3-curvature with
the one defined by Breen and Messing [14]. It is clear that our definition reduces to the standard
one in [29,42] for bundle gerbes.

6.8. Connections on G-central extensions

We now study connections and curvings on Lie groupoid G-central extensions. By Theo-

rem 3.12, to any central G-extension X1
φ−→ Y1 ⇒ M corresponds a Z(G)-central extension

X̃1 → Y1 ⇒ M so that

X1  X̃1 × G

Z(G)
, (101)

where Z(G) acts on X̃1 × G diagonally: (x̃, g) · h = (x̃ht(x), h
−1g), ∀h ∈ Z(G). Recall that X1

is a G-G principal bibundle, where the actions are given, respectively, by

g · [x,g′] = [x,gg′], [x,g′]g = [x,g′g].

Denote by π : X̃1 ×G → X1 the quotient map, by pr1 : X̃1 ×G → X̃1 and pr2 : X̃1 ×G → G

the projections. Also, denote by τ : X̃1 → X1, the embedding defined by x → π(x,1).
The following result describes the precise relation between connections on these extensions.

Note that in this case Ωm(Xn, t∗K) (resp. Ωm(Xn, t∗Z(K))) can be naturally identified with the
space of g (resp. Z(g))-valued m-forms on Xn. Denote by θ the left Maurer–Cartan form on G.

Theorem 6.40. For a groupoid central G-extension X1
φ−→ Y1 ⇒ M , there is a one–one corre-

spondence between right connection 1-forms α ∈ Ω1(X1,g) which are also right principal G-
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bundle connections, and connections α̃ ∈ Ω1(X̃1,Z(g)) of the groupoid central Z(G)-extension

X̃1
φ−→ Y1 ⇒ M .

Proof. Assume that α ∈ Ω1(X1,g) is a connection 1-form for the right principal G-bundle
X1 → Y1. It is simple to see that τ ∗α must be Z(g)-valued and α̃ = τ ∗α ∈ Ω1(X̃1,Z(g)) is
a connection 1-form for the Z(G)-principal bundle X̃1 → Y1. Conversely, given a connection 1-
form α̃ ∈ Ω1(X̃1,Z(g)) for the Z(G)-principal bundle X̃1 → Y1, pr∗1 α̃ + pr∗2 θ ∈ Ω1(X̃1 ×G,g)

is basic with respect to the diagonal Z(G)-action. Hence it defines a 1-form α ∈ Ω1(X1,g) such
that π∗α = pr∗1 α̃ + pr∗2 θ . It is simple to check directly that α is a connection 1-form for the right
principal G-bundle X1 → Y1.

Now we have

π∗∂�α = ∂�(
pr∗1 α̃ + pr∗2 θ

) = pr∗1 ∂�α̃ + pr∗2 ∂�θ = pr∗1 ∂�α̃,

since θ is a left Maurer–Cartan form. Hence it follows that ∂�α = 0 if, and only if, ∂�α̃ = 0.
Therefore the conclusion follows. �

We end this section with the following important

Corollary 6.41.

1. There is a one–one correspondence between connections α on the central G-extension X1 →
Y1 ⇒ M such that for all g ∈ G, M × {g} is horizontal, and connections α̃ on the central
Z(G)-extension X̃1 → Y1 ⇒ M .

2. The form B ∈ Ω2(M,Z(g)) is a curving for α if, and only if, it is a curving for α̃. In this
case, their 3-curvatures coincide.

3. There is a one–one correspondence between flat central G-extensions X1 → Y1 ⇒ M such
that for all g ∈ G, M × {g} is horizontal, and flat central Z(G)-extensions X̃1 → Y1 ⇒ M .
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