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Abstract 

E-Commerce recommender systems are vulnerable to different types of profile-injection attacks where a number of fake user 
profiles are inserted into the system to influence the recommendations made to the users. In this paper, we have proposed three 
strategies of detecting such attacks with the help of outlier analysis. In all these strategies, the attack-profiles are considered as 
outliers in the user rating dataset. Firstly, we have used Partition around Medoid (PAM) clustering algorithm in detecting the 
attack-profiles. An incremental version of the PAM algorithm has been applied and tested for evaluating the performance of the 
system in identifying the attack profiles when they come into the system. Experiments show that though PAM is able to detect 
attack profiles with larger number of filler items very well, a percentage of attack profiles with smaller number of filler items is 
not included in outlier clusters-they are included in large clusters. Secondly, we have applied a PAM-based outlier detection 
algorithm to find these attack profiles in large clusters. Finally, an angle based outlier detection strategy is used for finding attack 
profiles in the database under attack. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the University of Kalyani, Department of Computer Science & Engineering. 
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1. Introduction 

Many web sites attempt to help users by incorporating a recommender system that provides users with a list of 
items and/or web pages that are likely to interest them. Content-based filtering and collaborative filtering are usually 
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applied to predict these recommendations. Among these two, Collaborative filtering is the most common approach 
for designing e-commerce recommender systems. It works by building a database of items with users’ opinions on 
them. Then a specific user is matched against this database in order to find her neighbors, those with whom he or 
she shares similar tastes. As the system is open to user input, chance of attack on it is always there. The researchers 
have discussed different types of attacks. The ultimate target of all type of profile injection attacks is either to push a 
product (or a group of products) or to nuke a product (or a group of products). In case of Random Attack [1] a pre-
specified rating is assigned to the target item and random ratings are assigned to the filler items whereas in average 
attacks [1], rating of each filler item corresponds to the mean rating for that item. Some additional attack types have 
been specified by Burke et. al.[2] namely Bandwagon Attack, Segment attack, Reverse Bandwagon Attack  and 
Love/Hate Attack. The last one is a very simple attack and requires no system knowledge where the attack profile 
consists of minimum/ maximum rating value for target items and maximum/ minimum rating value for filler items 
for nuke/push attack. 

 
On the other hand, in literature, the researchers have proposed several outlier detection techniques. They can be 

broadly categorized into different groups namely distance based approach, density based approach, clustering based 
approach and depth based approach. In clustering based approach, the clusters having small number of members are 
considered as the clusters consisting of outliers assuming that outliers are a small percentage of the total data. The 
main advantage of this approach over the other approaches is that the outlier detection is totally unsupervised.  

 
In clustering-based anomaly detection techniques it is assumed that the percentage of data, which is inserted 

during attack event, is very small compared to the total data. At the same time, the nature of the attack data also 
differs from the data without attack. Based on these two assumptions, the data members of clusters with small sizes 
are considered as outliers, which in turn, correspond to the attack data. As rightly mentioned in [3], the attack 
profiles are highly correlated and at the same time the number of attack profiles is very small compared to total 
number of genuine user profiles.  

Keeping these two points in view, we have considered the problem of profile-injection attack detection as a 
problem of outlier detection in the user rating dataset and applied PAM clustering algorithm in detecting the outliers 
or injected attack profiles. 

In our paper, after evaluating the performance of PAM clustering algorithm in detecting attack-profiles with 
different size of filler items, an incremental version of the PAM algorithm has been applied to test whether a new 
user profile which is going to be inserted into the system is an attack profile or not. Then we have applied a PAM-
based outlier detection algorithm to find attack profiles in large clusters that are not identified by the PAM 
algorithm. Finally, an angle-based outlier detection strategy [16] is used for finding attack profiles in the attacked 
database. 

 

2. Related Work 

Detection of profile-injection attacks on recommender systems have been studied by many researchers. 
Supervised classification techniques have been used in [2] in order to distinguish attack profiles from genuine user 
profiles.  

 
In their paper [4], authors used hierarchical clustering technique in detecting outliers. They have compared the 

performance of several hierarchical clustering algorithms in this regard. The authors of paper [5] have proposed a 
two-stage approach of outlier detection by using the concept of minimum spanning tree along with clustering. A 
Fuzzy-based clustering algorithm has been proposed by authors of paper [6] in detecting outliers in data. In both of 
the papers [7] and [8], PAM has been used as clustering algorithm. The authors of the first paper [7] have used a 
separation technique after applying PAM algorithm. In the second paper [8], the members of the small clusters 
generated by the clustering algorithm are identified as outliers. 
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The unsupervised methods have been used by many researchers in the field of network intrusion detection [9], 

[10]. In the area of recommender system also, a few works [11], [12] have also been reported in the literature where 
unsupervised methods have been used as a tool of attack detection. In their paper [11], authors proposed a Principal 
Component Analysis (PCA) based clustering algorithm for detecting attack profiles based on the assumption that 
attack profiles are very highly correlated with each other. 

3. Our Approach 

In our approach of attack detection, the user profiles, which have been injected into the system during attack 
event, are considered as outliers, which are, in turn, detected by clustering algorithms and then by a angle-based 
outlier detection strategy [16]. In this paper, for the purpose of outlier detection, we have applied PAM (Partition 
Around median) algorithm [14], one of the first k-medoid algorithms introduced in the literature. 

3.1. PAM 

In PAM algorithm, the most centrally located object (called medoid) in each cluster is considered as cluster 
center. As medoids are less influenced by outliers than means, PAM is more robust than k-means[13] in presence of 
outliers in the dataset. In PAM algorithm, an initial set of medoids is selected first. Each one of the selected medoids 
are then replaced iteratively by one of the non-selected medoids until sum of the distances of the data objects to their 
closest medoids is improved. 

The algorithm is as follows- 
 
1. Arbitrarily select k objects as medoid points out of n data points (n>k). 
2. Repeat 
3. Associate each remaining data object in the given data set to most similar medoid. 
4. Randomly select a non-medoid object, Orandom. 
5. Compute the total cost, S of swapping medoid object Oj with Orandom. 
6. If S < 0 then swap Oj with Orandom to form the new set of k-medoid objects 
7. until no change. 
 
We have taken Euclidean distance measure to define similarity between two data objects. After applying the 

PAM algorithm on the user rating profiles, we identify those user profiles as attack profiles that belong to the small 
clusters. Following the definition of small cluster given in [4] we identify outliers as the data objects that belong to a 
cluster having size lesser than half the average number of points in the k clusters. 

3.2. Cluster Updation 

Whenever a new rating data comes into the system we need to reconstruct the existing clusters which is very 
costly. We apply a simple cluster-updating algorithm proposed by [15] based on the previous algorithm to 
dynamically update the clusters. After partitioning the existing n data points using PAM algorithm, assume, the total 
distance which is the summation of all distances from each data point to its closest medoid is T. This information is 
also stored in the database and used by our cluster updating algorithm which is as follows- 

 
1. For the new rating data object D′, find the closest medoid, say M′ with distance   
    Dist′. 
2. Compute total distance T′ if M′ is replaced with D′. 
3. if T′ < T + Dist′ then swap M′ with D′ to form the new set of medoids. 
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3.3. Identifying Attack-profiles in Larger Clusters 

From our experiment we observe that most of the attackers are detected in outlier clusters when the percentage of 
filler items of the attack profiles is high.  When the filler percentage is low, a large fraction of attackers are not 
detected and belongs to the large clusters. To identify those attackers who belongs to large clusters we have used a 
PAM-based outlier detection algorithm developed by the authors of paper [8].  
The algorithm proposed in paper [8] first computes absolute difference between each data point of a large cluster 
and the medoid of that cluster. If the difference crosses a threshold limit for a data point then that data point is 
detected as outlier. The threshold value is computed as 1.5 times of the average of differences between each data 
point of a large cluster and the medoid of that cluster (ADMP as they name). The algorithm can be described as- 

1. Apply PAM to detect outlier clusters. 
2. For each cluster not defined as outlier cluster- 

a. For each data point in that cluster- 
i. Calculate ADMP, the absolute difference between the data point and the medoid of that 

cluster. 
ii. If it crosses Threshold T, declare that data point as outlier. 

3.4. Identifying Attack-profiles using angle-based outlier detection strategies 

The algorithm angle-based outlier detection (ABOD) [16] strategy considers the direction of distance vectors 
along with the distance between points in a vector space. It calculates angle-based outlier factor, ABOF for each 
point in the dataset and based on the value of ABOF, the outlier ness of a point is determined. The idea is as follows.  

For any point in a data cluster, if the angle between the difference vectors of any other two points ( of that 
cluster) is measured, it can be seen that the angle varies widely. The variance of these angles becomes smaller for 
data points which lies in the border of the cluster and it will be even more smaller for the true outliers lying far apart 
from the data cluster. The angle-based outlier factor, ABOF of data point A is calculated as  

 
 
 
 
  

where D is the database and AB is the difference vectors between B and A  and AC is the difference vectors 
between C and A  respectively. The scalar product of the difference vectors AB and AC is normalized by the 
quadratic product of the length of the difference vectors, AB and AC , i.e. the angle is weighted less if the 
corresponding points are far from the query point. By this weighting factor, the distance influences the value after 
all, but only to a minor part. 

4. Result 

4.1. Dataset 

 
In our experiment we have used MovieLens dataset (movielens.umn.edu). The data set used contained 100,000 

ratings from 943 users and 1682 movies (items), with each user rated at least 20 items. The item sparsity is easily 
computed as 0.9369. The ratings in the MovieLens dataset are integers ranging from 1 to 5. 
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4.2. Experiments 

In our experiment, the attack size (in terms of false user profiles)  has been set to one percent of the total number of 
users in the dataset. The attacker profiles have been built following Random attack model, where the target item is 
given the maximum rating value and the filler items are given random rating values. In comparing performance of 
PAM algorithm in attack-profile detection, we have used different percentages of filler item in the attack profiles. 
As per definition of small cluster given in [4] clusters having less than ninety five members are considered as 
clusters having outlier or attack profiles for MovieLens dataset that we have used. In our experiment, True Positive 
is considered as number of attackers present in small clusters, False Positive is considered as number of non-
attackers present in small clusters and False Negative is considered as number of attackers not present in small 
clusters.  
 
Table 1 shows that when percentage of filler items is 70%, the performance of PAM algorithm in detecting the 
attack profiles is 100% i.e. all the attack-profiles belong to the outlier clusters. When percentage of filler items is 
60%, 68% (average of five runs) attack-profiles belongs to outlier clusters whereas other 40% attack-profiles 
belongs to the other large clusters. In case of attack-profiles with 40% percent of filler items, the average number of 
attack-profiles detected correctly reduces to 16%.  
 
At the time of evaluation of the performance of the incremental version of the PAM algorithm [15], we first 
incorporate 0.5 percent attack profiles (i.e. five fake user profiles in our case) into the system and perform PAM 
algorithm. Then five other attack profiles (rest 0.5 percent of 1 percent attack profiles) are inserted into the system 
one at a time. We, then, check whether the algorithm is able to identify them as attack profile or not. When the size 
of the filler items in the attack profiles is 70%, the algorithm gives 100% accuracy. For filler items size 60%, the 
accuracy is 80% (the average of three runs) whereas for filler items size 60%, the accuracy is 33%. 
The performance of the algorithm [8] for detecting attack-profiles in larger clusters has been shown in the last 
column of the Table 1. In all runs of the experiment for filler item percentage 40 and 60, all the attack-profiles in the 
large clusters are detected successfully and the number of genuine user-profiles detected as attack-profiles reduces 
significantly. 
 

Table 1: Performance of PAM and PAM-based algorithm in detecting attack-profiles for different percentage of filler items in 
attack-profiles. 

 
Percentage of 
Filler items in 
attack-profile 

Run % of attacker 
detected in outlier 
cluster by PAM 

Size of clusters 
where other 
attackers belong 

Number of False 
attacker detected 
in large clusters 
by PAM-based 
algorithm 

70% 1 100 - - 

70% 2 100 - - 

70% 3 100 - - 

70% 4 100 - - 

70% 5 100 - - 

60% 1 100 - - 

60% 2 40 899 44 

60% 3 30 809 26 

60% 4 90 864 53 

60% 5 80 861 51 
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40% 1 10 841 76 

40% 2 0 915 96 

40% 3 10 888 74 

40% 4 50 877 62 

40% 5 10 880 66 

 
 At the time of evaluation of the performance of the angle-based outlier detection strategy [16], we have taken a part 
of the MovieLens dataset (around 25%) and attack size  was set to 4%. This is just due to reducing the running time 
of the algorithm. The results have been shown in Table 2. The ABOF value calculated for the attacker profiles are 
much lower than the ABOF value calculated for the non-attacker profiles. This indicates that the attacker profiles 
lies far apart from the other profiles in the high-dimensional space. 
 

Table 2: Average ABOD value for the attackers and non-attackers for different filler percentages. 

 
Filler Percentage Average ABOF value of the 

Attackers 
Average ABOF value of the 
Non-Attackers 

40% 2.06E-06 3.96E-04 

60% 1.12E-06 3.98E-04 

70% 1.00E-06 3.97E-04 

 

5. Conclusion 

In our work, we have used Partition around Medoid (PAM) clustering algorithm in detecting the attack-profiles. 
An incremental version of the PAM algorithm has been applied and tested for evaluating the performance of the 
system in identifying the attack profiles when they come into the system. Experiments show that though PAM is 
able to detect attack profiles with larger number of filler items very well, a percentage of attack profiles with smaller 
number of filler items is not included in outlier clusters-they are included in large clusters. We have applied a PAM-
based outlier detection algorithm to find these attack profiles in large clusters. Finally, an angle-based outlier 
detection strategy has been used for the same purpose.  
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