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#### Abstract

For a family of subsets $\mathscr{S}$ of a finite set $V$, a coloring $\chi: V \rightarrow\{-1,1\}$, and $S_{j} \in \mathscr{S}$, let $\chi\left(S_{j}\right)=\sum_{v \in S_{j}} \chi(v)$. We consider the problem to minimize $\sum_{j} \chi\left(S_{j}\right)^{2}$ and we call the problem $L_{2}$-discrepancy problem. We show that the problem is NP-complete, and we also provide an upper bound for the $L_{2}$-discrepancy. © 2007 Elsevier B.V. All rights reserved.
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## 1. Introduction

The discrepancy problem is a well-known problem [4]. For a family of subsets $\mathscr{S}$ of a finite set $V$, a coloring $\chi: V \rightarrow\{-1,1\}$, and $S_{j} \in \mathscr{S}$, let $\chi\left(S_{j}\right)=\sum_{v \in S_{j}} \chi(v)$. Define the discrepancy of $\mathscr{S}$ with respect to $\chi$ by

$$
\operatorname{disc}(\mathscr{S}, \chi)=\max _{S_{j} \in \mathscr{S}}\left|\chi\left(S_{j}\right)\right|
$$

and the discrepancy of $\mathscr{S}$ by

$$
\operatorname{disc}(\mathscr{S})=\min _{\chi} \operatorname{disc}(\mathscr{S}, \chi)
$$

The NP-completeness of the discrepancy problem was proved in [5]. A known upper bound of the problem is $5.32 \times \sqrt{|V|}$ when $|V|=|\mathscr{S}|$ [6]. In [3], it was proven that the discrepancy is at most $2 d-1$ where $d$ is the maximum number of subsets containing a common element of $V$. There is a conjecture that there always exists a coloring in which the discrepancy is $\mathrm{O}(\sqrt{d})$ [2].

In [1], the following $L_{2}$-discrepancy was defined. With the basic settings described above, the $L_{2}$-discrepancy of $\mathscr{S}$ with respect to $\chi$ is defined by

$$
\operatorname{disc}_{2}(\mathscr{S}, \chi)=\sqrt{\frac{1}{|\mathscr{S}|} \sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}}
$$
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Fig. 1. Coloring example. When vertices $1,2,3$ are colored -1 (dark gray) and vertices 4,5 are colored +1 (light gray), $V_{1}^{\prime}=\{1,2,3\}$ and $V_{2}^{\prime}=\{4,5\}$.
and the $L_{2}$-discrepancy of $\mathscr{S}$ by

$$
\operatorname{disc}_{2}(\mathscr{S})=\min _{\chi} \operatorname{disc}_{2}(\mathscr{S}, \chi) .
$$

In Section 2, we state the relationship between the $L_{2}$-discrepancy problem and the MAX-CUT problem. Based on the relationship in Section 2, we prove the NP-completeness of the $L_{2}$-discrepancy problem in Section 3 and provide an upper bound in Section 4.

## 2. Relation with MAX-CUT problem

Given an instance of $L_{2}$-discrepancy problem, we construct a multigraph $G=\left(V^{\prime}, E^{\prime}\right)$, as an instance of MAX-CUT problem, which is the edge (but not vertex)-disjoint union of the cliques $C_{j}=\left(S_{j},\binom{S_{j}}{2}\right.$ ) (Fig. 1).

To find the relation between $L_{2}$-discrepancy and the maxcut size of $G$, we observe the relation between the cut size of clique $C_{j}$ and $\left|\chi\left(S_{j}\right)\right|$ of $S_{j}$. Assume $\left|C_{j}\right|=k$ and $\left|\chi\left(S_{j}\right)\right|=l$. That is, the elements of $S_{j}$ are partitioned into $S_{j}^{1}$ and $S_{j}^{2}$ which are colored by -1 and +1 , respectively, and $\left|S_{j}^{1}\right|=\frac{k+l}{2}$ and $\left|S_{j}^{2}\right|=\frac{k-l}{2}$ (or $\left|S_{j}^{1}\right|=\frac{k-l}{2}$ and $\left|S_{j}^{2}\right|=\frac{k+l}{2}$ ). Then, the cut size $\operatorname{cut}\left(C_{j}\right)=\frac{k^{2}-l^{2}}{4}$. Therefore,

$$
\operatorname{cut}\left(C_{j}\right)=\frac{1}{4}\left(\left|C_{j}\right|^{2}-\left|\chi\left(S_{j}\right)\right|^{2}\right) .
$$

So,

$$
\begin{equation*}
\sum_{j} \operatorname{cut}\left(C_{j}\right)=\frac{1}{4}\left(\sum_{j}\left|C_{j}\right|^{2}-\sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}\right) . \tag{1}
\end{equation*}
$$

Note that $\sum_{j} \operatorname{cut}\left(C_{j}\right)$ is the cut size of $G$ and $\sum_{j}\left|C_{j}\right|^{2}$ is constant. Maximizing the cut size of graph $G$ thus becomes minimizing $\sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}$.

## 3. NP-completeness

The decision problem of $L_{2}$-discrepancy is to determine if there exists a coloring $\chi$ such that $\sum_{j}\left|\chi\left(S_{j}\right)\right|^{2} \leqslant D$. The decision problem of MAX-CUT is to determine if there exists a partition of cut size $\geqslant K$.

Theorem 1. $L_{2}$-discrepancy is NP-complete.
Proof. When the coloring $\chi$ is given, it is easy to check $\sum_{j}\left|\chi\left(S_{j}\right)\right|^{2} \leqslant D$ in polynomial time. Thus, $L_{2}$-discrepancy is in NP.

Next, we reduce MAX-CUT to $L_{2}$-discrepancy. Given an instance $G=(V, E)$ of MAX-CUT, $\mathscr{S}:=E$. Note that we can construct the $G=(V, E)$ using $\mathscr{S}$, reversely. Finally, $D$ is set to $\sum_{j}\left|C_{j}\right|^{2}-4 K$. As shown in (1), max cut size is greater than or equal to $K$ if and only if $\sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}$ is less than or equal to $D$.

## 4. Upper Bound

Theorem 2. There is a coloring $\chi$ such that $\sqrt{\frac{1}{|\mathcal{S}|} \sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}} \leqslant \sqrt{|V|}$.
Proof. From (1),

$$
\sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}=\sum_{j}\left|C_{j}\right|-4\left(\sum_{j} \operatorname{cut}\left(C_{j}\right)-\frac{1}{2} \frac{\sum_{j}\left|C_{j}\right|\left(\left|C_{j}\right|-1\right)}{2}\right) .
$$

Note that $\frac{\sum_{j}\left|C_{j}\right|\left(\left|C_{j}\right|-1\right)}{2}$ is the total weight $W$ of the graph $G=\left(V^{\prime}, E^{\prime}\right)$. Consider the well-known greedy algorithm for the MAX-CUT problem described as follows: Provided two empty bins $B, \bar{B}$ and an arbitrary ordering of the vertices, we initially put the first vertex in $B$ and then put each subsequent vertex in one of the two bins so that the resulting cut size is maximized. This algorithm guarantees the cut size greater than or equal to $\frac{W}{2} \cdot \chi$ can be obtained from the cut constructed, so that

$$
\sum_{j}\left|\chi\left(S_{j}\right)\right|^{2} \leqslant \sum_{j}\left|C_{j}\right| .
$$

Trivially,

$$
\begin{equation*}
\sum_{j}\left|C_{j}\right| \leqslant|\mathscr{S}||V| . \tag{2}
\end{equation*}
$$

Therefore,

$$
\sqrt{\frac{1}{|\mathscr{S}|} \sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}} \leqslant \sqrt{|V|}
$$

With a proper assumption, we draw the following corollary.
Corollary 1. Assume that $|V| \leqslant|\mathscr{S}|$. Then, there is a coloring $\chi$ such that $\sqrt{\frac{1}{|\mathscr{S}|} \sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}} \leqslant \sqrt{d}$ where $d$ is the maximum number of subsets containing a common element of $V$.

Proof. By the assumption, the right-hand side of (2) can be changed as follows:

$$
\sum_{j}\left|C_{j}\right| \leqslant d|V| \leqslant d|\mathscr{S}| .
$$

So,

$$
\sqrt{\frac{1}{|\mathscr{S}|} \sum_{j}\left|\chi\left(S_{j}\right)\right|^{2}} \leqslant \sqrt{d}
$$
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