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Abstract

Pervasive sensor systems offer unbounded possibilities for monitoring and tracking objects, machines, and spaces. To maximize
the benefit from a sensor system, sensor data requires efficient preprocessing and analysis. Big data techniques make distributed
processing of huge amounts of data fast and cost-effective, making them a practical necessity for sensor data. However, the real-
time requirements and the sheer velocity and volume of data from large sensor systems require a dedicated approach to designing
the data processing pipeline. This paper discusses viewpoints and requirements for designing a sensor data pipeline, with specific
focus on data input, live preprocessing, and storage.
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1. Introduction

Increased processing power, low-power connectivity options and the use of IPv6 enable the development of small
embedded sensors that will bring everyday objects to the Internet. Location sensing and tracking options are also
available at low cost and power consumption. This makes it possible to sense and track a vast number of objects,
machines, and spaces in real time, and process their data in a cloud environment. This development is often referred
to as the Internet of Things (IoT), and although there is a lot of hype around the phenomenon1, its importance will be
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tremendous in the near future. There are already more “things” connected to the Internet than the number of people
in the world, and by 2020, the number of connected devices is expected to be around 50 billion2.

Sensor systems are only beginning to make use of the possibilities offered by cloud storage and distributed big
data analysis3. Real-time requirements and the velocity and volume of data from millions of sensors pose analysis
challenges that are fundamentally different from the ones faced with transactional or interactional data such as
shopping transactions or Twitter feeds.

To manage this enormous amount of machine-generated data from pervasive sensor communication systems and
the IoT, a distributed data processing pipeline is needed for collecting, preprocessing and storing the data for further
analysis. In this paper, the requirements and initial architectural designs of the main components for such a sensor
data processing pipeline will be presented. First, we take a look at the characteristics of machine-generated sensor
data from a data processing perspective. Then we present an overview of specific requirements the characteristics
pose to a sensor data processing system. Finally, in Section 4, we present an initial architecture for a sensor data
processing pipeline.

2. Big data from sensors and machines

The size of the Digital Universe is rapidly growing. A study by IDC states that the amount of data in 2013 was
4,4 Zettabytes (1021)  and  it  is  expected  to  grow  to  44  ZB  by  2020  –  and  more  than  40  percent  of  all  that  data  is
expected to be machine generated4. Big data is often described via three V’s - the data comes in at high Velocity, the
Volume of data is huge, and it has a high level of Variety5. Storing and processing such data has become feasible in
the recent years largely by the release of Apache Hadoop6, the use of which has been reported in many successful
cases, such as detecting fraud in banking and insurance, predicting customer churn, and modelling consumer
shopping behaviour for better targeting of advertising7,8. The use of big data analysis methods on social media data
is also a popular topic9,10.

Typically, sensor data is structured and modest in size, but the large number of sensors creates high volumes of
data. Also, the real-time nature of sensor data dictates that the velocity of data is very significant, and often causes a
need to react to the data quickly. Time criticality also means that queries and analysis of the data focus on a time
range. All in all, the significance of sensor data is largely in discovering and reacting to trends, which can be
obtained via statistical aggregation. However, the large volume and velocity in practice necessitate the use of big
data processing methods.

Big data processing methods are divided into two categories. Batch processing can be used for very complex and
computationally intensive analytics methods such machine learning and clustering, but it requires the data to be
available at the beginning of analysis. Stream processing,  on  the  other  hand,  processes  data  items as  soon as  they
become available. It facilitates real-time action on the data, as well as filtering and aggregating it for efficient
storage. Both methods are essential for sensor data, but stream processing is more critical in terms of a processing
pipeline as the time criticality requires more efficient mechanisms for handling data input, such as a load balancing
mechanism for distributing the data streams to the processing nodes.

Cloud platforms for IoT. The past couple of years have seen the birth of several commercial platforms for IoT
services, covering service levels from Software-as-a-Service to Infrastructure-as-a-Service. Many established
vendors such as Microsoft, HP, IBM and Oracle also target the IoT landscape. The commercial platforms provide
cloud-oriented solutions and middleware for a wide range of IoT aspects such as device management, directory
services, communication and data storage11. However, commercial platforms carry a price tag and may promote
vendor lock-in. In the quickly changing IoT landscape, they may also suffer from delays in supporting new
protocols, tools and data formats.

One alternative are open source IoT platforms. Many of them aim for a similar approach to the commercial ones,
i.e., to cover the entire range of IoT aspects. Like their commercial counterparts, they often propose their own
communication or middleware solutions, which requires tailoring the sensor software, and thus limits their adoption.
Examples of open source IoT platforms are DeviceHive12, Kaa13, Nimbits14, and OpenIoT15.

One significant shortcoming in both commercial and existing open-source platforms is, however, that they are
typically focused more at bringing sensors and other IoT devices to the cloud than offering the maximum potential
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for utilizing their data. Thus, there is a clear need to focus on the efficient data processing for very large pervasive
sensor systems.

3. Data processing requirements in pervasive sensor systems

In pervasive sensor systems, the number of sensors may be huge, and the data rates high. For example, a Boeing
787 may generate half a terabyte of sensor data per flight16.  Processing and storing a large volume of data from a
large number of heterogeneous sources in real time poses significant challenges. Solving these challenges efficiently
mandates a system that supports multiple data sources, protocols and data formats. The system also needs high
horizontal scalability in data input, preprocessing, streaming analysis, and storage. The following sections focus on
the specific requirements for sensor data input, preprocessing, and storage, which we find the most crucial
components in enabling high-velocity, high-volume sensor data handling.

Data input. Obtaining sensor data is typically done via either a publish/subscribe messaging, direct polling from
the sensor, or via a centralized blackboard for posting and reading values. Each approach has its benefits, but the
point is that a data processing pipeline should facilitate all three methods. This dictates that the pipeline needs a
configurable protocol front-end for a wide range of data collection mechanisms and communication protocols.

As  a  whole,  the  protocol  landscape  for  sensor  systems  is  fragmented.  On  the  physical  layer  there  are  various
wired and wireless options that make use of a host of competing link layer protocols that in turn can carry a variety
of transport protocols. From a data storage and processing point of view, however, the relevant protocols are where
the data messages are handled, which is the the session or communication layer. The most important communication
layer architecture style is the representational state transfer (REST) model, which is popular also in machine-to-
machine communications, such as in OneM2M17. However, communication in sensor systems is often limited by the
constrained processing capabilities and limited energy storage in sensor devices. Thus, several IoT specific
communications protocols have been developed that consider both processing capability and energy consumption. In
our experience, the most important ones are the REST-based CoAP (Constrained Application Protocol)18, the
publish/subscribe-style MQTT (Message Queue Telemetry Transport)19, the message-oriented, XML-based  XMPP
(extensible messaging and presence protocol)20, and the open standard AMQP (Advanced Message Queuing
Protocol)21 which supports both point-to-point and publish/subscribe communication. It is, however, likely that new
protocols emerge with the advent of new IoT sensor and communication technologies, mandating that a sensor data
processing system needs to have very flexible protocol and data format support.

Stream processing. Pervasive sensor systems have real-time requirements that require the data processing
pipeline to be able to react to ingress data as it arrives. This may include identifying values that are outside a given
control range, calculating statistics of the data, and running analysis such as clustering, regression, classification,
and machine learning. The analysis and related decision-making are likely to also require real-time access to
auxiliary data such as other sensors, historical data, learning models, control ranges, or classification parameters.
The objective of the process, often called complex event processing, is to gain actionable information that cannot be
extracted from any of the sources alone22. Stream processing is also very important in order to aggregate and
preprocess the large volume of data for storage. Preprocessing may require handling gaps or inconsistencies in the
incoming data, and discarding erroneous data.

Data storage. Another big question is the storage of all the data generated by potentially millions of sensors.
Given that sensor data is usually structured, using a database is a natural option, with in-built data management,
indexing, caching and querying. However, the database needs to be highly performant, given the large datasets and
high incoming data rates - and enable the use of different data formats. The technology of choice is thus often
NoSQL, which addresses both the difficulties faced by traditional relational databases with large datasets, and new
requirements set by cloud environments, such as scalability, elasticity, fault tolerance, and availability23.

From sensor data point of view, columnar databases are an important subset of NoSQL that enable efficient
fetching  of  a  limited  set  of  attributes  from  a  dataset,  because  they  store  the  data  as  a  columns  instead  of  rows24.
Another interesting storage technology are time series databases, which address specific issues related to time series
that are difficult in relational databases, such as queries for historical data and time zone conversions. Time series
databases also offer data transformations for time series, as well as automatic calculation of basic statistics.
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4. Initial structure of the processing architecture for sensor data

Our objective is to focus on the maximal effectiveness of processing sensor data, while avoiding an attempt to
build a one-size-fits-all solution. Rather, we aim to enable the use of various optimal combinations of tools for
different needs. This requirement for flexibility, combined with the aforementioned issues with commercial
frameworks, naturally lends to using open source tools. The next paragraphs discuss various tools that we have
chosen as a starting point for a flexible sensor data pipeline, focusing on data input, preprocessing, and storage.
Naturally, we anticipate the following toolset to change over time as both the big data and IoT worlds are evolving
rapidly. In any case, scalability and load balancing are key requirements in selecting each component in order to
handle potentially millions of sensors.

Data input. Drawing from the findings above, three criteria for data input are above others: flexible protocol
support, ability to provide data preprocessing, and good database integration. Based on these criteria, we have
chosen three candidates for messaging and data input. The first one, Apache Flume25, focuses on a flexible
architecture, enabling the use of a variety of data sources and sinks. Flume uses an agent model where events from a
source are queued until consumed. The second tool is Fluentd26, which has a similar philosophy to Flume in that it
supports a wide variety of input and output sources and formats by user-definable plugins. Fluentd also offers
incoming message filtering, buffering, and routing. The final candidate are messaging frameworks such as ZeroMQ,
RabbitMQ, NSQ, and Netty, which are optimized for high performance message handling. It should be noted,
however, that no single tool is likely to cover all data input needs, and tools likely have to be picked and mixed on a
case by case basis.

Preprocessing. Data aggregation is a very common preprocessing procedure for sensor data, due to the large
volume and monotony of the data27. More sophisticated stream processing needs, on the other hand, vary greatly by
application. We identify four tools as candidates for performing stream processing in a sensor data pipeline. Apache
Samza28 claims  a  simple  API,  fault  tolerance,  scalability,  and  support  for  various  messaging  and  execution
frameworks. Apache Storm29, on the other hand, advertises integration with any message queuing system and any
database. It has wide programming language support, with many reported uses, including real time analytics and
machine learning. The third tool is Apache Flink30, a big data analysis framework with a streaming API that is
claimed to provide high throughput and low latency, with builtin support for RabbitMQ, Flume, and ZeroMQ, as
well as user defined sources. Finally, Spark Streaming31 is  a  part  of  the  popular  Spark  big  data  framework,  with
extensive messaging support and well reported use cases. However, unlike the other frameworks, it processes data in
micro batches rather than as individual items.

Data storage. Performance and scalability requirements shift the choice of data storage towards column-oriented
NoSQL databases. We identify the following three databases as especially useful for sensor data. The first one is
Apache HBase32, which is one of the most popular columnar databases around. It offers real time access to very
large tables up to billions of rows and millions of columns, with time-series support available via KairosDB33. Our
second choice is Apache Cassandra34, which is also widely used. Cassandra focuses on high performance, linear
scalability and high availability. Like Hbase, Cassandra can be augmented with time-series operation. The final
candidate, InfluxDB35, is highly interesting in that it is a time-series database out of the box, and thus has built-in
time-centric operators, and support for automatic raw data disposal to save space.

Based on the previous chapters, an overall structure and component functionality of a sensor data pipeline is
presented in Figure 1. Our aim is to construct a sensor data processing pipeline whose components will scale to
cover very large numbers of sensors and high volumes of data, while targeting all relevant parts of sensor data
processing. In this paper, we cover data input, preprocessing and storage, which we consider the most critical parts
for high-throughput, high-volume data. However, we acknowledge the importance of the steps that follow; the data
needs to be made actionable via analysis. Therefore, the components for the input, preprocessing and storage need to
be selected with further emphasis on their compatibility towards distributed data processing and data analytics tools,
which will bring out the real value of the sensor data.
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Figure 1. A high-level overview of the sensor data pipeline and its components.

In Figure 1, the bottom layer is the data collection stage that will consume data from a wide range of sensors,
with  support  for  at  least  HTTP/REST,  MQTT,  CoAP,  AMQP  and  XMPP.  Data  preprocessing  is  done  in  the
collection tools, e.g., Flume, or by piping the data to a stream processing tool such as Flink, indicated by a curved
arrow in Figure 1. The next stage is storage, which will be done in a columnar database with support for time series
operation. After that follows distributed data processing, which is largely used for aggregating and classifying large
datasets. While out of scope for this paper, we anticipate at least the Apache tools Flink, Storm, Spark, and Hadoop
to be on the list of supported frameworks. The tools cover both batch and streaming analysis. Finally, dedicated data
analytics tools may optionally be used in addition to distributed data processing tools for complex data analysis. The
types of tools we intend to support include general analytics, machine learning and complex big data querying.

After the pipeline has done its job, the final step is the extraction of business case or application domain specific
insights and value, or create actions based on the analysis methods and processing of the data that has been
harnessed for use by the pipeline. While essential to getting value from the data, these stages are well covered by
existing tools and thus outside the scope of the data management pipeline presented in this paper.

5. Summary

In this paper, we have presented a high-level structure for the components and functionality of a sensor data
management pipeline for large-scale pervasive environments of interconnected embedded devices and cloud-
enabled back-ends. The main components of the pipeline and its technical requirements are based on the current
state of sensor and IoT technology, and characteristics of sensor data. The structure of the pipeline was specifically
designed from the point of view of realistic sensor communications and large-scale machine-generated data, for
which the application of analytics and data management in the scope of current big data solutions is still a field with
a wealth of untapped potential.

As  the  key  role  and  function  of  the  pipeline  is  collecting,  preprocessing  and  storing  sensor  data,  the  actual
considerations related to data science and analytics are left as the subject matter of another paper. It should be noted,
however, that due to the choices made in the design of the pipeline, the integration of various big data processing
frameworks should be, in most cases, a trivial matter.
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In the next phase of the work, we will prototype the pipeline with a set of selected technologies, as presented in
this paper. Tests and trials will be run against the implemented pipeline component chain with realistic large-scale
sensor data that will be generated by IoT devices and sensors, both real and simulated.
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