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#### Abstract

A partition of $[1, n]=\{1, \ldots, n\}$ is called irreducible if no proper subinterval of $[1, n]$ is a union of blocks. We determine the asymptotic relationship between the numbers of irreducible partitions, partitions without singleton blocks, and all partitions when the block sizes must lie in some specified set.


## 1. Statement of Results

A partition of $[1, n]=\{1, \ldots, n\}$ is called irreducible if no proper subinterval of $[1, n]$ is a union of blocks. Let $\mathscr{B}$ be a set of positive integers, $a_{n}=a_{n}(\mathscr{B})$ the number of partitions of $[1, n]$ with block lengths in $\mathscr{B}, f_{n}$ the number of those which have no singleton blocks, and $i_{n}$ the number which are irreducible. The asymptotic behavior of the $a_{n}, f_{n}$, and $i_{n}$ depends in a complicated way on the set $\mathscr{B}$. We will show, however, that there are simple relations between these functions.

Let $\mathscr{B}^{*}=\mathscr{B}-\{1\} .\left(\right.$ Possibly $\mathscr{B}^{*}=\mathscr{B}$.) Thus $f_{n}(\mathscr{B})=a_{n}\left(\mathscr{B}^{*}\right)$. Since $0 \leqslant i_{n}(\mathscr{B}) \leqslant f_{n}(\mathscr{B})$, and $a_{n}\left(\mathscr{B}^{*}\right)=0$ if $n$ is not a multiple of $d=\operatorname{gcd}\left(\mathscr{B}^{*}\right)$, we will restrict our attention to those $n$ which are multiples of $d$. Let

$$
\begin{equation*}
f(x)=\sum_{b \in \mathscr{B} *} x^{b} / b!\text { and } \quad F(x)=\mathrm{e}^{f(x)} . \tag{1.1}
\end{equation*}
$$

Then $F(x)$ is the exponential generating function for $f_{n}[2$, ex. 10].
Theorem 1. Suppose $\mathscr{B}^{*} \neq \emptyset$. Let $d=\operatorname{gcd}\left(\mathscr{B}^{*}\right)$. In what follows, $n \rightarrow \infty$ through multiples of $d$. We have

$$
i_{n} \sim \begin{cases}f_{n}, & \text { if } \mathscr{B}^{*} \neq\{2\} ;  \tag{1.2}\\ f_{n} / e, & \text { if } \mathscr{B}^{*}=\{2\} .\end{cases}
$$

If $1 \notin \mathscr{B}$, then $f_{n}=a_{n}$, while if $1 \in \mathscr{B}$, then

$$
i_{n} \sim \begin{cases}d a_{n} / \mathrm{e}^{r_{n}}, & \text { if } \mathscr{B}^{*} \neq\{2\},  \tag{1.3}\\ 2 a_{n} / \mathrm{e}^{n^{1 / 2}+3 / 4}, & \text { if } \mathscr{B}^{*}=\{2\},\end{cases}
$$

where $r_{n}$ is the unique positive real number that satisfies $n=r_{n} f^{\prime}\left(r_{n}\right)$.
Corollary 1. If $1 \in \mathscr{B}$ and $\mathscr{B}$ omits at most a finite set of positive integers, then

$$
\begin{equation*}
i_{n} \sim a_{n}(\log n) / n \tag{1.4}
\end{equation*}
$$

Corollary 2. If $\max \mathscr{B}=B<\infty, 1 \in \mathscr{B}$, and $\mathscr{B} \neq\{1,2\}$, then, as $n \rightarrow \infty$ through multiples of $d$, we have

$$
i_{n} \sim \begin{cases}d a_{n} \exp \left[-((B-1)!n)^{1 / B}\right], & \text { if } \mathscr{B}-1 \notin \mathscr{B} ;  \tag{1.5}\\ d a_{n} \exp \left[-((B-1)!n)^{1 / B}+(B-1) / B\right], & \text { if } B-1 \in \mathscr{B} .\end{cases}
$$

In [3, ex. 3] a functional equation of Beissinger [1] was used to prove the theorem for $\mathscr{B}=\{k\}$ by means of formal power series techniques. Here we use results of Hayman [5] on coefficients of entire functions to obtain more complete results. The convergence in

[^0]Corollary 1 is very slow. For ordinary partitions ( $\mathscr{B}$ the set of positive integers) and $n=500$ we found that $\left(a_{n} \log n\right) / n i_{n} \approx 1 \cdot 4$, which is quite far from 1 . This is due mainly to the poor convergence of $\mathrm{n} / \log n$ to $\mathrm{e}^{r_{n}}$ since $a_{n} \mathrm{e}^{-r_{n}} / i_{n}=1.05$ at $n=500$.

When $\mathscr{B}=\{1,2,3, \ldots\}$, we obtain the Bell numbers for $a_{n}(\mathscr{B})$. These have been studied asymptotically by the saddle point method. See deBruijn [4, (6.2.6)] for a derivation. Hayman [5] defined a class of functions to which he was able to apply the saddle point method to obtain asymptotics. His class includes (1.1) for many $\mathscr{B} ' s$. We show that arguments like Hayman's can be used to cover all $\mathscr{B}$ 's. This is the content of the technical lemmas in the next section. In Section 3 we use a combinatorial inequality to deduce (1.2a). We then apply the results of Section 2 to deduce (1.3) and the Corollaries.

As asymptotic formula for $a_{n}$ easily follows, but, as in the case of the Bell numbers, is usually not easily used. We state it for completeness:

$$
\begin{equation*}
a_{n} \sim \frac{d \exp \left(\sum s_{n} / k!\right) n!}{s_{n}^{n}\left(2 \pi \sum k s_{n} /(k-1)!\right)^{1 / 2}}, \tag{1.6}
\end{equation*}
$$

where all sums are over $k \in \mathscr{B}$ and $s_{n}>0$ is determined by $n=\sum s_{n}^{k} /(k-1)$ !.
In this paper, the symbol $C$ stands for a positive real constant, not necessarily the same at each occurence.

## 2. Two Lemmas

The lemmas in this section contain the necessary analytic results.
Lemma 1. Let $\mathcal{N}$ be a set of positive integers with greatest common divisor one and let $g$ be a positive function on the positive integers with $g(n) / g(n-1) \geqslant C n$. Define

$$
h(z)=\sum_{n \in \mathcal{N}} \frac{z^{n}}{g(n)} \text { and } \sum_{n \geqslant 0} H_{n} z^{n}=H(z)=\mathrm{e}^{h(z)}
$$

Then $H_{n} / H_{n+1} \sim s_{n}$, where $s_{n}$ is the positive root of $n=s_{n} h^{\prime}\left(s_{n}\right)$.
Proof. Define, following Hayman [5],

$$
\begin{align*}
& A(r)=\frac{d h(r)}{d \log r}=\sum_{n \in \mathcal{N}} \frac{n r^{n}}{g(n)}, \\
& B(r)=\frac{d A(r)}{d \log r}=\sum_{n \in \mathcal{N}} \frac{n^{2} r^{n}}{g(n)}=O\left(\mathrm{e}^{C r}\right) . \tag{2.1}
\end{align*}
$$

If $H(z)$ is admissible in the sense of Hayman, then we are done by [5, cor. IV]. Unfortunately this is not always true. We will show that the conditions for admissibility hold except for $\theta \in \Theta$, where $\Theta=\Theta(r)$ is a set such that

$$
\mu(\Theta) \sup _{\theta \in \Theta}\left|H\left(r \mathrm{e}^{i \theta}\right)\right|=o\left(H(r) / B(r)^{1 / 2}\right),
$$

where $\mu$ denotes Lebesgue measure. It is easy to verify that Hayman's proofs carry over to this situation. If $\mathcal{N}$ is finite, then $H(z)$ is admissible [5, thm. X], and we are done. Hence suppose that $\mathcal{N}$ is infinite. Clearly $B(r) \rightarrow \infty$ as $r \rightarrow \infty$, giving Hayman's condition [ $5 ;(2.6)]$ for admissibility.

Since $h(z)$ is an entire function,

$$
h\left(r \mathrm{e}^{i \theta}\right)=h(r)+i \theta A(r)-\frac{\theta^{2}}{2} B(r)+O\left(\theta^{3} \sum n^{3} r^{n} / g(n)\right)
$$

When $n \geqslant C r$, it readily follows from Stirling's formula that $r^{n} / g(n)<2^{-n}$ and so

$$
h\left(r \mathrm{e}^{i \theta}\right)=h(r)+i \theta A(r)-\frac{\theta^{2}}{2} B(r)+O\left(\theta^{3} r^{3} h(r)\right), \text { for } \quad|\theta| \leqslant \pi
$$

Since $h(r)$ and $B(r)$ grow faster than any fixed power of $r$,

$$
H\left(r \mathrm{e}^{i \theta}\right) \sim H(r) \mathrm{e}^{i \theta A(r)-\theta^{2} B(r) / 2}
$$

uniformly for $|\theta| \leqslant r^{2} / B(r)^{1 / 2}$. This proves Hayman's condition [5, (2.4)] for admissibility.
It remains to consider $r^{2} / B(r)^{1 / 2} \leqslant|\theta| \leqslant \pi$. In the remainder of the proof, we assume that $r$ is sufficiently large. Let $\nu=\nu_{r}$ and $M(r)$ be such that a maximum term in the sum (2.1) for $B(r)$ occurs at $n=\nu$ and has value $M(r)$. By Stirling's formula, $M(r)=$ $O\left((C r / \nu)^{\nu}\right)$. Since each term in the sum is unbounded as $r \rightarrow \infty, \nu=O(r)$. One also has $B(r)=O(\nu M(r))$ and so $M(r) \geqslant C B(r) / r$. let

$$
z=r \mathrm{e}^{i \theta}, \quad \text { where } \quad \theta=\alpha+\frac{2 \pi j}{\nu} \text { and } \quad|\alpha| \leqslant \frac{\pi}{\nu}
$$

We have

$$
h(r)-\Re h(z) \geqslant \frac{r^{\nu}}{g(v)}(1-\cos \nu \alpha) \geqslant C \frac{\nu^{2} r^{\nu}}{g(\nu)} \alpha^{2} \geqslant C \frac{B(r) \alpha^{2}}{r} .
$$

If $|\alpha| \geqslant r^{2} / B(r)^{1 / 2}$, it follows from this and the fact that $B(r)=O\left(e^{C r}\right)$ that $H(z)=$ $o\left(H(r) / B(r)^{1 / 2}\right)$. Thus we may assume that $|\alpha|<r^{2} / B(r)^{1 / 2}$ and $j \neq 0$. Let $k>3$ be a fixed element of $\mathcal{N}$ and let $\mathcal{M}$ be a fixed finite subset of $\mathcal{N}$ with greatest common divisor 1 . If $j k / \nu$ is not an integer, then

$$
h(r)-\mathfrak{R} h(z) \geqslant C r^{k}(1-\cos k \theta) \geqslant \frac{C r^{k}}{\nu^{2}} \geqslant C r^{k-2},
$$

and so we are done by the bound in (2.1). If $j k / \nu$ is an integer, then $j / \nu$ is a multiple of $1 / k$. Let

$$
\Theta=\left\{\alpha+\frac{2 \pi j}{k}: 0<j<k,|\alpha|<r^{2} / B(r)^{1 / 2}\right\} .
$$

Clearly $\mu(\Theta) \leqslant C r^{2} B(r)^{1 / 2}$. For every $\theta \in \Theta$ there is an associated $j$. Since $\operatorname{gcd} \mu=1$, we can associate with $j$ (and hence with $\theta$ ) an $m \in \mathscr{M}$ such that $j m / k$ is nonzero modulo 1 . Then

$$
h(r)-\Re h(z) \geqslant \frac{C r^{m}}{k^{2}} \geqslant C r
$$

and so $\sup |H(z)| \leqslant H(r) \mathrm{e}^{-C r}$.
Lemma 2. If $r_{u}$ is defined by $u=r_{u} f^{\prime}\left(r_{u}\right)$ for all positive real $u$, then
(a) $\delta \log u \leqslant r_{u}=O\left(u^{1 / 3}\right)$, when $\mathscr{B}^{*} \neq\{2\}$ for some $\delta>0$;
(b) $v / u \leqslant\left(r_{u} / u\right) /\left(r_{v} / v\right) \leqslant(v / u)^{1 / 2}$ when $v \leqslant u$;
(c) $f_{n} / f_{n+d} \sim r_{n}^{d} / n^{d}$ when $n$ is a multiple of $d=\operatorname{gcd}\left(\mathscr{B}^{*}\right)$.

Proof. Define $a(r)=r f^{\prime}(r)$ and $b(r)=r a^{\prime}(r)$. Choose $k \in \mathscr{B}^{*}$ with $k \geqslant 3$ if possible. Since

$$
r \mathrm{e}^{r}=\sum_{b=1}^{\infty} r^{b} /(b-1)!>a(r)>r^{k} /(k-1)!
$$

(a) follows. From $a\left(r_{t}\right)=t$, we obtain

$$
\frac{\mathrm{d} r_{t}}{\mathrm{~d} t}=\frac{1}{a^{\prime}\left(r_{t}\right)}=\frac{r_{t}}{b\left(r_{t}\right)}>0
$$

and so

$$
-\frac{1}{t}<\frac{\mathrm{d} \log \left(r_{t} / t\right)}{\mathrm{d} t}=\frac{1}{b\left(r_{t}\right)}-\frac{1}{t} \leqslant-\frac{1}{2 t}
$$

since $b\left(r_{t}\right) \geqslant 2 a\left(r_{t}\right)=2 t$. Integrating over $v \leqslant t \leqslant u$ yields (b).
We now prove (c). Let $h(z)=f\left(z^{1 / d}\right)$ in Lemma 1 . Then $H(z)=F\left(z^{1 / d}\right), \mathcal{N}=\mathscr{B}^{*} / d$, and $g(n)=(n d)!$. Hence by [5, cor. IV],

$$
\frac{f_{d k} /(d k)!}{f_{d k+d} /(d k+d)!} \sim s_{k}
$$

where $s_{k}$ is defined by $k=s_{k} h^{\prime}\left(s_{k}\right)$. Since $s h^{\prime}(s)=s^{1 / d} f^{\prime}\left(s^{1 / d}\right) / d$, we have $s_{k}=r_{d k}^{d}$.

## 3. Proof of the Theorem

We first prove (1.2). If $\mathscr{B}^{*}=\{2\}$, we may apply Kleitman's result [6] or [3, ex. 3]. Suppose $\mathscr{B}^{*} \neq\{2\}$. Since a singleton block is a subinterval, $i_{n} \leqslant f_{n}$ : The number of partitions with no fixed points and proper subinterval $[j, j+k-1]$ is $f_{k} f_{n-k}$. Since $1<j<n$ and $f_{1}=0$,

$$
\begin{equation*}
0 \leqslant f_{n}-i_{n} \leqslant n \sum_{k=2}^{n-2} f_{k} f_{n-k} \leqslant 2 n \sum_{k=2}^{n / 2} f_{k} f_{n-k} . \tag{3.1}
\end{equation*}
$$

We may restrict the index of the sum further to multiples of $d$ since all other terms are zero. By Lemma 2(c) and then (b),

$$
\begin{equation*}
\frac{f_{k+d} f_{n-k+d}}{f_{k} f_{n-k}}<C \frac{r_{n-k}^{d} /(n-k)^{d}}{r_{k}^{d} / k^{d}} \leqslant C\left(\frac{k}{n-k}\right)^{d / 2}, \quad \text { for } \quad k \leqslant n / 2 \text {. } \tag{3.2}
\end{equation*}
$$

Let $m$ be the least $k$ for which $f_{k} \neq 0$. Taking a product of (3.2) over $m \leqslant k<i$ in multiples of $d$ and rearranging we obtain

$$
\frac{f_{i} f_{n-i}}{f_{m} f_{n-m}}<\frac{C^{i}}{\binom{n-m}{i-m}^{1 / 2}}
$$

Combining this with (3.1) we obtain $f_{n}-i_{n}=O\left(n f_{n-m}\right)$, which is $O\left(r_{n}^{m} f_{n} / n^{m-1}\right)$. Since $m \geqslant 2$, this is $o\left(f_{n}\right)$ by Lemma 2(a). This proves (1.2).

Consider (1.3a). Clearly

$$
\begin{equation*}
a_{n}=\sum_{k=0}^{n-2}\binom{n}{k} f_{n-k} \tag{3.3}
\end{equation*}
$$

For $k \leqslant n^{2 / 5}=N$ we have $\binom{n}{k} \sim n^{k} / k!$ and, by Lemma 2(c) and (b), $f_{n-k} \sim f_{n}\left(r_{n} / n\right)^{k}$. Thus

$$
\sum_{k \leqslant N}\binom{n}{k} f_{n-k} \sim f_{n} \sum_{k: d \mid k} r_{n}^{k} / k!\sim f_{n} \mathrm{e}^{r_{n}} / d
$$

For $k \geqslant N$, we have by Lemma 2(c), the left half of (b) and (a), respectively,

$$
\frac{\binom{n}{k} f_{n-k}}{\binom{n}{k-d} f_{n-k+d}} \leqslant O\left(((n-k) / k)^{d}\left(r_{n-k} /(n-k)\right)^{d}\right)=O\left(\left(r_{n} / N\right)^{d}\right)=o(1)
$$

Thus the sum over $k \geqslant N$ in (3.3) is negligible, proving (1.3a).
Suppose $\mathscr{B}^{*}=\{2\}$. Clearly $f_{n}=2^{-n / 2} n!/(n / 2)$ ! and $a_{n}$ is the number of involutions of an $n$-element set. The former is easily seen to be asymptotic to $2^{1 / 2}(n / e)^{n / 2}$ by Stirling's formula. The number of involutions is well known to be asymptotic to

$$
\left(\frac{n}{\mathrm{e}}\right)^{n / 2} \frac{\mathrm{e}^{n^{1 / 2-1 / 4}}}{2^{1 / 2}}
$$

This completes the proof of (1.3).

## 4. Proof of the Corollaries

We begin with a simple observation.
Lemma 3. Let $P(x)$ be a polynomial of degree $p \leqslant(\max \mathscr{B})-2$ and define $s_{u}$ by

$$
\sum_{b \in \mathscr{B}^{*}} b s_{u}^{b} / b!+P\left(s_{u}\right)=u
$$

Then $\mathrm{e}^{r_{n}} \sim \mathrm{e}^{s_{n}}$.
Proof. Let $\beta \geqslant p+2$ be in $\mathscr{B}$. Then

$$
\left|P\left(s_{n}\right)\right|=\left|\sum_{b \in \mathscr{B}^{*}} b\left(r_{n}^{b}-s_{n}^{b}\right) / b!\right|=\left|r_{n}-s_{n}\right| \sum_{b \in \mathscr{B}^{*}} \sum_{i=0}^{b-1} b r_{n}^{i} s_{n}^{b-i-1} / b!\geqslant\left|r_{n}-s_{n}\right| \beta s_{n}^{\beta-1} / \beta!
$$

Since the left side is a polynomial of degree $p<\beta-1$, we have $r_{n}-s_{n}=o(1)$.
For Corollary 1 let $P(x)=\sum i x^{i} / i!$, the sum ranging over all positive integers $i \notin \mathscr{B}$. Then $s_{n} \mathrm{e}^{s_{n}}=n$, from which we have

$$
\mathrm{e}^{-s_{n}}=s_{n} / n \sim(\log n) / n
$$

For Corollary 2 let $P(x)=-\sum i x^{i} / i$ !, the sum ranging over all positive integers $i \in \mathscr{B}^{*}$ not exceeding $B-2$. Define $g(u)$ by $B g(u)^{B} / B!=u$. If $B-1 \notin \in \mathscr{B}^{*}$, then $s_{n}=g(n)$ and the Corollary follows. If $B-1 \in \mathscr{B}^{*}$, then

$$
\begin{aligned}
s_{n} & =g\left(n-s_{n}^{B-1} /(B-2)!\right) \\
& =\left((B-1)!n\left(1-\frac{s_{n}^{B-1}}{n(B-2)!}\right)\right)^{1 / B} \\
& =((B-1)!n)^{1 / B}\left(1-\frac{1}{B} \frac{s_{n}^{B-1}}{(B-2)!n}+O\left(s_{n}^{2 B-2} / n^{2}\right)\right) \\
& =((B-1)!n)^{1 / B}\left(1-\frac{1}{B} \frac{((B-1)!n)^{(B-1) / B}}{(B-2)!n}+O\left(N^{-2 / B}\right)\right) .
\end{aligned}
$$
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