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INTRODUCTION 

The object of this paper is to investigate quadratic forms of the type 

CJI = (1, a,) @ ... @ (1, a,), which we shall call n-fold Pfister forms. These 
forms were first studied systematically by Pfister [7], who showed that the 
class of Pfister forms essentially coincides with the class of the so-called 

strongly multiplicative forms (over a field F of characteristic different from 
two). For n = 2, we have CJI = (1, a,, aa, a&, which is the norm form of the 
quaternion algebra (-a, , -u,/F). It has been known for some time that the 
isomorphism type of the quaternion algebra (-al , -uJF) and the isometry 
type of the norm form (1, a, , u2 , urua) are in natural one-to-one corre- 
spondence, so that one determines the other, and vice versa. For n-fold 
Pfister forms with n > 2, however, no classification theory has been available 
so far. In his paper [4], by the method of Stiefel-Whitney classes, Milnor 
showed that the n-fold Pfister form y  = (1, a,) @ ... @ (1, an) determines 
an invariant I(- l)t-nZ(-u,) ... 2(-Q in the algebraic K-group K$, 
where t = 2”-l. Our main theorem in this paper is to establish that 
I( - ul) Z( -a,) E k,F is a complete invariant of the isometry type of the n-fold 
Pfister form v  above (see Theorem 3.2). The techniques used in the proof of 
this theorem have also various applications to a question raised by Milnor [4], 
asking whether k,F is isomorphic to ImF/IVF, where I(F) denotes the ideal of 
all even-dimensional forms in the Witt ring W(F). In particular, we will be 
able to show that this is indeed the case, if k,F has at most 64 elements. 

In the first section, we set up the basic notations in this paper, review some 
familiar facts about quadratic forms, and then establish some elementary 
properties of 2-fold Pfister forms. Theorem 1.8 about the relationship between 
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k,F, 2-fold Pfister forms and quaternion algebras is the impetus toward 
further results. 

In Section 2, we define the notion of chain-p-equivalence, and prove the 
technical result (Theorem 2.6) which will become the main tool of the sub- 
sequent sections. We also obtain various new results about “factorizing” 
Pfister forms generalizing existing theorems in the literature (see Theorem 2.7 
and the concluding remark of Section 2). 

Section 3 is occupied with the proof of the Main Theorem, which, in 
particular, says that chain-p-equivalence of n-fold Pjster forms coincides with 
ordinary isometry of such forms. We also obtain an interpretation of the level 
of a field F in terms of the algebraic K-theory of F. If  the level of F is s = 2”“, 
we show that the cardinality of W(F) 1s no smaller than 2 2”‘(‘~‘11)(1ni W/6 

(Theorem 3.7). 
In Section 4, we introduce the notion of “linkage” of Pfister forms, and 

establish an interesting relationship between linkage and the Witt index 
(Proposition 4.4, Theorem 4.5). Linkage criteria are given for pairs and 

triples of Pfister forms. 
Section 5 studies the structure of k,F, and the relationship between k,nF 

and the subsequent groups ka+jF. A rough estimate shows that ifdimzz k%F = r, 

then dimzz k,+,F < r(r + 1)/2 (P ro osi ion p t 5.1). We obtain also a sufficient 

condition for dim,” k,+,F to be actually bounded by dimz, iz,F (Theorem 5.10). 
Using the notion of linkage, we show that: if n > 1 and dimz2 k,F = m L< 6, 
then dimzz k,+,F < m. To conclude Section 5, we prove the follow-ing stable 
structure theorem for k,F: zf n > 1, and k,F/Z(- l)k,_,F has $nite Z,-dimen- 
sion equal to d, then, with t = the integralpart of d/(n - I), we have k,+t+iF =- 
Z(-l)ik,+,Ffor all i 3 0 (Theorem 5.13). 

The final section applies the results described above to study the quotient 
groups InF/In+‘F in relation to kaF. If every element of k,F can be expressed 

as the sum of at most three generators, these two groups are shown to be isomorphic. 
This conclusion applies, in particular, to the case when k,F has at most 
64 elements (Corollary 6.2). If k,F has at most 64 elements, we are able to show 
also that k,F imbeds into the Brauer group of F. 

The techniques used in this paper seem to suggest that one might try to 
determinel”F as abelian groups by taking the n-fold Pfister forms as generators, 
and finding all relations which hold for these forms. For n = 2, this can be 
achieved without difficulty, by essentially known techniques. The higher 
powers PF (n > 2) are, however, more involved, and we have been able to 
determine the full set of relations among n-fold Pfister forms only in rather 
special cases. A successful determination of all such relations in general is, 
of course, likely to resolve Milnor’s question asking whether k,F is isomorphic 
to InF/WIF. 

Our present paper is independent of Pfister’s work [7, 81. In fact, the 



PFISTER FORMS AND K-THEORY OF FIELDS 183 

methods we introduce lead to new simple proofs of several familiar facts about 
multiplicative forms (see Corollaries 2.3, 2.4) proved first by Pfister in [7]. 

In conclusion, we wish to express our hearty thanks to Arason and Pfister, 
who sent us the preprint of their work [I], from which some of the ideas in 
Section 3 of this paper developed.* 

1. TERMINOLOGY AND BASIC FACTS 

In this section, we set up the definitions and notations to be used in this 
paper, and state some well-known facts about quadratic forms. The primary 
result here is Theorem 1.8, which will be the motivation of the subsequent 
sections. 

By a field F, we shall always mean a field of characteristic different from two. 
We call V a quadratic space over a field F if V is a finite-dimensional F-vector 
space equipped with a nondegenerate symmetric bilinear form B : V x V--+ F. 
By the quadratic form q of the quadratic space (V, B), we mean the map 
q : V + F given by q(v) = B(v, w), ZI E V. We shall identify a quadratic space 
with its quadratic form when no confusion can arise. We shall say two 
quadratic spaces are isometric if there exists a vector space isomorphism 
between them which preserves the quadratic forms. We denote isometries by 
the symbol G. Let (a) denote the one-dimensional quadratic space F . e 
where the inner product of e with itself is a EF - (0). It is well-known that 
every n-dimensional quadratic space V is isometric to an orthogonal sum 

<al> i ... 1 (a,). We shall henceforth denote such an orthogonal sum by 
<a, , a2 ,..., a,>. 

A quadratic form q is called isotropic if there exists v # 0 in V such that 
q(v) = 0. Otherwise, q is called anisotropic. All binary isotropic forms are 
isometric to (1, - 1). This is called the hyperbolic plane, and will be denoted 
by H. A hyperbolic space means, more generally, an orthogonal sum of a 
number of copies of H. The Witt decomposition theorem says that any quadratic 
form q is decomposable into qa J- qt6 , where qa is anisotropic, and qh g mH is 
hyperbolic. Here, the isometry type of qa is uniquely determined by q, so we 
speak of qa as the “anisotropic part” of q. The integer m above is also uniquely 
determined by q, and will be called the “ Witt index” of q. 

For a field F, let m(F) denote the Witt-Grothendieck group of isometry 
classes of quadratic forms over F (see [8], or [7]). This consists of formal 
differences M - N of quadratic spaces, where M - N = M’ - N’ if and 
only if M 1 N’ g M’ 1 N. The Kronecker product of quadratic spaces 
(forms), denoted by 0, induces a commutative ring structure on T%‘(F). We 

* Added in proof. After this paper was submitted for publication, we learned 
that Arason has also obtained independently some of the results in Section 3, and 
Theorem 4.8. 
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shall often express this product by qlq2 (instead of q1 @ q2), when no confusion 
can arise. Since ZH is an ideal in m(F) , we may form the IV& ~Zng W(F) = 
T@)/ZH. 

The following elementary result is well-known, and will be used implicitly 
throughout this paper. 

PROPOSITION 1.1. ( I ) Two .forms q1 and q2 are equal in W(F) if and only if 
their anisotropic parts (q&, and (q& are isometric. (2) If q1 and q2 have the same 
dimension, then qI is equal to qA in the Witt ring W(F) iJ and or+ if q1 s qe . 
(3) The elements of W(F) are in one-to-one correspondence with all the isometry 
classes of anisotropic forms. 

Let I(F) denote the ideal of all even-dimensional forms in the Witt ring 
W(F). We shall be interested in its powers I”(F). In order to study- these 
ideals, we introduce the following class of quadratic forms, which will play 
a crucial role. For an n-tuple of nonzero elements (ur ,..., a,) of F, we write 

c a 1 ,‘..I a,,> to denote the 2”-dimensional quadratic form @,$, (1, ai>, and 
shall refer to it as an n-fold Pfister form. (A O-fold Pfister form is, by convention, 
taken to be < I>). These are essentially the strongly multiplicative forms studied 
by Pfister extensively in [7]. Clearly, the n-fold Pfister forms provide a system 
of generators for the abelian group ITIF. 

Since any n-fold Pfister form C,I represents I, we may write p G < 1” A_ p’. 

\Ve shall call y’ the pure subform of v; this terminology is justified since the 
isometry type of 9’ is uniquely determined by CJJ, according to Witt’s cancella- 
tion theorem [IO]. In the balance of this paper, we shall always write q~’ to 

denote the pure subform of a Pfister form v. 
Let P denote the multiplicative group ofF. For any quadratic form q over F, 

we define 

and 

D,(q) (a EF; j q represents a}, 

G,(q) =- {a tP 1 (a)q z q) = (a EE‘ ( (a>q = qE W(F)]. 

The latter is always a subgroup of &‘. 
I f  L is an extension field of K, then any K-quadratic form q gives rise to an 

L-quadratic form qr. ~= L OK q. We will need the following well-known 
facts about anisotropic forms and extension fields which we quote without 
proof. (See [1 , 7 and 93). 

LEMMA 1.2. Let L = K( dd) b e a quadratic extension of K’. Let 7 be an 
anisotropic form over K- such that L & 7 = 0 in W(L). Then there exists a 
form 71 over K such that 7 is isometric to (1, -d) @ 71 over K. Further- 
more, rf x1 is a transcendental element over K, then xl2 - d belongs to 

‘%#+d OK T). 
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LEMMA 1.3. Let 7 be an anisotropic form over F. Let X = (x1 ,..., xnz) 
be a set of m independent transcendental elements over F, andF(X) = F(x, , . . . , xm). 
Then F(X) OF 7 is anisotropic over F(X). I f  F(X) OF 7 represents the value 
v(X) over F(X) where 9 is an m-dimensional form over F, then -r is isometric to 
y  1 q over F for some (anisotropic) form q. In particular, dim, 7 > m. 

We shall now state and prove the following theorem which is implicit in 
the paper of Arason-Pfister [I]. It will be needed repeatedly in the sequel. 

THEOREM 1.4. Let v  be an n-fold P$ster form and q an anisotropic form 
over F. If  q lies in the principal ideal W(F) ’ p, then there exists a form (J such 
that q s v  o. If  a E D,(q), then o can be chosen so that a E DF(cr) also. 

Proof. Let X = (x1 ,..., xzn) be a set of 2Grdependent transcendental 
elements overF. Write x’ = (xs ,..., x2”), K = F(X’) and d = -y’(X’) E K. 

(Recall that v’ denotes the pure subform of y). LetL be the quadratic extension 
K( 1/EE) of K. Then p’( l/a, X’) = d + q’(X) = 0 in L, so L & p is isotropic 
over L. By a well-known theorem on Pfister forms (see Corollary 2.3 below), 
L og P)~ = 0 in W(L). The hypothesis q E W(F). y  now implies that 
L & (qK) = 0 E W(L). By Lemma 1.3, qK is anisotropic over K. We may 
therefore apply Lemma 1.2, concluding that xl2 - d E GKc2.)(K(x1) OF q). 
Now K(x,) = F(X) and xi2 - d = v(X). Take any a E D,(q); then 

F(X) OF (a)q represents the value v(X) over F(X). By Lemma 1.3, 
q g (a)p, i q1 for some form q1 over F. Now q1 is still anisotropic, belongs to 
W(F) . y, and has dimension less than that of q. The proof proceeds by 
induction. Q.E.D. 

We wish to investigate in this paper the relationship between the Pfister 
forms and the algebraic K-theory of fields. In [4] Milnor defined for any 
field F the algebraic K-theory groups K,(F) as follows. Let Sri(F) be the free 
abelian group on symbols l(a,)l(a& ... Z(a,) where ai EP. Let Sri(F) be the 
subgroup of SQF) generated by the following two types of elements: 

RI. l(al) ... l(u,J where ai + a,+r = lforsomeisuchthatl <i<n-I. 

R2. l(a,) ... l(aibJ ... Z(aJ - l(uJ ... l(aJ ... l(aJ 

- l(al) ... l(bJ ... Z(a,), 1 <i<n. 

Then K,(F) is defined to be the quotient group 3$$(F)/B$(F). By K,(F) we 
shall mean the graded ring (Z, K,F, K.$,...) with the obvious multiplication 
(for details, see [4]). 

LEMMA 1.5. (1) l(a)l(a)=l(a)Z(-l)forallaE~.(2)Ifal+*..+a,=0 
or 1, then l(aJ ... l(u,) = 0 in K,F (see [4]). 
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In this paper we are primarily interested in the quotient groups KTLF/2K,F, 
and shall call these groups k,,F. The elements Z(uJ ... Z(a,) E iz,F will be called 
the generators of k,,F. We have the following properties for these generators: 

LEMMA 1.6. (1) If  (J is a permutation of (I, 2,..., n), then Z(ul) ... Z(u,) =~ 
Z(u,c,,) ... l(u,(,)) in k,,F. (2) Z(x2ul)Z(u,) ..’ Z(u,) = Z(al) ... Z(u,) in k,,F. (3) If  
x, y  and z = x + y  are all nonzero, then Z(x)Z(y) = Z(z)Z(-xy) in k,F. (See 
[4] for (1) and (2), and [2] for the lust statement). 

In [4] Milnor defined a map s,&: k,,F - I’“F/I”1~lF by the rule 

sn(Z(ul) ... Z(un)) = ’ -u, ,..., -u,,>(modZnllF), 

and proved the following. 

THEOREM 1.7. The maps s,, are group epimorphisms. Furthermore, sl and 
sz ure isomorphisms. 

In Section 4 of [4], Milnor raised the question whether the maps s, are 
isomorphisms for all n. In studying this problem, it is clear that the Pfister 
forms will play a crucial role. Using Theorem 1.7, we shall first state the 
following relationship between k,F and 2-fold Pfister forms. This result is 
more or less well-known (for example, a special case of it has appeared in [3]), 
but we shall include some indications of its proof, for completeness. 

THEOREM 1.8. The following statements are equivalent: 

(1) The quuternion algebras (al , uJF) and (b, , b,/F) are isomorphic. 

(2) i-a, , - a,~>) and C, -b, , -b,\) are isometric 2-foZd Pfister forms. 

(3) <-al, --a2> G k-b, , -b,> mod 13F. 

(4) Z(a,)Z(a,) == Z(b,)Z(b,) in k,F. 

Proof. The 2-fold Pfister form ,<-a1 , -a,> =- ~‘1, ---a, , -a, , ala2> is 
precisely the norm form of the quaternion algebra (a, , u,/F). The equivalence 
of (I) and (2) therefore follows from 57 : 8 of [6]. The implication (2) =- (3) 
is obvious, and the implication (3) 2 (4) follows from Theorem 1.7. Hence 
we only have to show that (4) implies (1). But by the universal property of 
k,F, the rule Z(x)Z(y) t-t (x, y/F) gives a group homomorphism from k,F to the 
Brauer group of F. Therefore, (1) follows from (4), and the proof is complete. 

The theorem has the following technical corollaries which will be of use in 
the sequel. 

COROLLARY 1.9. If  x, y  E F and ulx2 + t2 f  0, then 

<al , a2>> G <al , a2(alx2 + t*)>. 

In particular, ((al , u,h g <,a, , alaa\,. 
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Proof. Theorem 1.8 shows that it suffices to prove that 

I( -a&-u,) = I(-a$(--a2(u,x2 + t2)) in k,F. 

Suppose t # 0. Then in k$, 

I(-4 442(%x2 + t2)) 

= 1(-q) Z(-u2) + I(-a,) Z(u,x2 + t2) 

= I( -al) Z( -4 + z (-a, (g) z (% (J2 + 1) 

= I( -q) I( -u2). (second term = 0 by Lemma 1.5). 

I f  t = 0, then in k,F, 

z(-u,)z(-u2u,x2) = Z(-u,)Z(--a,4 

= 4-4&-a,) + ~(-~&I> 

= I( -u,)Z( -u2) by Lemma 1.5(2). 

COROLLARY 1.10. If  ulx2 + u2t2 # 0, then 

<al 9 a2>> = xG+X2 + a2t2, al@,>>. 

Proof. Again, it suffices to prove that 

I(-u,)Z(-a,) = Z(-u,x2 - u2t2)Z(-ala,) in k,F. 

Set z = -u1x2 - u2t2 EP. If  x # 0 and t # 0, then in k$ 

z(-ul)z(-u2) = z(-u,x2)z(-u2t2) = z(.z)z(-ulu2) 

by Lemma 1.6(3). I f  x = 0 or t = 0, we get the result directly from the last 
statement of the preceding corollary. 

2. CHAIN-~-EQUIVALENCE 

The element Z(u) E k,F = p/p” is of course the complete invariant of the 
l-fold Pfister form <--a>> = (1, -a). By Theorem 1.8, Z(u,)Z(u2) E k$ is 
also a complete invariant for the isometry class of the 2-fold Pfister form 

f-a1 7 -u2>. One naturally asks if an analogous result will hold for the 
isometry class of an n-fold Pfister form. Motivated by this, one is led to the 
following definition. Let <al ,..., a,>> and ((b, ,..., b,>> be two n-fold Pfister 
forms. We shall say that they are simpby-p-equivalent if there exist two indices 
i and j such that 
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(a) ~,a~ , ajIi) g s,\b+ , b,), (see Theorem 1.8 for equivalent conditions), 
and 

(b) a,. = b, whenever k is different from i and j. 

[Note: In the condition (a) above, if i is equal to j, the expression ((a,, a,> 
is understood to be just :,a,>.] More generally, we say that two n-fold Pfister 
forms 9 and o are chain-p-equivuZent if there exists a sequence of n-fold 

Pfister forms q,, , vr ,..., (p,,, such that p),, 1 p, q7,, = U, and that each vi is 
simply-p-equivalent to r,~-t (0 :.‘.. i :zC m --- 1). Chain-p-equivalence is 

clearly an equivalence relation on all n-fold Pfister forms; it will be denoted 
by the symbol a. I f  n -c, 2, this new symbol * is clearly synonymous with g. 

From definition, and Theorem I .8, we may record 

PROPOSITION 2.1. Jf<-a, -a,,,,> k < -b, -b,l>, then l(a,) ... 1 ,..., ,..., l(a,,) 

1(b,) ... Z(b,) in k,F. 

Our goal in this and the next section is to prove that chain-p-equivalence of 
n-fold Pjister forms coincides with ordinary isometry of such forms. This fact 
(Main Theorem 3.2 below) is a rather surprising analog of Witt’s classical 
chain equivalence theorem [lo]. 

As the first step toward our goal, we prove the following important 
proposition: 

PROPOSITION 2.2. Suppose v  = <<aI ,..., a,:, is an n-fold PJister form 

(n > l), and b E II,( (Recall that v  s (1) i 9’). Thnz there exist 
nonzero elements b, ,..., b, qfF such that y  is chain-p-equivalent to <b, b, ,..., 6,:). 

Remark. If  the word “chain-p-equivalent” above is replaced by the word 
“isometric”, the proposition is a known result, which, for example, has 
appeared in Scharlau’s notes [9]. 

Proof of Proposition 2.2. Th e proof is by induction on n. If  n = 1, then 
q~ r- c:(al>> == (u, , 1). Since b E D,(q’) =: D,((a,)), we have (b) gg (a,>, 
and the result follows. Xow assume the result for (n ~ 1)-fold Pfister forms. 
Let 7 = <a, )..., a,_,)> gg (1) 1 T’. Then p E ~(a,, 1) g (a,>~ _L 7, so 
9’ E (a,)7 17’. Since, by hypothesis, b E DF(v’), there exist x c DF(7) u (0) 
and y  E DF(7’) u (0) such that b = u,x + y. We may further write x = x,, + t2 
where 3c0 E D,(T’) u CO). Since b # 0, x and y  cannot be both equal to zero. 

Case 1. If  x = 0, then 0 + b = y  E DF(7’). By inductive hypothesis, 
there exist nonzero d2 ,..., dnWl such that 7 m c;‘y, d, ,..., d7L--l)). Thus 

9 c=a <Y, 4 >..., 4-1 , a,>> = <b, 4 >-.., 4-l > a,>> 

and we are done. 
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Case 2. Suppose x # 0. We claim that v  = ((aI ,..., a,-, , xa,>>. There is 
nothing to prove if xg = 0, for then x = t2. So we may suppose that x0 E DF(7’). 
By inductive hypothesis, there exist c, ,..., cnel in P such that 

thus 

cp = <% > c2 t-.-P G-1 7 Q,> 
= c@. , c2 ,..., k1 , (x0 + t2)an>> 
= <al ,..., a,-, , xa,>> 

(Corollary 1.9) 

proving our claim. If  y  = 0, then the last entry xa, above is just b and we are 
done. So we may assume that y  E DF(/). Again our inductive hypothesis 
implies that 7 = ((y, d2 ,..., d,-,)) where di E p, 2 < i < n - 1. Hence 

m <y + xa, , d2 ,..., L17 xy4 (by Corollary 1 .lO) 

= ((6, d2 , . . . . L , xya,>>. Q.E.D. 

This proposition has the following interesting consequences: 

COROLLARY 2.3. If q~ = ((aI ,..., a,>> is isotropic, then cp is hyperbolic. 

(This is a well-known fact, usually proved by Pfister’s theory of multiplicative 

forms r71.1 

Proof. Since v  contains a hyperbolic plane, we obtain - 1 E DF(~‘) by 
Witt’s cancellation theorem. By the Proposition, v  = ((--l,...)), so v  is a 
hyperbolic form. 

COROLLARY 2.4. For a Pjister form v, D,(y) = G,(~J). In particular, v  
satisfies the “strongly multiplicative” property [7], namely, over the transcen- 
dental extension K = F(X), there is an isometry v(X) . P)~ z vK. 

Proof. It is clear that GF(v) C D,(y), since v  represents 1. For the reverse 
inclusion, let c E D,(v) so that c = t2 + b, where b E D,(v’) u (0). We may 
clearly assume that b # 0. Therefore, by the Proposition, v  m ((6, 6, ,..., b,>>. 
Since c E DF((l, b)), we have (1, b) E (c, cb). Consequently, 

Q.E.D. 
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COROLLARY 2.5. Let cp =- ‘<\a, ,..., a,,> and a t DF(~). Then 

f  al ,..., a,, , b> w ((aI ,..., a, , ab)). 

In particular ,<a1 ,..., a, , a:? is isometric to 2~73, and ,“:a1 ,..., a,, , -a> is 
hyperbolic. 

Proof. Write a ~7 a, + t” where a,, E D,(y’) u (0). We may assume that 
a,) E fY,(v’) (there is nothing to prove if a, = 0). By the Proposition, there 
exist nonzero a*‘,..., a,’ such that q % ,!a0 , a,‘,..., a,‘)). Hence 

Ja, ,..., a, , 61) = ,<a, , a2’? . . . . a,‘, b> 
=z (a,, az’,..., a,,‘, b(a, + t”)> 
= “a 1, a2 ,..., 4, , ab>. 

The last statement of the corollary follows immediately from this, by setting 
b = $1. Q.E.D. 

The following generalization of Proposition 2.2 is the main tool in the study 
of chain-p-equivalence. 

‘IIHEOREM 2.6. Zf 7 = \<a, ,..., a,> (r > 0), y  1 {b, ,..., b,,) (s > 1) and 
cI E DF(ry’), then there exist nonzeYo elements cz ,..., c, in F such that 

<a, ,,.., a,. , b, ,..., b,%;$ e <a, ,..., a,. , c1 ,..., c,y>. 

In particular, if ry’ represents - I, then my is hyperbolic. 

Proof. We prove this theorem by induction on s. I f  s = 1, then 
cl E D,((b&), so c1 = b,x where s E D,(T). Corollary 2.5 implies that 
ya \ 1 >..., a,. , b,‘, w <<a, ,..., a, , b,x’j mm: (<<a, ,..., a, , cl>,. By induction, we 

may assume the result for ,<a, ,..., a,. , b, ,..., b,_,>. Let 0 =: <‘b, ,..., b,+,> so 

y  = u(b, , 1) = (b,)a 1 a andy’= (b,)a 10 ‘. Therefore my’ z <b,Jm 1 m’. 

Since cr E DF(q’), there exist x E DF(m) u (0) and y  E DF(m’) u (0) such 
that cr ~: b,x + y. I f  x + 0 and y  f  0, we obtain the result in the following 
two steps. 

Step 1. (a, ,..., a, , h, ,..., b,>> e <a, ,..., a, , b, ,..., b,x)) by Corollary 2.5. 

Step 2. By induction there exist nonzero elements cz ,..., c,_r such that 

(*I <al ,..., a, , 0, ,..., b,-,> = :,:a, ,..., a, , y, c, ,..., c,-~>. 

Hence by Step 1, 

<a, ,..., a,, bl ,..., b,-, , b,> 
= <al ,..., a, , b, ,..., b,-, , b,x> 
m <!a, ,..., a, , Y, c2 ,..., cspl , b,?xB 
* {,a, ,..., a, , cl , ~2 >..., c,s-1 , b,q> by Corollary 1.10. 
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We are now left with the case when one of x, y  is zero. If  y  = 0, then 
0 # ci = bp, and Step 1 provides the necessary proof. I f  x = 0, then c1 = y, 
and from (*), 

which completes the proof. 
Using this theorem together with Theorem 1.4, we can now state the 

following result. 

THEOREM 2.7. Suppose v, o and p are, respectively, n-fold, s-fold and r-fold 

PJister forms, where s > 0 and r > 1. Suppose further there exists a form q 
such that v’ g p’a 1 q. Then there exists an (n - (r + s))-fold PJister form 
p such that g, s pap. 

Proof. Again we prove the theorem by induction. 

Step 1. Assume r = 1, p = ((x> = (x, l), and induct on s > 0. For 
s = 0, the conclusion follows from Proposition 2.2. For s > 1, write 
CJ = ~(1, a), where y  is an (s - 1)-fold Pfister form. Then v’ s (X)U 1 q E 
(x)y 1 (xa)y 1 q. By the inductive hypothesis, there exists an (n - s)-fold 
Pfister form p such that v  g (1, x)yp. Expanding this, we get 

On the other hand, 

P = d I (1) = WY I (xa>r I(9 I (1)). 

Witt’s cancellation theorem therefore yields 

(**I (1, xh I Y = c4r I(4 -L Cl)). 

Subcase 1. Assume here that q 1 (1) is anisotropic. From the above 
equation, we have q J- (1) E W(F) . y. Hence by Theorem 1.4 we may 
write q J- (1) g y  1 q1 for some q1 . By (**) and the cancellation theorem, 
we obtain (1, x)~ s (xa)r I q1 . Since y  represents 1, we have 
xa E DF(( 1, x)y . p’). Theorem 2.6 now implies that 9 G (1, x)y( 1, xa)~ 
where 7 is an (n - (s + I))-fold Pfister form. But Corollary 1.9 shows that 
((x, xa>> g ((x, a>>. Thus v  z (1, x) . (1, a) . m = (1, X)UT, as desired. 

Subcase 2. Assume here that q 1 (1) is isotropic. Since 

g, = <x)0 I (n I Cl)), 

we conclude (from Corollary 2.3) that y  = 0 E W(F). I f  s < n - 1, then the 
conclusion of Theorem 2.7 is trivial. We may therefore assume that s = n - I, 

&/23/I-13 
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so dim((x)o) = dim(q 1 (I)) = 2+‘. But then v  z 0 E W(F) implies 
(by Proposition 1.1) that Q 1 (1) z (-~>a. Hence again by Corollary 2.3, 
o is also hyperbolic. We have v  E pa(-2”p1H) in this case. 

Step 2. In the preceding step, we have shown that the theorem is valid 
for Y = 1 (and for all s). For r > 1, we may assume, as inductive hypothesis, 
that the result is true for r - 1 (and for all s). Write p = T( 1, J) where C- is 
an (r - I)-fold Pfister form. Hence p’ z 7’( 1, x) 1 CX>. From the original 
hypothesis we obtain 

From the inductive hypothesis, there exists an (n - (Y + s))-fold Pfister 
form p such that C~J g T( I, X)O~ = pap, as was to be shown. 

Remark. The following special cases are noteworthy: 

(1) (Y = 1, S I). I f  v  is an n-fold Pfister form (n >a 2) such that 9’ 
contains a binary subform isometric to (x, yj, then v  g <x, y>p for a 
suitable (n - 2)-fold Pfister form p. (The theorem applies here with p :- (1, X> 
and (T = (l,y/~>.) 

(2) (Y = 1, p =- <, 1, 1)). I f  y’ contains a subform isometric to an s-fold 
Pfister form (r, then p z ~O/L for a suitable (n - s ~ I)-fold Pfister form /L. 

(3) (S =-. 0). I f  F contains a subform isometric to p, then 9) g pp for a 
suitable (n - r)-fold Pfister form CL. The only known proof of this utilizes 
Pfister’s theory of multiplicative forms [7]. 

3. THE ~IAIN THEOREM 

In this section we generalise Theorem 1.8 to arbitrary n-fold Pfister forms, 
and prove that chain-p-equivalence of Pfister forms coincides with ordinary 
isometry of such forms. The main tools have been developed in the last 
section (Proposition 2.2 and Theorem 2.6). 

We first record here the beautiful “Hauptsatz” of ArasonPfister in their 
recent work [l] which we shall use. 

HAUPTSATZ 3.1. If IJI is an anisotropic form (of positive dimension) over F 
such that q EP~F, then dim v  > 2”. 

COROLLARY TO THE HAUPTSATZ. Let y, y  be two quadratic forms which 
represent a common value a EF. Supposefurthev that dim v  + dim y  -’ 2” I1 f  1. 
Then 

p =-_ y(mod P+lF) * q~ = y  E W(F). 
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Proof. Since a E D,(v) n D&J), there exist forms v,, and ~a such that 
~~(a)~~,,andy~(a)~y,.Considerp=~,~(---l)y,.Since 

sp 1 (-l)r= (a, --a> I ?a I (-l)Yo = H -L 4, 

the hypothesis F = y  (mod In+lF) implies that q cIn+lF. Let q z qa J- qh 
be a Witt decomposition of q, where qa is the anisotropic part and qh hyper- 
bolic. Then, in the Witt ring, qa = q E I n+lF. If  qa is not the zero form, then 

by the Hauptsatz above, we have inequalities 

2n+1 < dim qa < dim q = dim v  + dim y  - 2. 

This implies that dim v  + dim y  > 2n+1 + 2, a contradiction to our 

hypothesis. Thus qn must be the zero form; in other words q = 0 E W(F). 
It follows that v  = y  E W(F). Q.E.D. 

MAIN THEOREM 3.2. The following statements are equivalent: 

(1) <-a1 ,*.., -a,>> and ((-6, ,..., -b,>> are chain-p-equivalent. 

(2) Z(al) ..* Z(a,) = Z(b,) ... I(&) in k,F. 

(3) ((-al ,..., -a,>> = ((4, ,..., -A,>> (modI”+lF). 

(4) <-a1 ,***> -a,>> and c--b, ,..., -b,>> are isometric. 

(5) There exist nonzero elements a and b in F such that (a) . <(--al ,..., 
-a,> is isometric to (b) . ((-6, ,..., A,>>. 

In particular, Z(a,) .” l(a,J E k,F is a complete invariant fw the isometry class 
of the Pfsterform ((-al ,..., -a,>>. 

Proof. Observe that if F is an n-fold Pfister form, then (a)? = v  
(modIn+lF). Thus (5) 3 (3). Also, trivially, (4) => (5). Consequently, it is 
sufficient to show that the first four statements are equivalent. This will be 
done in the following order: (1) +- (2) 3 (3) 5 (4) => (1). To simplify 
notations, we write g, = <---al ,..., -a,>>, y  = ((--b, ,..., A,>>. 

(1) * (2). This is just Proposition 2.1. 

(2) 3 (3). This follows from Theorem 1.7. 

(3) =G- (4). This follows from the Corollary to the Hauptsatz since IJJ and y  
both represent 1, and dim rp + dim y  = 2”+l. 

(4) G- (1). Assuming p E y, we claim that for any integer r, 0 < Y < n, 
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There exist cry, 1 , . , c, E F such that 

(4: 

F” ‘a-b, )..., --~b,. ) -c,,~l )...) -c,j) 

I f  this is established, then setting Y -.= n, the statement (A,,) implies the 
desired conclusion that p A y. Now we prove (AT) inductively on Y. There is 
nothing to prove in case Y = 0. Assume inductively that (AT) is true, where 
Y < n. We must proceed to verify (A+r). Set 7 = <c,--b, ,..., --b,>, 
p -= ::-b6,+, ,...) --h,$,, and 7 == Y-c,~+r ,..., -c,:C. Then the latter is an 
s-fold Pfister form, where s -~-I n ~ Y. We have, from the various hypotheses, 

In other words, 7 1 7~’ g 7 _I- 7~‘. By the cancellation theorem, it follows 
that up’ s ~7’. But then 

brt1 6 WP’) c WV4 = WT’). 

By Theorem 2.6 we obtain 

<-b, )..., -b, ) -cr.+1 ,..., -c,> RY q-b, )...) -b, ) -b,+1 , -c;,+z ,...) ‘\\ -cn /9 

where ci’ ~8 (r + 2 ::- j .<G z). From this and the inductive hypothesis 
(r3,), we obtain q~ w c<‘-b, ,..., -b,, -b,+l , -c:+~ ,..., -c,‘> which estab- 
lishes the truth of (Ar+i). The proof of the Main Theorem is now complete. 

We shall now record a number of corollaries of the Main Theorem. 

COROLLARY 3.3. ,<-a1 ,..., -a,> is isotropic (hyperbolic) if and only zf 
l(al) ... l(a,) = 0 in k,F. In particular, k,F == 0 if and only if InF = 0, ;f  
and only if every n-fold P$ster form is isotropic (hyperbolic). 

COROLLARY 3.4. Let .9*‘(F) be thefree abeliangroup on symbols t(al) .. t(a,) 
where ai EP (1 < i 5; n), and let .2%‘(F) be the subgroup of Sri’(F) generated 
by the following two types qf elements: 

(R’l) t(al) ... t(al,) zuhere (:-a, ,..., -a,> is isotropic. 

(R’2) t(al) ... t(aibJ ..’ t(a,) - t(a,) ... t(ai) ... t(a,) - t(q) ... t(bJ ... t(all). 

Then the quotient group k,‘(F) = Fn’(F)/gn’(F) . is canonically isomorphic to k,F. 

Proof. One checks easily that the natural maps k,% + k,F given by 

%) ... t(aJ t-t l(a,) ... l(alL) and k,F + k,‘F given by l(al) ... l(a,) w 
t(al) ... t(a,) are well-defined homomorphisms and hence isomorphisms. 

In [4], Milnor showed that the element - 1 is a sum of squares in F if and 
only if every positive dimensional element of the ring K,F is nilpotent. 
Corollary 3.3 allows us to refine this result to the following. 
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COROLLARY 3.5. The element - 1 is a sum of squares in F if and only ;f 
every positive dimensional element of the ring k,F is nilpotent. Furthermore, af 
s = 2” is the level ofF (the level of afield is always a power of 2 or infinity), then 
m is precisely the smallest integer such that I( - l)“+l = 0 in k,F. In this case 
I( - l)m+2 = 0 in K,F, and for any a E P, Z(a)m+3 = 0 in K,F. 

Proof. I f  -1 is a sum of squares in F, then every positive dimensional 
element of k,F is nilpotent, since this is true already in K,F. Conversely, 
suppose -1 is not a sum of squares. Then for any n, the n-fold Pfister form 

<I,..., l>> is anisotropic. Corollary 3.3 therefore implies that Z(- 1)” # 0 in 
k,F. Next, suppose the level of F is s = 2”. Then, the m-fold Pfister form 

v  = <l,..., l>> is anisotropic, and the (m + 1)-fold Pfister form ~(1, 1) 
is isotropic. Hence in k,F, I(- 1)” # 0, and I(- l)m+l = 0, according to 
Corollary 3.3. Lifting to K,+,F, we may write Z(--1)“+l = 2ar, OL E K,+,F. 
But 21(- 1) = l( 1) = 0 E K,F, so I(- l)m+2 = 0 in K,+,F. Finally, if 
a EP, by Lemma 1.5(l), 

Z(a)“+3 = Z(a)Z(-l)m+2 = 0 in K,+3F. 

This completes the proof of Corollary 3.5. 

We shall conclude this section with another application of the Main 
Theorem to fields F of finite level s = 2”. This result (Theorem 3.7 below) 
provides a lower bound on the Z,-dimensions of the vector spaces k,-,+lF, 
where 1 < r < m. For r = m, we shall get dimzz k,F 3 m(m + 1)/2, a fact 
established first by Kaplansky. Thus, our theorem may be viewed as an 
extension of Kaplansky’s result. We shall need the following simple lemma. 

LEMMA 3.6. For any given nonnegative integer s, l(-l)8Z(x) = 0 in k,+,F 
if and only if x E D,(2”( 1)). 

Proof. I f  x E 0,(2”(l)), then 2”( 1, -x) is isotropic; by Corollary 2.3 
and Theorem 3.2, we get l(-l)“Z(x) = 0. Conversely, if I(-l)“l(x) = 0, the 
Main Theorem implies that 2”(1, -x) is hyperbolic. By Witt’s cancellation 
theorem, we obtain 2”(x) s 2”( 1); in particular x E D,(28( 1)). Q.E.D. 

THEOREM 3.7. Suppose F has finite levels = 2”. Then, 

(1) dimz2 k,++lF > r(r + 1)/2, where 1 < r < m. 

(2) dim, 2 Im-T+1F/In-r+2F > r(r + 1)/2, where 1 < r < m. 

(3) The subgroup of the Brauer group of F generated by the quaternion 
algebras has Z,-dimension no smaller than m(m - 1)/2. 

(4) The cardinality of W(F) is no smaller than 2 ’ 2m(m+1)(m+2)/6. 
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(This lower bound is much more satisfactory than the existing bounds in the 
literature.) 

Proof. (1) To simplify the notation, we write Dj = D,(2j(1))/&“2. Thus, 
k,F admits a filtration 0 = D, C D, C ‘.. C D, C D,v+, = k,F. By writing 
down - 1 as a sum of 2’” squares and looking at the subsums of this expression 
[S, Satz 18(d)], it is easy to see that, forj < m, dimzz Dj/Dj-, > m -j + 1. 
Now, multiplication by 1(-l)+’ defines a &-linear map f: k,F ---f kmprtlF. 
By Lemma 3.6, ker (f) is precisely D,+, . Consequently, 

dimzz k m--r+lF 2 dimz, k,F/D,-, > dim, Dm/DmPr 

= dimzz D,]D,-, + .‘. + dimz2 Drrb-r+l/Dm-r 

> 1 + 2 + "' + Y = Y(Y + 1)/2. 

(2) The above argument actually shows that dimzz Z(-l)““-rk,F > 
Y(Y + 1)/2. By the Main Theorem, the restriction of s,,-,+r (see Theorem 1.7) 
to l(-I)“-‘k,F is a monomorphism from E(- l)+‘k,F to IvL+rtlF I+T+~F. I 
(2) follows immediately from this observation. 

(3) Let Q denote the subgroup of the Brauer group of F generated by 
quaternion algebras. By the universal property of k,F, the rule Z(x)Z(y) N 
(x, y/F) E Q gives a homomorphism g: k,F -+ Q. By Theorem 1.8, the restric- 
tion of g to I(-l)k,F is a monomorphism. The proof of (1) shows that 

dimzz I( - l)k,F > m( m - 1)/2, so (3) follows immediately from this. 

(4) We may assume that W(F) is finite. Then, 

-.card$. . . . .cardgF W(F) card W(F) > card I(F) 

m  

22972 r(r+l)/z _ 2 . p, 

7=1 

where e = Cy=r T(Y + 1)/2 = m(m + l)(m + 2)/6. This completes the proof. 

Remark. Let d be the Z,-dimension of the subgroup of the Brauer group 
of F generated by the quaternion algebras. If  d < 2, then the lower bound 
d >, m(m - 1)/2 in (3) shows that the level of F is at most 4 (if finite). I f  in 
fact d = 1, one sees easily that k,F = 0, and so PF = 0 (assuming finite 
level); further, as observed by Kaplansky, every five dimensional form over F 
is isotropic. 

In Section 5, we shall study upper bounds on the Z,-dimensions of k,F, 
using different techniques. 
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4. LINKAGE OF PFISTER FORMS 

In this section we introduce the notion of “linkage” of Pfister forms, and 
establish an interesting relationship between linkage and the Witt index 
which, in particular, will yield a linkage criterion for pairs of Pfister forms. 
The main results are: Proposition 4.4, Theorems 4.5 and 4.8. 

DEFINITION 4.1. Let vr ,..., y’m be a set of n-fold Pfister forms, and Y a 
nonnegative integer. We shall say that vr ,..., v,,, are r-linked if there exist an 
r-fold Pfister form 0, and (n - r)-fold Pfister forms or ,..., 7, , such that 
v’i s 07~ , 1 < i < m. We shall call such 0 an r-linkage for v1 ,..., ym. 
If, further, vi ,..., vrn are r-linked but not (r + 1)-linked, then we write 
Y = i(vl ,..., vnz) and call the integer Y the linkage number of the set q+ ,..., vrn . 
I f  this linkage number i(yl ,..., pm) 3 n - 1, then we shall simply say that 
v1 ,..., ‘pm. are linked. [See (2) of the following remark]. 

Remark 4.2. (1) By Theorem 1.4 and the remark of Theorem 2.7, it is 
easy to see that an r-fold Pfister form (T is an r-linkage for v1 ,..., yrn if and 
only if vi E W(F) . o (1 < i < m), if and only if each vi contains a subform 
isometric to 0. 

(2) The linkage number of v, ,..., qz+,, is equal to n if and only if 
‘pr ,..., vrn are pairwise isometric. 

EXAMPLES 4.3. (1) If  F is a real-closed field, then any set of n-fold 
Pfister forms are linked. In fact, there are only two nonisometric n-fold 
Pfister forms: the hyperbolic form 2”-lH and the positive definite form 2”( 1). 

(2) Let F be a global field, and n > 3. Then any set of n-fold Pfister 
forms over F are linked. In fact, 2”-l(l) will be an (n - 1)-linkage. This can 
be proved by using the Appendix of [4], or the simplified approach in [2]. 
See also Example 6.4( 1) below. 

We shall be primarily interested in the linkage number of pairs (or possibly 
triples) of n-fold Pfister forms. The following proposition computes the 
linkage number in terms of the Witt index, and provides the basic motivation 
of the notion of linkage. 

PROPOSITION 4.4. Suppose v  and y  are n-fold Pfister forms, and Y a non- 
negative integw. Let q = v  1 (- 1)~. Then v  and y  are r-linked ;f and only ;f  
the W&t index of q is 22’. Further, if Y is precisely the linkage number i(y, y), 
then the Witt index of q is exactly 2’. 

Proof. Step 1. Suppose v  and y  are r-linked, say v  G ovr and y  s ayr . 

Then qr ~((1) I R’) I <-l>u(<l> -L n’) z 0 ‘I-I I o(pl’ I (-1)~~‘). 
Since 0 ’ H g 2’H, we see that the Witt index of q is 22’. 
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Step 2. Here we assume 9 contains at least 2’ copies of the hyperbolic 
plane, and wish to show that v  and y  are r-linked. We do this by induction 
on Y. If  Y :: 0, there is nothing to prove. We now assume that T 1~ 0, and that 
we have settled the case for Y - I. In particular, v  and y  are (I’ - I)-linked. 

Let u,, be an (Y - I)-linkage, and write IJJ 2 u,,qr , y  g auyl . As in Step I, 
q g 2r-1H I (Undo’ i ,’ - I >uoyl ). However, by hypothesis, 4 contains at 

least 2’H, so a,,~,’ 1 ~{- I )u,,yr’ must be isotropic. In particular, there exists 
an element c E D,(o,QJ,‘) f7 nr(a,y,‘). ?J ow apply Proposition 2.6 simul- 
taneously to p g oo~r and y  ‘” ooyl WTe see right away that there exist 
(ti - r)-Pfister forms ~~ and yz such that g, E u,,( 1, c> . p2 and y  E a& 1, r> y1 . 
Therefore (T = CT~~/ 1, c\ is the required v-linkage for CJZ and y, with y  z a~. 
and y  E my? . 

Step 3. S uppose the linkage number of p and y  is precisely equal to r. 
Then by the argument in Step 2, the form aq+’ 1 (- 1 >oy,’ must be aniso- 
tropic! Therefore y  2’H 1 (UP,’ _L (- I)oy,‘) is the Witt decomposition 
of q, showing that the Witt index of q is precisely 2’. 

THEOREM 4.5. Let 9 and y  be n-fold P$ster forms, and x, y  be two nonzero 
elements of F. Then the Witt index of the form 7 := (x)g, 1 < y?y is either zero 
or equal to 2’ where Y ~= i(q, y). 

Proof. Assuming that 7 is isotropic, we must show that the Witt index of 7 
is equal to 2’. 

Case 1. v  is isotropic. I f  y  also happens to be isotropic, then 7 is hyper- 
bolic (Corollary 2.3) with Witt index 2”. But in this case i(cp, y) =: n, and the 
theorem is proved. If  y  is anisotropic, then 7 has Witt index 2” ml, and clearly 
the linkage number i(p, y) = n - 1, also proving the theorem. 

Case 2. W’e may assume now that p) and y  are both anisotropic. Since “1 
is isotropic, there exists a nonzero vector u: z (u, V) such that T(W) = 

x9(~) + yy(v) = 0. Since one of the vectors u, z? must be nonzero, one of 
a = y(u), b =z y(v) and hence both a, b must he nonzero. Therefore, by 
Corollary 2.4, (a)? s v  and (b)y g y, so 

Now from Proposition 4.4, the Witt index of 7 equals 2’, where Y = i(q, y). 
Q.E.D. 

Remark. One might hope to generalize Theorem 4.5 to the case of more 
than two Pfister forms by saying that if an orthogonal sum (~i)qr I...i <x~)P),~ 
is isotropic, then it has Witt index equal to a power of 2. Unfortunately this 
is not the case; for example, over the real field, if p)i is the positive definite 
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n-fold Pfister form and ~a , p)a , p4 are the hyperbolic n-fold Pfister forms, 

then the Witt index of vi 1 ~a 1 vs 1 yh is 3 . 2n-1. Similar counter- 
examples can also be constructed over global fields. 

For a pair of Pfister forms whose orthogonal sum is isotropic, we have the 
following analog of Proposition 4.4. 

PROPOSITION 4.6. Suppose v, y  are n-fold Pjister forms such that 7 = p 1 y  
is isotropic and i(y, y) = r > 2. Then there exist an (Y - I)-linkage 0 and an 
element z 6.6’ such that p g u( 1, z)rr , y  z u( 1, -z)ra where r1 , r2 are 
(n - r)-fold Pjister forms. 

Proof. We prove this by induction on Y. Since Y > 2, by Theorem 4.5, 
9) 1 y  contains 4H. By the cancellation theorem, # 1 y’ is isotropic, so 
there exists y  EP such that y  E DF(#) and -y E D&I). By Proposition 2.2, 
v  E (1, y&r , y  E (1, -y)pa where p1 , p2 are (n - 1)-fold Pfister forms. 
We may proceed now to the inductive step directly because it clearly subsumes 
the arguments needed for Y = 2. Therefore, we assume, as inductive hypo- 
thesis, that v  G ua( 1, z)/3i , y  E u,,( 1, -z)/3a , where ua is an (r - 2)-linkage, 
z E&‘, and /?r , /3a are (n - (r - 1))-fold Pfister forms. We have 

Adding 2(- I)u, to both sides, we get 

rl 12( - l)a, g (2’-l + 2r-2)H 1 ua( 1, z)&’ 1 uO( 1, -z)/12’. 

According to Theorem 4.5, 77 contains 2rH. Since Y > 2, we clearly have 
2’ > 2+i + 2r-2. Therefore, again by the cancellation theorem, 

is isotropic, so we can find w EF such that w E DF(u,,( 1, .z)/3r’), and 
-w E D,(u,,( 1, -~>/3~‘). By Proposition 2.6 we may write v  g uo( 1, z)( 1, W)T~ , 

y  z u,,( 1, -z)( 1, - w)r2 , where or , r2 are appropriate (n - r)-fold 
Pfister forms. But ((z, w>> g ((x, zw>> by Corollary 1.9, and similarly 
<(-z, -w>> g ((-2, wz>>. Setting u = u,,o((wz)), we have now p g ~(1, z)~r 
and y  z a( 1, -z)r2 , as desired. Q.E.D. 

Remark. In the above argument, we need the assumption Y 3 2 only 
insomuch as getting the induction started. One might hope to prove the 
proposition also for the case Y = 1. However, the proposition is no longer 
true in this case. We shall construct a field F, two 2-fold Pfister forms 
v, y(l-linked) for which v  1 y  is isotropic, but 9 1 y’ is not isotropic. This 
will then give the required counter-example. To facilitate the construction, 
we first state a simple lemma. 
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LEMMA 4.7. Let F,, be a jield, and q1 , q2 be anisotropic forms over F,, , 
Let t be a transcendental element over F, . Then q1 1 (t>qz is an anisotropic 
form over K = F”(t). 

This can be easily proven by a simple degree argument analogous to the 
well-known proof of Springer’s theorem on the Witt ring of a local field. 
(See, e.g., [9, Chap. 41). Details are left to the reader. 

To construct our counterexample, take any field F, of characteristic not 2, 
over which (1, 1) and <I, -2) are both anisotropic (e.g., take F, to be the 
field of rational numbers!). Let F --= F,,(t, s) where t, s are independent 
transcendental elements over F0 By Lemma 4.7 (applied twice) together with 
Lemma 1.3, we see that the six-dimensional form 

(1, 1) I (t)(l, -2) i (s)(l, -2) 

is anisotropic over F. Set CJJ -= c-2, t), y  = l< -2, s> over F. Then 

I$ I y’s (-2, -2, -2t, t, -2s, s> 

E <--2X(1, 1) I <tx1, -2:: i (SXl, -2)1, 

and is anisotropic over F. But v  1 y  contains (1, 1, -2, -2) E 2H. 
Therefore g, 1 y  is isotropic, and i(p, y) is equal to one. 

Remark. In the statement of Proposition 4.6, if we require CJ to be an 
r-linkage (instead of being an (Y - I)-linkage), the Proposition will no longer 
be true, in general. In fact, if F contains a square root of - 1, Proposition 4.4 
says that we cannot find an r-linkage o satisfying the conclusion of Propo- 
sition 4.6. 

We shall now investigate linkage of three n-fold Pfister forms. The following 
result provides a sufficient condition for v1 , q’z , ~a to be linked. 

THEOREM 4.8. Let vi z I:a,, ,..., a,,,> (i =: 1, 2, 3) be three n-fold 

Pfister forms. Suppose y1 + q+ + q+ is an element ?f In+‘F. Then ?1 , v2, p3 
are linked (i.e., i(p, , F~, p)J > n - 1). There exist an (n - I)-linkage u, and 
x, y  E 3 such that 

In particular, there exists an isometry 

Proof. We repeat once more the ascent construction in the proof of 
Theorem 1.4, and pass to the field L =- K( 2/-v1’(X’)). Since L OF y1 :m 0 
in W(L), we get L OF (y+ $- ~a) E In-+ lL. Theorem 3.2 implies that L 6~~ v2 g 
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L OF ~a over L. Take a Witt decomposition of Q = ~a I(- 1)~~ over F, 
say, q e qa 1 q,, , where qa is anisotropic, and qh is hyperbolic. 

Cuse 1. qa is the zero form. This means that ~a g r++ over F. The hypo- 
thesis v1 + rp2 + ~a EP’+~F then implies that vpl eIn+lF, and so by 
Hauptsatz 3.1, v1 is hyperbolic. The conclusion of Theorem 4.8 is completely 
trivial in this case. 

Case 2. qa is not the zero form. Since L OF qa = 0 E W(L), the proof of 
Theorem 1.4 shows that there exist I E D,(q,) and a form 70 over F such that 

qa = (rh1 I To * Hence q = v2 1 (- 1)~~ G (r)vl 17 where 7 = 7. lqh 
has dimension 2”. From the given hypothesis, we have pa + (- 1)~~ 3 (r)qr 
(mod In+lF); thus 7 E I n+lF, and Hauptsatz 3.1 implies that r E 2+lH. This 
means that the Witt index of y2 1 (- 1)~~ is at least 2%-l, and according to 
Proposition 4.4, i(y, , ~a) > n - 1. We may thus write ~a E ~(1, x), and 
~a e ~(1, y), where u is an (n - I)-linkage, and x, y  E$. On the other hand, 
we have the equation 

7~2 - ~3 = ~((4 - <Y)) = <--yXl, -XY> 6 WT. 

By the implication (5) 2 (4) in Main Theorem 3.2, we deduce that 
v1 z u( 1, --xy). Consequently u is an (n - I)-linkage for v1 , ~a , ~a and 
i(p, , ~a , v3) > n - 1. The last statement in Theorem 4.6 now becomes 
obvious. Q.E.D. 

We shall say that an extension field Lo of F is a splitting$eld for a quadratic 
form v  if v=, = 0 E W(L,). 

COROLLARY 4.9. Retain the notations and hypotheses in Theorem 4.8. 
Then, 

(1) There exists a quadratic extension L, ofF which is a common splitting 

.Wdfor v1 p v2 ad v3 . 
(2) There exists also a field of algebraic functions L, , quadratic extension 

of F(Y2 T Y3 ,..., Y~~-I), which is a common splitting field for v1 , v’z and P)~ . 

Proof. Let 0 be the (n - I)-fold Pfister form which appeared in the con- 
clusion of Theorem 4.8. For (I), we may take any quadratic extension 
L, = F( d-a), where a E IIF( For (2), we take L, = F(Y)( d--y)), 
where Y = (y2 ,y3 ,..., y2+r) is a set of 2”-l - 1 independent transcendental 
elements over F. 

Remark 4.10. This corollary can be regarded as the high dimensional 
analog of the Zusatz in Section 4 of [8], due to Pfister. See also Theorem 6.1 
below. 
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5. STRUCTURE OF k,F 

In this section, we shall be interested in the structure of k,,F and the 
relationship between k,F and k,+,F. Iiecall that an element in k,F of the form 
1(,x1) ... I(xn) is called a generator of k,,F. Our first result is the following. 

PROPOSITION 5.1. Suppose k,F is spanned by rgenerators 01~ = l(ail) ... l(ain), 
1 -2: i C< Y. Then k,+,F is spanned by pjj = l(a,,.&xi (1 -( j < i < Y); in particular, 
dimzs k,~!-,F .< Y(Y + 1)/2. The quotient group k,-,F/Z(-l)k,F is spanned by 
pij (1 5: j < i :.; Y). 

Proof. The group k,+,F is certainly generated by I(X)OC, where s EP. 
But we can expand l(x)l(ai,) ... 2(ai,) =~ x,, t+xg (E, E Z,). Thus, I(x)ai =-: 
l(x)l(ail) ... I(ain) = l(a,J Cj c3aj r= z:j cjpji . Therefore, k,,lF is spanned by 
pij (I C< i, j .< Y). Consider now a generator pji where j < i. We have 

This says that /3,, (j < i) is in the span of /3,,j , 1 -+ h c:. Y. By an obvious 

induction, we see that pji (j < i) actually lies in the span of fi,, , 1 S< q < p < Y. 
The upper bound on dima k,,+lF in the proposition follows immediately 
from this. Further, pii : I(- l)oli by Lemma I .5( I), so k,,,,F/I(- I)k,F is 

spanned by A,, , 1 ::. q < p 5 Y. Q.E.D. 

COROLLARY 5.2, If k,F is finite, then I”‘F is a jinitely generated abelian 

group for any m > n. 

Proof. Let zi = l(bi,) ... Z(b,,) (1 r_ i < s) be the finite set of all distinct 
generators in k,F. Then, by the Main Theorem 3.2, an arbitrary n-fold 
Pfister form F must be isometric to one of yi -_ T--b?, ,..., -b,,>, 1 ::: i ::G s. 
Consequently, 9% (1 I - i -I S) form a finite system of generators for the 
abelian group PlF. By the Proposition, we know that, for any m 2: n, k,,,F is 
finite, so I”‘F are all finitely generated abelian groups, by the above argument. 

The bound on dimzz k, +,F given by Proposition 5.1 is perhaps not the best 
possible result, since the spanning set 01~ used in the argument there was just 
picked arbitrarily. I f  we choose this spanning set ai more carefully, there can 
be clearly duplications among the pij (I -5 j 5~ i :< Y). For example, if 
a 11 = 41 (i.e., 01~ and 01~ have the same leading factor), then pi1 = pi2 for 
all i, and we are able to cut down the number of generators needed to span 
k,+,F. To investigate this elimination procedure more systematically, we 
formulate the following notion of linkage of generators in k,F, which is the 
natural analog of Definition 4. I. 
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DEFINITION 5.3. Let zi = Z(b,) ... Z(bi,) (1 < i < s) be a set of generators 
in k,F, and Y a non-negative integer. We say that the xi’s are r-linked if the 

corresponding Pfister forms vi = ((--bi, ,.. ., -bin)) (1 < i < s) are r-linked. 
We say that a generator Z(c,) ... Z(cr) E k,.F is an r-linkage for the q’s if the 
r-fold Pfister form u = ((--cl ,..., -c,>> is an r-linkage for the vi’s. By the 

Main Theorem 3.2, this is the case if and only if we can express each xi in the 
form zi = Z(c,) ... Z(c,)Z(d,,,+,) ... Z(&J. W e e d fi ne also the linkage number of 
the q’s to be i(z, ,..., z,) = i(v, ,..., vJ. Finally, if i(zl ,..., z,) > n - 1, we 
shall say that x1 ,..., z, are linked. 

LEMMA 5.4. Two generators z1 , z2 in k,F are linked if and only if each 
element in the span of z1 , x2 is equal to agenerator. 

Proof. The “only if” part is obvious. To prove the converse, express 
z1 + za as a generator z in k,F. Let p1 , ~a , and q~ be the n-fold Pfister 
forms corresponding to zr , za , and z. Applying the homomorphism 
s,,: k,F -+ InF/In+lF, we obtain a congruence yr + P)~ = q~ (mod In+lF). 
By Theorem 4.8, we conclude that i(z, , z.J = i(y, , I& > i(ql , vz , v) 3 n - 1. 

Q.E.D. 

If  H is a Z,-subspace (= subgroup) in knF, the codimension of H is 
defined to be dimzz k,FIH. We prove next: 

PROPOSITION 5.5. Let H be a Z,-subspace in k,F of codimension > 2. Then 
there exists a linked pair of generators which are Z,-linearly independent in 
k,F/H. 

Proof. For any integer s, 0 < s < n - 1, we claim that there exist two 
generators which are s-linked, and are Z&nearly independent in k,,F/H. 
(The case s = n - 1 clearly implies the Proposition). We prove this by 
induction on s. There is nothing to prove when s = 0. For the inductive 
step, assume that we have found (Y = Z(x,) ... Z(x,)Z(a,+,) ... Z(aJ and 
/3 = Z(x,) ... Z(x,)Z(b,+,) ... Z(b,) w ic are &-linearly independent in knF/H, h’ h 
where s < n - 1. Consider the two generators 

Y = 44 ... WWs+lY(a,+2) ... 44, 

6 = 44 ... 4s)k+l)4h+2) ... @,J. 

If  y  $ H, then either 01, y  are &independent in k,F/H, or else /3, y  are 
&-independent in k,F/H. Since i(a, y) and i@, 7) are both > s + 1, we will 
have completed the inductive step. We may thus assume that y  E H, and 
similarly we may assume also that 6 E H. Now we have 

01 = a+ Y = 44 ... z(xs)z(a,+lb,+l)z(a,+~) ... 44 (mod HI, 

B = B + S = 44 ... z(x,)z(a,+lb,+l)z(b,+,) *** QJ (mod H). 

4Wz311-14 



204 ELMAN AND LAM 

Thus, 01’ 01 + y  and /3’ -~ /3 + S are Z,-independent in k,F/H, and 

~(cY’, p’) > s -f- 1. This completes the proof of the Proposition. 

Remark 5.6. Let H be an arbitrary subspace in k,,F. If  the image of 
l(c,) ... I(c,,,)k,,+,,,F in k,F/H has &dimension 1, 2, the above argument shows 
also that there exist generators 

44 “’ 4-m) .” 4dW and 41) .” 4,I,) “’ G..l)wJ) 

which are &independent in k,F/N. 

COROLLARY 5.7. If dimzz k,F is 2r or 2~ - I, then each element in 12-E: 

ran be expressed as a sum of Y generators. 

Proof. Assume that k,,F has &-dimension 2r. Applying the proposition 

step by step, we may construct a &basis for k,,F consisting of generators 

a1 , PI ,..., m,. , PT , where i(m,: , Pi) 3 n - 1. The desired conclusion now 

follows from Lemma 5.4. The proof for the case dim,,k,F = 2r -- 1 is identical. 
Our next objective is to give a suficient condition for dimzz k,,-,F to 

be --C dimz, k,F. M’e shall first prove the following technical lemma. 

LEMMA 5.8. Let H 7 Cj Z(a,)k,-,F C k,F, where a, E&, and let s ? 0 be 

an integer. Suppose a generafor z = l(- 1)“1(cJ ... I(c,,+~~~) does not belong to 
Cj Z(ai)k,F + I(- I)S+lk.,,+~F. Let yL = I(- l)“/(q) ... Z(G) ... I([,, , 1+J E k?,F, 
1 -:< i < n {- 1 ~ s; and, in case s 1’ 1, let y  7 I(- 1)” -lZ(c,) ‘. I(c,, : 1--\) E k,F. 
Then, 

(1) yi (1 _ i . . n + I - s) are &independent in k,F/H. 

(2) In case s 1:: I, y  and yi (I r< i . < n -I-- 1 - s) are Z,-independent in 
k,,F/H. 

Proof. (1) Suppose there exists a &-linear combination z, 6,~~ E H where 
t, t Zz are not all zero. Without loss of generality, we may suppose that 
E, 7: 1. Multiplying by I(c,), we obtain 

Rut the first summand is x, and the second summand belongs to I( -- 1)” 1 %,,~,I;: 
contradicting the given hypothesis. 

(2) Suppose s ,: I, and suppose there exist E; E Zz such that 
y  + xi ~?y, E H. ~Iultiplying by Z(- I), we obtain 

z + I( ~- 1) x cjyi E C I(aj)k7,F, 
L I 

which again contradicts the given hypothesis. 
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COROLLARY 5.9. If H above has codimension < n in k,F, then k,+lF = 
x:j l(aj)knF + Z(- 1)2k+1F. (In particular, if dimz2 k,F < n, then k,+,F = 
I( - l)k,F.) 

Proof. First we claim that k,+,F = Cj Z(ai)k,F + Z(-l)k,F. In fact, if 
this fails to hold, there will exist a generator z = Z(c,) ... Z(cn+J not belonging 
to Cj Z(ai)k,F + I(-l)k,F. According to the Lemma (in the case s = 0), 
k,F/H will have at least n + 1 &-independent elements, contradicting the 
hypothesis that H has codimension < n. To establish the corollary, it there- 
fore suffices to show that 

I( -1) k,F C C Z(aj) k,F + Z(--1)2 k,-,F. 

I f  this inclusion does not hold, there will exist a generator 

Z( - l)Z(dr) . . . E(d,) $ Cj Z(ai)knF + I( - 1)2k,-,F. 

According to the Lemma (in the case s = I), k,F/H will have at least n + 1 
Z,-independent elements, again contradicting our hypothesis, The proof of 
Corollary 5.9 is now complete. 

THEOREM 5.10. If there exists an element a EI;‘ such that H = Z(a)k,-lF 
has codimension r < n in k,F, then dimzz k,+$ < dimz2 k,F for any t > 0. 

Proof. We may assume that dimz2 knF = m is finite, for otherwise there 
is nothing to prove. Let % ,..., (Y,+ be a set of generators with leading term 
Z(a) which form a basis for H = Z(a)k,+,F. Choose & ,..., fiS (s < Y) to be 
generators with leading term 2(-l) such that 01~ , & form a basis for 
H + I(- l)k,-lF. Pick generators 6, (1 < p < r - s) such that 01~ , & , 
and 6, form a basis for k,F. Then 

Wk,F = 64 . <ai , &, S,> = <Z(-lh , WA , Z(a) S,>, 

Z(-l)2k~-,FCZ(-1)(~i,/3j) = (Z(-l)0l~,Z(-l)/3~). 

(Here, the symbol ( ) denotes taking the Z,-span). By Corollary 5.9, we 
obtain 

Iz,+P = (4- lh , F-1)/$ , &)A , 44 S,>. 

Write pj = I(-l)Z(b,.J *.* Z(b&. We have 

Z(a)Fj = I(-l)Z(a)Z(bj2) .** Z(bj,) E (Z(-1)~~). 

Thus kn+lF is spanned by I(- l)ai (1 < i < m - Y), Z(- l)pj (1 < j < s) 
and Z(a) 8, (1 < p < r - s). Its Z,-dimension is therefore at most 
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(m - Y) + s -I- (Y - s) --- m = dimzz k,F, and we have established the 
conclusion of the theorem for t -:= 1. But the codimension of I(a)/@ in 
k,, , ,F is _ s )’ c n < n -I-- 1, so we are done by induction. 

COROLLARY 5.1 I. Retain the hypothesis in Theorem 5.10. Then, either 
k,+,F =m I( - I)k,F, OY else dim, 2 kn,,F -c m. 

Proof. I f  the generators I(- are &-linearly dependent, then the 
argument in the above proof shows that dim,, k,L+,F is less than m. We may 
now assume that I(- I)ol, are &linearly mdependent in k,-,,F. Write 
ai = Z(a)l(ai,) ..t l(a,,), 1 L< i G. m - r. Then oli’ ~z l(-l)l(ai,) ... I(ain) must 
be also &-linearly independent in k,F. Therefore H’ 2 I(- l)k,,+,F has 
codimension -:< Y ,-I n. It follows from Corollary 5.9 that k,,,F -7 I(- I)k,F. 

THEOREM 5.12. For agizen integer n > 1, suppose that dimzz k,,F = m . 6. 
Then dimzf k,,+iF -; m, for all i 2 0. 

Proof. It is clearly sufficient to prove this for i = 1. (1) Assume that 
m -< 4. By Proposition 5.5, we may find a E$ such that Z(a)k,-lF has 
codimension in k,F not greater than 2. In this case, the desired conclusion 
follows from Theorem 5.10. 

(2) m = 5. If  12 ; 3, the same argument as used in (I) applies, and we 
are done. We now handle the case when k,P has 25 = 32 elements. We may 
suppose that dimzz Z(z)k,F < 2, for any z EP, because otherwise we could 
argue again as in (1). By Proposition 5.5, there exists a basis of k,F consisting of 
a1 --= Z(.l!)Z(al), p1 == Z(x)@,), ua = I(y)Z(a,), pa = l(y)Z(b,), and y  = Z(u)Z(a). 
We have HI :: \a1 , pi> = Z(x)k,F and Hz == (c+ , p2) = Z(y)k,F. In 
particular, I(x)l(y) E H, n Hs -7 0. Using this fact, and Proposition 5.1, w-e 
obtain the following spanning set for k,F: S = {Z(- I)q , l(-1)/3r , I(- l)aa , 
l(-1)/3,, Z(X)~, In, I(-1)~). Consider s = dimzz Z(- l)k,F G, 2. If  s == 0, 
k,F is spanned by two generators. If  s = 1, then I(-l)k,F has at most one 
nonzero element, so k,F is spanned by three generators. We may thus assume 
that s 2. If  so, we may take x above to be -1. Since Z(- I)l(y) = 0, the 
spanning set S constructed above simplifies to {I( - 1)0li , I( - 1)/3i , I(y)?, 
I( - 1)~) and so dimzt k,F : ; 4 in this case. 

(3) m = 6. As before, we need handle only the cases when k,F or k,F 
has 64 elements. The necessary arguments are analogous to those used in (2), 
and will be omitted. 

At this point, it seems natural to ask whether it is true in general, that 
dim, k L, ri+1 F -<. dimzi k,,F ( 12 > I), say, in case the latter is finite. At present, 
we are not able to answer this question, though we suspect that a counter- 
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example might exist when 71 = 2.* We have proved, however, a “stable 
version” of this fact, with a very satisfactory bound on the “stable range”. 

This is the content of Theorem 5.13 below, for which we need some notations. 
For a ~8, we shall write P,(a) = Z(a)&,F C k,.F. The special subspace 

P,( - 1) will be denoted simply by P,. We shall write pr(u) = (Pr(a) + P,)/P7. 
For a nonnegative integer i, (I) will denote the usual binomial coefficient, 
with the convention that (;) = 0 for i > Y. 

THEOREM 5.13. Let n > 1 be a $xed integer. (1) For a E 3, suppose 
dimzz pm(a) = m is finite. Write m = t(n - 1) + s, where 0 < s < n - 1. 
Then, for any j > 0, 

dim, P,+j(u) d (n - 1) . (j i 1) + s . (il. 

(2) Suppose the set of integers {dimza FJa): a EP} has a maximum m, . 

Write m, = to(n- l)+s,, where 0 <so <n- 1. Then, for i>O, we 
have k n+tO+iF = Z(-l)ik,+,OF. In particular, dimzz k,+,O+iF < dimzz rZ,,,,F 
for all i 3 0. 

Proof. (1) Suppose there exists a generator Z(a)Z(xlJ ... Z(+J $ P,+l . (If 
this does not exist, proceed directly to the last step of the present construction.) 

Let ari = Z(a) ... & ... Z(xiJ E P,(a). This notation is meaningful for 
1 < i < n, but we shall need only the set 

S, = {olli: 2 < i < n} C Z(a)Z(x,,)k,-,F. 

By Lemma 5.8, the (n - 1) elements in Sr are &,-independent in the 
quotient space ~Ju) (so in this case t 3 1). Assume, inductively, 
that we have defined S, (as above), S, = {Q: 2 < i < n},..., and 
Sh = {ahi: 2 < i < n}. Suppose there exists a generator 

(If no such generator exists, proceed to the last step.) Let ~+i,~ = 

44 . * m . . . 4x,+1.,) E P&4- Th en, again by (the proof of) Lemma 5.8, 
these generators are &independent modulo (P, , S, ,..., S,>. We then 
define S,,, = {~l~+~,~: 2 < i < n} C Z(a)Z(xh+l,l)k,-,F. Since dim, B pm,(a) = 
t(n - 1) + s is finite, the above construction cannot proceed indefinitely. 

* Added in proof The power series field F = R((t,)) ((t.J) ((t3)) provides a counter- 
example. In fact, dimzz k,F = 7, and dimzz k,F = 8. This shows also that Theorem 
5.12 is best possible. 
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Therefore, there exists an integer d < t such that, after we obtain S, , we get 

(-1 Pn+,(4 c pni1 -i- g1 44 4x,,) k-P = pn+1 + i 4x,1) Pn(4 
j=l 

Now, expand S, u ... u S, to a basis for P,(a) by adding arbitrary sets of 
generators Sdtl ::- {cx~-~,~: 2 < i :l n - l},..., S, = (Q: 2 : i :< n>, and 
B = {pe: 1 =C e -I s} (recall m = t(n ~ 1) + s). By Proposition 5.1 and (*) 
above, P,+,(Lz) is spanned by 

Now we set ah2 = Z(~)Z(X~J..., for any h such that d < h < t. This device is 
introduced only for notational purposes, in order to make the symbol x?,r 
meaningful for all h, I :. h G f. Kow, Mp+l’ is a subset of 

M(n+l) = {I(Xhl) apj : 2 < i < n, 1 < h < p < t> t 

U {Z(xhl) /3e : 1 < h < t, 1 < e < s], 

which has cardinality (n - 1) (i) + st. We have thus established (1) for 
j = 1. For the subsequent groups P,+j(a), we claim that the following set 

M’“+i) = {Z(X,~,,J ... Z(.Q,~) upi : 2 ~1 i -2 n, 1 :< Zz, < ... < h; < p < d) d 

u {Z(X~~,,~) ... Z(x,,,,) ,k?? : 1 < h, < ... < hj < d, 1 :L e < s} 

spans pri+j(~). I f  we show this, then the proof of (I) is complete, since 

where &Zj”+3’ is analogous to A~~~“), with t replacing d. J&T;l:e shall now prove 
our claim by induction on j. We may assume, inductively, that Mjln’j-” 
spans E!n+j~r(u). By Proposition 5. I and (*), we know that Z’,+j(a) is spanned 
by the set 

M == {Z(X,~,,) ... Z(X,,,) tint : 2 < i < TZ, 1 < 1~1 < ‘t. < hj < d, 

1 :s p < d,p different from h, ,..., hjj 

u U(%,,l) “. @*,,J Pe : 1 < h, < ... < hj < d, 1 < e sz s}. 

It suffices to show that any y  = Z(X,~,,) ... Z(~~~,r)ol~~ in M above is caught in 
(Mc+j)) (the span of Mp+j’ formed in P&u)). Suppose this is false, 
Choose a counterexample y  with h, minimal. By inductive hypothesis, 
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fJ = 4%,.1) ... MLi,lhi can be expressed as a .&combination of the 

generators in Mp++l). By the choice of y, we know that Z(xhl,i) . (T = 
y  $ (M~+j)). Hence, (T has a summand us = Z(X,& ... 1(x,&~,, , 

(1 < q2 < ... < qj < u < d, 2 < v  < n), such that Z(xhl,r) . (T,, $ (lMpti)). 
Therefore, h, is automatically different from all of q2 ,..., qi and u. Also 

qz < 4 (lest kl, J . u. E & (nfj)), but this contradicts the minimality of h, . 
The claim is now established, and the proof of (1) is complete. 

(2) For any a E@ as in (l), we have m < m, , and so t < to . Therefore, 

by (I), H concludenltaT~) = 0, i.e., Pn+t,+l(4 C Pn+to+l . Since this holds for all a, we 

n+t,+P = I(- Wn+t$ and all other statements in (2) follow 

immediately from this. Q.E.D. 

Remark. By similar techniques, one may also obtain a bound on 
dimzz k,+jF in terms of certain invariants of k,F, in case k,F is finite. We 
suppress the gory details in the interest of sanity. 

COROLLARY 5.14. Retain the hypothesis and notations in (2) of the Theorem. 
Then InftO+iF = 2i . InttoF for all i 3 0. 

Proof. This is an immediate consequence of the Theorem just proved, 
and the Main Theorem 3.2. 

6. APPLICATIONS TO MILNOR’S CONJECTURE 

We are now in a position to apply the results of the preceding sections to 
study Milnor’s epimorphism (Theorem 1.7) s,: k,F + InF/I”+lF. In various 
special cases, we will be able to show that s, are isomorphisms. This section 
consists of Theorem 6.1, and five of its corollaries. 

Let B(F) denote the Brauer group of F, and GB(F) denote the graded 
Brauer group of F (see p. 102 in [9]). Let f:  W(F) + GB(F) be the group 
homomorphism given by what Scharlau calls [9] the Clifford-Minkowski- 
HasseWitt-Wall-Delzant-Stieffel-Whitney-invariant. Since f (13F) = 0, 
f factors through W(F)/13F + GB(F), which we denote by J. In [8], Pfister 
has studied the question 

81. Is J: W(F)/13F + GB(F) a monomorphism? (It is known that 
kerJC12F/13F.) 

On the other hand, by the universal property of k,F, it is easily seen 
that the rule Z(x)Z(y) ++ (x, y/F) E B(F) defines a group homomorphism 
g: k,F -+ B(F) [5, 1891. In [4] and [5], Milnor has considered the question 

Q2. Is g: k,F --+ B(F) a monomorphism ? 



210 ELMAN AND LAM 

Now, by an easy calculation, it can be shown that the following diagram is 
commutative : 

k,F ’ z B(F) 

S? 1 j,i (i = inclusion) 

I”FjI3F & GB(F) 

Since sa is an isomorphism by Theorem 1.7, it follows immediately that j is 

a monomorphism if and only if g is a monomorphism. In other words, Ql and 
Q2 are equivalent. We shall now give a sufficient condition for f,  g to be 
monomorphisms, and for s, to be an isomorphism. 

THEOREM 6.1. (1) For a given integer n, suppose that every element of knF 
can be expressed as the sum of at most threegenerators. Then s, is an isomorphism. 

(2) If every element of k,F can be expressed as a sum of three generators, 

then f, g are monomorphisms. (In particular, if a form (T belongs to 12F, then the 
Cl$ord algebra of o splits over F if and only if o actually belongs to 13F. Compare 
Sate 14 and its Zusatz in [8].) 

Proof. (1) Suppose s,(z) = 0 E InF/In+lF, where z E k,F. By hypothesis, 
we may express 

z = t l( -ai,) ... I(-ain). 
i=l 

Let vi denote the n-fold Pfister form ((ail ,..,, ain)). Then we have 

sn(z) = ~~ + p2 + v3 = 0 (mod InflF). 

By Theorem 4.8, there exists an (n - 1)-linkage u = ((b, ,..., b,)) such that 
v1 E ~(1, --xy), v2 s ~(1, x) and ~a z ~(1, y), for suitable elements 
x, y  EF. According to the Main Theorem 3.2, these isometries imply that 

and 

1(-a,,) ... 1(-a,,) = l(xy)l(--6,) ... 1(-b,), 

1(-a,,) ... 1(-a,,) = l(-x)1(-b2) ... 1(-b,), 

1(-a,,) ... I(-a3J = I(-y)l(-b2) ... 1(-b,) in knF. 

Adding these equations together, we obtain z = 0 E k,F, since 1(-x) + 1(-y) = 
l(xy) = -l(xy) in k,F. This proves that s, is an isomorphism. 

(2) For z E k,F, suppose g(z) = 1 (the identity element of B(F), in 
multiplicative notation). As in (1) above, we express z = xi=, I(-ai,)l(-ai,), 
and set vi = ((ail , ai&. We repeat once more the ascent construction in the 
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proof of Theorem 1.4, and pass to the field L = K(+v,‘(X’)) (here, 
x’ = (xa , xs , x4), and K = F(x, , xs , x4)). Since L OF vi is hyperbolic 
over L, we have (--all , -uJL) = 1 E B(L), and hence (-a,, , -a,,/L) z 

(-asIf -aS2/L). By Theorem 1.8, we conclude that L OF v2 g L OF v3. 
Let 2’ be the Witt index of the form 4 = r++ 1 (- 1)~s over F. We claim 
that Y # 0. Indeed if r = 0, the anisotropic part qa of 4 is six dimensional, 
whereas L OF (& = 0 E W(L) implies (by the argument of Theorem 1.4) that 
dim qa is a multiple of dim vi = 4. Hence r 3 1, and by Proposition 4.4, ~a 
and us are linked over F. Using Theorem 1.8 we may write I( -us,)Z( -a& = 
Z(b)Z(x), and I(-a,,)Z(-a,,) = Z(b)Z(y), where b, x,y EP. Now 

z = W+Y) + ~(--ad(--a12), 

and g(z) = 1 E B(F) implies that z = 0 E k,F by Theorem 1 .g. Q.E.D. 

COROLLARY 6.2. For agiven integer n > 1, suppose that dim,* k,F = m < 6. 
Then s,+ is an isomorphism for all i 3 0. If n = 2, then j and g are mono- 
morphisms. 

Proof. By Corollary 5.7, each element in k,F can be expressed as the sum 
of three generators. It follows from the above Theorem that s, is an 
isomorphism. The corresponding statement for s,+~ (; > 0) now follows 
from Theorem 5.12. Q.E.D. 

Remark. I f  F has at most 16 square classes, then dimzz k,F < 7, and it 
can be shown that Theorem 6.1(2) applies. In general, if dim,* k,F < 7, it 
can also be shown that s, are all isomorphisms. 

We shall now investigate some special cases of Theorem 6.1. 

COROLLARY 6.3. For a given integer n > 1, suppose that every element of 
k,F is equaZ to a generator. Then every element of kJJ (r 3 n) is also equal to a 
generator, and every pair of r-fold PJster forms (r > n) are linked. In particular, 
s, is an isomorphism for all r 3 n. 

Proof. It suffices to show that the sum of any two generators in k,,,F is 
equal to a generator, for then everything else will follow by induction. Let 
OL, ,6 be two generators in k,+,F. B y  L emma 5.4, there exists a E F such that 
01, ~3 both belong to Z(a)k,F. Thus, 01 + /? is clearly a generator in k,+,F. 

EXAMPLE 6.4. The hypothesis of Corollary 6.3 holds in the following two 
cases. (1) F is a global field, and n > 2. (See [9], p. 135). (2) dimzz k,F < 2. 
(See Proposition 5.5). 
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COROLLAKY 6.5. Suppose every 2”-dimensional .form over F is universal. 
Then 

( 1) I’” rlF ~ 0 and hence k,.F’ ---= 0 for all r -Il.+ 1. 

(2) s,, is an isomorphism. 

(3) Every element of InF is represented by an n-fold Pjister form, and 
every pair qf n-fold Pjister .forms are linked. 

Proof. From the hypothesis, it follows that every (2” f  I)-dimensional 
form is isotropic, so every (n + I)-fold Pfister form is hyperbolic. This fact, 
together with Corollary 3.3, imply (1) b a ave. Let v, y  be two n-fold Pfister 
forms. Since the anisotropic part of 4 == e, 1 (~ I >r is at most 2?‘-dimen- 
sional, the Witt index of q must be ;: 2’1--1. It follows from Proposition 4.4 
that p) and y  are linked, establishing the last statement of (3). The first part of 
(3) can be deduced easily from Korollar 3 of [l]. But here is an ad hoc proof. 
Observe that for q~ above, and any a E&‘, we have <ajv - y  bv Corollary 2.4. 
It is thus sufficient to prove that, for given v  and y  as above, 9) -L y  is equal to 
another n-fold Pfister form, in W(F). But we have shown that v, y  are linked, 
sorp~a;l,.t;, y=izr( I, y;,. Now g, ~1 y  = tp ~- y  cJ(;.x; - (yi) 

41, -my> E W(F), proving the first statement of (3). Finally, from (3) and 
Lemma 5.4, it follows that every element of k,?F is equal to a generator. 
Therefore, Corollary 6.3 implies (2). Q.E.D. 

COROLLARY 6.6. Jf F is a C,-field and K = F(t) is purely transcendental 
of degree one over F, tken s, is an isomorphism for the fields F and A’, for all r. 
(Example: F = C(S, , X, , X,)). 

Proof. By hypothesis, every g-dimensional quadratic form is universal, so 

Corollary 6.5 applies for n -- 3. Recalling Theorem 1.7, we conclude that 
s,. is an isomorphism for F, and for all r. Now any finite extension of F is 
again a C,-field. It follows from C’orollary 5.8 of [4] that s,. is also an 
isomorphism for k’, for all r. Q.E.D. 
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