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## Introduction

The object of this paper is to investigate quadratic forms of the type $\varphi=\left\langle 1, a_{1}\right\rangle \otimes \cdots \otimes\left\langle 1, a_{n}\right\rangle$, which we shall call $n$-fold Pfister forms. These forms were first studied systematically by Pfister [7], who showed that the class of Pfister forms essentially coincides with the class of the so-called strongly multiplicative forms (over a field $F$ of characteristic different from two). For $n=2$, we have $\varphi=\left\langle 1, a_{1}, a_{2}, a_{1} a_{2}\right\rangle$, which is the norm form of the quaternion algebra ( $\left.-a_{1},-a_{2} / F\right)$. It has been known for some time that the isomorphism type of the quaternion algebra $\left(-a_{1},-a_{2} / F\right)$ and the isometry type of the norm form $\left\langle 1, a_{1}, a_{2}, a_{1} a_{2}\right\rangle$ are in natural one-to-one correspondence, so that one determines the other, and vice versa. For $n$-fold Pfister forms with $n>2$, however, no classification theory has been available so far. In his paper [4], by the method of Stiefel-Whitney classes, Milnor showed that the $n$-fold Pfister form $\varphi=\left\langle 1, a_{1}\right\rangle \otimes \cdots \otimes\left\langle 1, a_{n}\right\rangle$ determines an invariant $l(-1)^{t-n} l\left(-a_{1}\right) \cdots l\left(-a_{n}\right)$ in the algebraic $K$-group $k_{t} F$, where $t=2^{n-1}$. Our main theorem in this paper is to establish that $l\left(-a_{1}\right) \cdots l\left(-a_{n}\right) \in k_{n} F$ is a complete invariant of the isometry type of the $n$-fold Pfister form $\varphi$ above (see Theorem 3.2). The techniques used in the proof of this theorem have also various applications to a question raised by Milnor [4], asking whether $k_{n} F$ is isomorphic to $I^{n} F / I^{n+1} F$, where $I(F)$ denotes the ideal of all even-dimensional forms in the Witt ring $W(F)$. In particular, we will be able to show that this is indeed the case, if $k_{n} F$ has at most 64 elements.

In the first section, we set up the basic notations in this paper, review some familiar facts about quadratic forms, and then establish some elementary properties of 2-fold Pfister forms. Theorem 1.8 about the relationship between

[^0]$k_{2} F$, 2-fold Pfister forms and quaternion algebras is the impetus toward further results.

In Section 2, we define the notion of chain-p-equivalence, and prove the technical result (Theorem 2.6) which will become the main tool of the subsequent sections. We also obtain various new results about "factorizing" Pfister forms generalizing existing theorems in the literature (see Theorem 2.7 and the concluding remark of Section 2).

Section 3 is occupied with the proof of the Main Theorem, which, in particular, says that chain-p-equivalence of $n$-fold Pfister forms coincides with ordinary isometry of such forms. We also obtain an interpretation of the level of a field $F$ in terms of the algebraic $K$-theory of $F$. If the level of $F$ is $s=2^{m}$, we show that the cardinality of $W(F)$ is no smaller than $2 \cdot 2^{m(m+1)(m+2) / 6}$ (Theorem 3.7).

In Section 4, we introduce the notion of "linkage" of Pfister forms, and establish an interesting relationship between linkage and the Witt index (Proposition 4.4, Theorem 4.5). Linkage criteria are given for pairs and triples of Pfister forms.

Section 5 studies the structure of $k_{n} F$, and the relationship between $k_{n} F$ and the subsequent groups $k_{n+j} F$. A rough estimate shows that if $\operatorname{dim}_{z_{2}} k_{n} F=r$, then $\operatorname{dim}_{Z_{2}} k_{n+1} F \leqslant r(r+1) / 2$ (Proposition 5.1). We obtain also a sufficient condition for $\operatorname{dim}_{Z_{2}} k_{n+1} F$ to be actually bounded by $\operatorname{dim}_{Z_{2}} k_{n} F$ (Theorem 5.10). Using the notion of linkage, we show that: if $n>1$ and $\operatorname{dim}_{Z_{2}} k_{n} F=m \leqslant 6$, then $\operatorname{dim}_{Z_{2}} k_{n+1} F \leqslant m$. To conclude Section 5, we prove the following stable structure theorem for $k_{*} F$ : if $n>1$, and $k_{n} F / l(-1) k_{n-1} F$ has finite $Z_{2}$-dimension equal to $d$, then, with $t=$ the integral part of $d /(n-1)$, we have $k_{n+t+i} F=$ $l(-1)^{i} k_{n+t} F$ for all $i \geqslant 0$ (Theorem 5.13).

The final section applies the results described above to study the quotient groups $I^{n} F / I^{n+1} F$ in relation to $k_{n} F$. If every element of $k_{n} F$ can be expressed as the sum of at most three generators, these two groups are shown to be isomorphic. This conclusion applies, in particular, to the case when $k_{n} F$ has at most 64 elements (Corollary 6.2). If $k_{2} F$ has at most 64 elements, we are able to show also that $k_{2} F$ imbeds into the Brauer group of $F$.

The techniques used in this paper seem to suggest that one might try to determine $I^{n} F$ as abelian groups by taking the $n$-fold Pfister forms as generators, and finding all relations which hold for these forms. For $n=2$, this can be achieved without difficulty, by essentially known techniques. The higher powers $I^{n} F(n>2)$ are, however, more involved, and we have been able to determine the full set of relations among $n$-fold Pfister forms only in rather special cases. A successful determination of all such relations in general is, of course, likely to resolve Milnor's question asking whether $k_{n} F$ is isomorphic to $I^{n} F / I^{n+1} F$.

Our present paper is independent of Pfister's work [7, 8]. In fact, the
methods we introduce lead to new simple proofs of several familiar facts about multiplicative forms (see Corollaries 2.3, 2.4) proved first by Pfister in [7].

In conclusion, we wish to express our hearty thanks to Arason and Pfister, who sent us the preprint of their work [1], from which some of the ideas in Section 3 of this paper developed.*

## 1. Terminology and Basic Facts

In this section, we set up the definitions and notations to be used in this paper, and state some well-known facts about quadratic forms. The primary result here is Theorem 1.8, which will be the motivation of the subsequent sections.

By a field $F$, we shall always mean a field of characteristic different from two. We call $V$ a quadratic space over a field $F$ if $V$ is a finite-dimensional $F$-vector space equipped with a nondegenerate symmetric bilinear form $B: V \times V \rightarrow F$. By the quadratic form $q$ of the quadratic space ( $V, B$ ), we mean the map $q: V \rightarrow F$ given by $q(v)=B(v, v), v \in V$. We shall identify a quadratic space with its quadratic form when no confusion can arise. We shall say two quadratic spaces are isometric if there exists a vector space isomorphism between them which preserves the quadratic forms. We denote isometries by the symbol $\cong$. Let $\langle a\rangle$ denote the one-dimensional quadratic space $F \cdot e$ where the inner product of $e$ with itself is $a \in F-\{0\}$. It is well-known that every $n$-dimensional quadratic space $V$ is isometric to an orthogonal sum $\left\langle a_{1}\right\rangle \perp \cdots \perp\left\langle a_{n}\right\rangle$. We shall henceforth denote such an orthogonal sum by $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$.

A quadratic form $q$ is called isotropic if there exists $v \neq 0$ in $V$ such that $q(v)=0$. Otherwise, $q$ is called anisotropic. All binary isotropic forms are isometric to $\langle 1,1\rangle$. This is called the hyperbolic plane, and will be denoted by H. A hyperbolic space means, more generally, an orthogonal sum of a number of copies of $\mathbf{H}$. The Witt decomposition theorem says that any quadratic form $q$ is decomposable into $q_{a} \perp q_{h}$, where $q_{a}$ is anisotropic, and $q_{h} \cong m \mathbf{H}$ is hyperbolic. Here, the isometry type of $q_{a}$ is uniquely determined by $q$, so we speak of $q_{a}$ as the "anisotropic part" of $q$. The integer $m$ above is also uniquely determined by $q$, and will be called the "Witt index" of $q$.

For a field $F$, let $\hat{W}(F)$ denote the Witt-Grothendieck group of isometry classes of quadratic forms over $F$ (see [8], or [7]). This consists of formal differences $M-N$ of quadratic spaces, where $M-N=M^{\prime}-N^{\prime}$ if and only if $M \perp N^{\prime} \cong M^{\prime} \perp N$. The Kronecker product of quadratic spaces (forms), denoted by $\otimes$, induces a commutative ring structure on $\hat{W}(F)$. We

[^1]shall often express this product by $q_{1} q_{2}$ (instead of $q_{1} \otimes q_{2}$ ), when no confusion can arise. Since $\mathbf{Z H}$ is an ideal in $\hat{W}(F)$, we may form the Witt ring $W(F)=$ $\hat{W}(F) / \mathbf{Z H}$.

The following elementary result is well-known, and will be used implicitly throughout this paper.

Proposition 1.1. (1) Two forms $q_{1}$ and $q_{2}$ are equal in $W(F)$ if and only if their anisotropic parts $\left(q_{1}\right)_{,}$and $\left(q_{2}\right)_{n}$ are isometric. (2) If $q_{1}$ and $q_{2}$ have the same dimension, then $q_{1}$ is equal to $q_{2}$ in the Witt ring $W(F)$ if and only if $q_{1} \cong q_{2}$. (3) The elements of $W(F)$ are in one-to-one correspondence with all the isometry classes of anisotropic forms.

Let $I(F)$ denote the ideal of all even-dimensional forms in the Witt ring $W(F)$. We shall be interested in its powers $I^{n}(F)$. In order to study these ideals, we introduce the following class of quadratic forms, which will play a crucial role. For an $n$-tuple of nonzero elements $\left(a_{1}, \ldots, a_{n}\right)$ of $F$, we write $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ to denote the $2^{n}$-dimensional quadratic form $\otimes_{i=1}^{n}\left\langle 1, a_{i}\right\rangle$, and shall refer to it as an $n$-fold Pfister form. (A 0 -fold Pfister form is, by convention, taken to be $\langle 1\rangle$ ). These are essentially the strongly multiplicative forms studied by Pfister extensively in [7]. Clearly, the $n$-fold Pfister forms provide a system of generators for the abelian group $I^{n} F$.

Since any $n$-fold Pfister form $\varphi$ represents 1 , we may write $\varphi \cong\langle 1\rangle \perp \varphi^{\prime}$. We shall call $\phi^{\prime}$ the pure subform of $q$; this terminology is justified since the isometry type of $\varphi^{\prime}$ is uniquely determined by $\varphi$, according to Witt's cancellation theorem [10]. In the balance of this paper, we shall always write $\varphi^{\prime}$ to denote the pure subform of a Pfister form $\varphi$.

Let $\dot{F}$ denote the multiplicative group of $F$. For any quadratic form $q$ over $F$, we define

$$
D_{F}(q)=-\{a \in \dot{F} \mid q \text { represents } a\}
$$

and

$$
G_{F}(q)=\{a \in \dot{F} \mid\langle a\rangle q \cong q\}=\{a \in \dot{F} \mid\langle a\rangle q=q \in W(F)\}
$$

The latter is always a subgroup of $\dot{F}$.
If $L$ is an extension field of $K$, then any $K$-quadratic form $q$ gives rise to an $L$-quadratic form $q_{L}=L \otimes_{K} q$. We will need the following well-known facts about anisotropic forms and extension fields which we quote without proof. (See [1, 7 and 9]).

Lemma 1.2. Let $L=K(\sqrt{d})$ be a quadratic extension of $K$. Let $\tau$ be an anisotropic form over $K$ such that $L \otimes_{K} \tau=0$ in $W(L)$. Then there exists a form $\tau_{1}$ over $K$ such that $\tau$ is isometric to $\langle 1,-d\rangle \otimes \tau_{1}$ over K. Furthermore, if $x_{1}$ is a transcendental element over $K$, then $x_{1}{ }^{2}-d$ belongs to $G_{K\left(x_{1}\right)}\left(K\left(x_{1}\right) \otimes_{K} \tau\right)$.

Lemma 1.3. Let $\tau$ be an anisotropic form over $F$. Let $X=\left(x_{1}, \ldots, x_{m}\right)$ be a set of $m$ independent transcendental elements over $F$, and $F(X)=F\left(x_{1}, \ldots, x_{m}\right)$. Then $F(X) \otimes_{F} \tau$ is anisotropic over $F(X)$. If $F(X) \otimes_{F} \tau$ represents the value $\varphi(X)$ over $F(X)$ where $\varphi$ is an m-dimensional form over $F$, then $\tau$ is isometric to $q \perp q$ over $F$ for some (anisotropic) form $q$. In particular, $\operatorname{dim}_{F} \tau \geqslant m$.

We shall now state and prove the following theorem which is implicit in the paper of Arason-Pfister [1]. It will be needed repeatedly in the sequel.

Theorem 1.4. Let $\varphi$ be an n-fold Pfister form and $q$ an anisotropic form over $F$. If $q$ lies in the principal ideal $W(F) \cdot \varphi$, then there exists a form $\sigma$ such that $q \cong \varphi \cdot \sigma$. If $a \in D_{F}(q)$, then $\sigma$ can be chosen so that $a \in D_{F}(\sigma)$ also.

Proof. Let $X=\left(x_{1}, \ldots, x_{2^{n}}\right)$ be a set of $2^{n}$-independent transcendental elements over $F$. Write $X^{\prime}=\left(x_{2}, \ldots, x_{2^{n}}\right), K=F\left(X^{\prime}\right)$ and $d=-\varphi^{\prime}\left(X^{\prime}\right) \in K$. (Recall that $\varphi^{\prime}$ denotes the pure subform of $\varphi$ ). Let $L$ be the quadratic extension $K(\sqrt{d})$ of $K$. Then $\varphi\left(\sqrt{d}, X^{\prime}\right)=d+\varphi^{\prime}\left(X^{\prime}\right)=0$ in $L$, so $L \otimes_{K} \varphi$ is isotropic over $L$. By a well-known theorem on Pfister forms (see Corollary 2.3 below), $L \otimes_{K} \varphi_{K}=0$ in $W(L)$. The hypothesis $q \in W(F) \cdot \varphi$ now implies that $L \otimes_{K}\left(q_{K}\right)=0 \in W(L)$. By Lemma 1.3, $q_{K}$ is anisotropic over $K$. We may therefore apply Lemma 1.2 , concluding that $x_{1}{ }^{2}-d \in G_{K\left(x_{1}\right)}\left(K\left(x_{1}\right) \otimes_{F} q\right)$. Now $K\left(x_{1}\right)=F(X)$ and $x_{1}{ }^{2}-d=\varphi(X)$. Take any $a \in D_{F}(q)$; then $F(X) \otimes_{F}\langle a\rangle q$ represents the valuc $\varphi(X)$ over $F(X)$. By Lemma 1.3, $q \cong\langle a\rangle \varphi \perp q_{1}$ for some form $q_{1}$ over $F$. Now $q_{1}$ is still anisotropic, belongs to $W(F) \cdot q$, and has dimension less than that of $q$. The proof proceeds by induction.
Q.E.D.

We wish to investigate in this paper the relationship between the Pfister forms and the algebraic $K$-theory of fields. In [4] Milnor defined for any field $F$ the algebraic $K$-theory groups $K_{n}(F)$ as follows. Let $\mathscr{F}_{n}(F)$ be the free abelian group on symbols $l\left(a_{1}\right) l\left(a_{2}\right) \cdots l\left(a_{n}\right)$ where $a_{i} \in \dot{F}$. Let $\mathscr{R}_{n}(F)$ be the subgroup of $\mathscr{F}_{n}(F)$ generated by the following two types of elements:

$$
\begin{aligned}
& \text { R1. } \quad l\left(a_{1}\right) \cdots l\left(a_{n}\right) \text { where } a_{i}+a_{i+1}=1 \text { for some } i \text { such that } 1 \leqslant i \leqslant n-1 . \\
& \text { R2. } \quad l\left(a_{1}\right) \cdots l\left(a_{i} b_{i}\right) \cdots l\left(a_{n}\right)-l\left(a_{1}\right) \cdots l\left(a_{i}\right) \cdots l\left(a_{n}\right) \\
& \\
& -l\left(a_{1}\right) \cdots l\left(b_{i}\right) \cdots l\left(a_{n}\right), \quad 1 \leqslant i \leqslant n .
\end{aligned}
$$

Then $K_{n}(F)$ is defined to be the quotient group $\mathscr{F}_{n}(F) \mid \mathscr{R}_{n}(F)$. By $K_{*}(F)$ we shall mean the graded ring ( $Z, K_{1} F, K_{2} F, \ldots$ ) with the obvious multiplication (for details, see [4]).

Lemma 1.5. (1) $l(a) l(a)=l(a) l(-1)$ for all $a \in \dot{F}$. (2) If $a_{1}+\cdots+a_{n}=0$ or 1 , then $l\left(a_{1}\right) \cdots l\left(a_{n}\right)=0$ in $K_{n} F$ (see [4]).

In this paper we are primarily interested in the quotient groups $K_{n} F / 2 K_{n} F$ ， and shall call these groups $k_{n} F$ ．The elements $l\left(a_{1}\right) \cdots l\left(a_{n}\right) \in k_{n} F$ will be called the generators of $k_{n} F$ ．We have the following properties for these generators：

Lemma 1．6．（1）If $\sigma$ is a permutation of $\{1,2, \ldots, n\}$ ，then $l\left(a_{1}\right) \cdots l\left(a_{n}\right)=$ $l\left(a_{n(1)}\right) \cdots l\left(a_{\sigma(n)}\right)$ in $k_{n} F$ ．（2）$l\left(x^{2} a_{1}\right) l\left(a_{2}\right) \cdots l\left(a_{n}\right)=l\left(a_{1}\right) \cdots l\left(a_{n}\right)$ in $k_{n} F$ ．（3）If $x, y$ and $z=x+y$ are all nonzero，then $l(x) l(y)=l(z) l(-x y)$ in $k_{2} F$ ．（See ［4］for（1）and（2），and［2］for the last statement）．

In［4］Milnor defined a map $s_{n}: k_{n} F \rightarrow I^{n} F / I^{n+1} F$ by the rule

$$
s_{n}\left(l\left(a_{1}\right) \cdots l\left(a_{n}\right)\right)=-a_{1}, \ldots,-a_{n} \gg\left(\bmod I^{n+1} F\right)
$$

and proved the following．
Theorem 1．7．The maps $s_{n}$ are group epimorphisms．Furthermore，$s_{1}$ and $s_{2}$ are isomorphisms．

In Section 4 of［4］，Milnor raised the question whether the maps $s_{n}$ are isomorphisms for all $n$ ．In studying this problem，it is clear that the Pfister forms will play a crucial role．Using Theorem 1．7，we shall first state the following relationship between $k_{2} F$ and 2 －fold Pfister forms．This result is more or less well－known（for example，a special case of it has appeared in［3］）， but we shall include some indications of its proof，for completeness．

Theorem 1．8．The following statements are equivalent：
（1）The quaternion algebras $\left(a_{1}, a_{2} / F\right)$ and $\left(b_{1}, b_{2} / F\right)$ are isomorphic．
（2）《－$\left.a_{1},-a_{2}\right\rangle$ and $《-b_{1},-b_{2} 》$ are isometric 2 －fold Pfister forms．

$$
\begin{equation*}
\left.\left.《-a_{1},-a_{2}\right\rangle=《-b_{1},-b_{2}\right\rangle \bmod I^{3} F . \tag{3}
\end{equation*}
$$

$$
l\left(a_{1}\right) l\left(a_{2}\right)=l\left(b_{1}\right) /\left(b_{2}\right) \text { in } k_{2} F
$$

Proof．The 2－fold Pfister form $\left.《-a_{1},-a_{2}\right\rangle=:\left\langle 1,-a_{1},-a_{2}, a_{1} a_{2}\right\rangle$ is precisely the norm form of the quaternion algebra $\left(a_{1}, a_{2} / F\right)$ ．The equivalence of（1）and（2）therefore follows from $57: 8$ of［6］．The implication（2）$\Rightarrow$（3） is obvious，and the implication（3）$\Rightarrow(4)$ follows from Theorem 1．7．Hence we only have to show that（4）implies（1）．But by the universal property of $k_{2} F$ ，the rule $l(x) l(y) \mapsto(x, y / F)$ gives a group homomorphism from $k_{2} F$ to the Brauer group of $F$ ．Therefore，（1）follows from（4），and the proof is complete．

The theorem has the following technical corollaries which will be of use in the sequel．

Corollary 1．9．If $x, y \in F$ and $a_{1} x^{2}+t^{2} \neq 0$ ，then

$$
\left.\left\langle a_{1}, a_{2}\right\rangle \cong 《 a_{1}, a_{2}\left(a_{1} x^{2}+t^{2}\right)\right\rangle .
$$

In particular，$\left\langle a_{1}, a_{2}\right\rangle \cong\left\langle a_{1}, a_{1} a_{2}\right\rangle$ ．

Proof．Theorem 1.8 shows that it suffices to prove that

$$
l\left(-a_{1}\right) l\left(-a_{2}\right)=l\left(-a_{1}\right) l\left(-a_{2}\left(a_{1} x^{2}+t^{2}\right)\right) \text { in } k_{2} F
$$

Suppose $t \neq 0$ ．Then in $k_{2} F$ ，

$$
\begin{aligned}
& l\left(-a_{1}\right) l\left(-a_{2}\left(a_{1} x^{2}+t^{2}\right)\right) \\
& \quad=l\left(-a_{1}\right) l\left(-a_{2}\right)+l\left(-a_{1}\right) l\left(a_{1} x^{2}+t^{2}\right) \\
& \quad=l\left(-a_{1}\right) l\left(-a_{2}\right)+l\left(-a_{1}\left(\frac{x}{t}\right)^{2}\right) l\left(a_{1}\left(\frac{x}{t}\right)^{2}+1\right) \\
& \left.\quad=l\left(-a_{1}\right) l\left(-a_{2}\right) . \quad \text { (second term }=0 \text { by Lemma } 1.5\right) .
\end{aligned}
$$

If $t=0$ ，then in $k_{2} F$ ，

$$
\begin{aligned}
l\left(-a_{1}\right) l\left(-a_{2} a_{1} x^{2}\right) & =l\left(-a_{1}\right) l\left(-a_{1} a_{2}\right) \\
& =l\left(-a_{1}\right) l\left(-a_{2}\right)+l\left(-a_{1}\right) l\left(a_{1}\right) \\
& =l\left(-a_{1}\right) l\left(-a_{2}\right) \quad \text { by Lemma 1.5(2). }
\end{aligned}
$$

Corollary 1．10．If $a_{1} x^{2}+a_{2} t^{2} \neq 0$ ，then

$$
\left.《 a_{1}, a_{2}\right\rangle \cong\left\langle a_{1} x^{2}+a_{2} t^{2}, a_{1} a_{2}\right\rangle .
$$

Proof．Again，it suffices to prove that

$$
l\left(-a_{1}\right) l\left(-a_{2}\right)=l\left(-a_{1} x^{2}-a_{2} t^{2}\right) l\left(-a_{1} a_{2}\right) \text { in } k_{2} F
$$

Set $z=-a_{1} x^{2}-a_{2} t^{2} \in \dot{F}$ ．If $x \neq 0$ and $t \neq 0$ ，then in $k_{2} F$

$$
l\left(-a_{1}\right) l\left(-a_{2}\right)=l\left(-a_{1} x^{2}\right) l\left(-a_{2} t^{2}\right)=l(z) l\left(-a_{1} a_{2}\right)
$$

by Lemma 1．6（3）．If $x=0$ or $t=0$ ，we get the result directly from the last statement of the preceding corollary．

## 2．Chain－$p$－Equivalence

The element $l(a) \in k_{1} F=\dot{F} / \dot{F}^{2}$ is of course the complete invariant of the 1 －fold Pfister form $《-a\rangle=\langle 1,-a\rangle$ ．By Theorem 1．8，$l\left(a_{1}\right) l\left(a_{2}\right) \in k_{2} F$ is also a complete invariant for the isometry class of the 2 －fold Pfister form $\left.《-a_{1},-a_{2}\right\rangle$ ．One naturally asks if an analogous result will hold for the isometry class of an $n$－fold Pfister form．Motivated by this，one is led to the following definition．Let $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ and $\left.《 b_{1}, \ldots, b_{n}\right\rangle$ be two $n$－fold Pfister forms．We shall say that they are simply－p－equivalent if there exist two indices $i$ and $j$ such that
（a）$\left.\left\langle a_{i}, a_{j}\right\rangle \cong 《 b_{i}, b_{j}\right\rangle$（see Theorem 1.8 for equivalent conditions）， and
（b）$a_{k}=b_{k}$ whenever $k$ is different from $i$ and $j$ ．
［Note：In the condition（a）above，if $i$ is equal to $j$ ，the expression $《 a_{i}, a_{3} 》$ is understood to be just $\left.\left\langle a_{i}\right\rangle.\right]$ More generally，we say that two $n$－fold Pfister forms $\varphi$ and $\sigma$ are chain－p－equivalent if there exists a sequence of $n$－fold Pfister forms $\varphi_{0}, \varphi_{1}, \ldots, \varphi_{m}$ such that $\varphi_{0}=\varphi, \varphi_{m}=\sigma$ ，and that each $\varphi_{i}$ is simply－p－equivalent to $\varphi_{i \rightarrow 1}(0 \leqslant i \leqslant m-1)$ ．Chain－p－equivalence is clearly an equivalence relation on all $n$－fold Pfister forms；it will be denoted by the symbol $\approx$ ．If $n \leqslant 2$ ，this new symbol $\approx$ is clearly synonymous with $\cong$ ．

From definition，and Theorem 1．8，we may record
Proposition 2．1．If $<-a_{1}, \ldots,-a_{n} \geqslant \approx<-b_{1}, \ldots,-b_{n} 》$ ，then $l\left(a_{1}\right) \cdots l\left(a_{n}\right)=$ $l\left(b_{1}\right) \cdots l\left(b_{n}\right)$ in $k_{n} F$ ．

Our goal in this and the next section is to prove that chain－p－equivalence of n－fold Pfister forms coincides with ordinary isometry of such forms．This fact （Main Theorem 3.2 below）is a rather surprising analog of Witt＇s classical chain equivalence theorem［10］．

As the first step toward our goal，we prove the following important proposition：

Proposition 2．2．Suppose $\varphi=《 a_{1}, \ldots, a_{n} \|^{\prime}$ is an $n$－fold Pfister form $(n \geqslant 1)$ ，and $b \in D_{F}\left(\varphi^{\prime}\right)$ ．（Recall that $\left.\varphi \cong\langle 1\rangle \perp \varphi^{\prime}\right)$ ．Then there exist nonzero elements $b_{2}, \ldots, b_{n}$ of $F$ such that $\varphi$ is chain－p－equivalent to $\ll b, b_{2}, \ldots, b_{n} 》$ ．

Remark．If the word＂chain－p－equivalent＂above is replaced by the word ＂isometric＂，the proposition is a known result，which，for example，has appeared in Scharlau＇s notes［9］．

Proof of Proposition 2．2．The proof is by induction on $n$ ．If $n=1$ ，then $\varphi=\left\langle a_{1}\right\rangle=\left\langle a_{1}, \mathbf{I}\right\rangle$ ．Since $b \in D_{F}\left(\varphi^{\prime}\right)=D_{F}\left(\left\langle a_{1}\right\rangle\right)$ ，we have $\langle b\rangle \cong\left\langle a_{1}\right\rangle$ ， and the result follows．Now assume the result for $(n-1)$－fold Pfister forms． Let $\tau=\left\langle a_{1}, \ldots, a_{n-1}\right\rangle \cong\langle 1\rangle \perp \tau^{\prime}$ ．Then $\varphi \cong \tau\left\langle a_{n}, 1\right\rangle \cong\left\langle a_{n}\right\rangle \tau \perp \tau$ ，so $\varphi^{\prime} \cong\left\langle a_{n}\right\rangle \tau \perp \tau^{\prime}$ ．Since，by hypothesis，$b \in D_{F}\left(\varphi^{\prime}\right)$ ，there exist $x \in D_{F}(\tau) \cup\{0\}$ and $y \in D_{F}\left(\tau^{\prime}\right) \cup\{0\}$ such that $b=a_{n} x+y$ ．We may further write $x=x_{0}+t^{2}$ where $x_{0} \in D_{F}\left(\tau^{\prime}\right) \cup\{0\}$ ．Since $b \neq 0, x$ and $y$ cannot be both equal to zero．

Case 1．If $x=0$ ，then $0 \neq b=y \in D_{F}\left(\tau^{\prime}\right)$ ．By inductive hypothesis， there exist nonzero $d_{2}, \ldots, d_{n-1}$ such that $\tau \approx 《 y, d_{2}, \ldots, d_{n-1} 》$ ．Thus

$$
\left.\left.\varphi \approx 《 y, d_{2}, \ldots, d_{n-1}, a_{n}\right\rangle=《 b, d_{2}, \ldots, d_{n-1}, a_{n}\right\rangle
$$

and we are done．

Case 2．Suppose $x \neq 0$ ．We claim that $\left.\varphi \approx 《 a_{1}, \ldots, a_{n-1}, x a_{n}\right\rangle$ ．There is nothing to prove if $x_{0}=0$ ，for then $x=t^{2}$ ．So we may suppose that $x_{0} \in D_{F}\left(\tau^{\prime}\right)$ ． By inductive hypothesis，there exist $c_{2}, \ldots, c_{n-1}$ in $\dot{F}$ such that

$$
\tau \approx 《 x_{0}, c_{2}, \ldots, c_{n-1} 》 ;
$$

thus

$$
\begin{aligned}
\varphi & \approx\left\langle x_{0}, c_{2}, \ldots, c_{n-1}, a_{n}\right\rangle \\
& \approx 《\left\langle x_{0}, c_{2}, \ldots, c_{n-1},\left(x_{0}+t^{2}\right) a_{n}\right\rangle \quad \text { (Corollary 1.9) } \\
& \approx 《\left\langle a_{1}, \ldots, a_{n-1}, x a_{n}\right\rangle
\end{aligned}
$$

proving our claim．If $y=0$ ，then the last entry $x a_{n}$ above is just $b$ and we are done．So we may assume that $y \in D_{F}\left(\tau^{\prime}\right)$ ．Again our inductive hypothesis implies that $\tau \approx 《 y, d_{2}, \ldots, d_{n-1} 》$ where $d_{i} \in \dot{F}, 2 \leqslant i \leqslant n-1$ ．Hence

$$
\begin{align*}
\varphi & \left.\approx 《 y, d_{2}, \ldots, d_{n-1}, x a_{n}\right\rangle \\
& \left.\approx 《 y+x a_{n}, d_{2}, \ldots, d_{n-1}, x y a_{n}\right\rangle \quad \text { (by Corollary } 1.10 \text { ) } \\
& \left.=《 b, d_{2}, \ldots, d_{n-1}, x y a_{n}\right\rangle .
\end{align*}
$$

This proposition has the following interesting consequences：

Corollary 2．3．If $\left.\varphi=《 a_{1}, \ldots, a_{n}\right\rangle$ is isotropic，then $\varphi$ is hyperbolic． （This is a well－known fact，usually proved by Pfister＇s theory of multiplicative forms［7］．）

Proof．Since $\varphi$ contains a hyperbolic plane，we obtain $-1 \in D_{F}\left(\varphi^{\prime}\right)$ by Witt＇s cancellation theorem．By the Proposition，$\varphi \approx 《-1, \ldots\rangle$ ，so $\varphi$ is a hyperbolic form．

Corollary 2．4．For a Pfister form $\varphi, D_{F}(\varphi)=G_{F}(\varphi)$ ．In particular，$\varphi$ satisfies the＂strongly multiplicative＂property［7］，namely，over the transcen－ dental extension $K=F(X)$ ，there is an isometry $\varphi(X) \cdot \varphi_{K} \cong \varphi_{K}$ ．

Proof．It is clear that $G_{F}(\varphi) \subset D_{F}(\varphi)$ ，since $\varphi$ represents 1 ．For the reverse inclusion，let $c \in D_{F}(\varphi)$ so that $c=t^{2}+b$ ，where $b \in D_{F}\left(\varphi^{\prime}\right) \cup\{0\}$ ．We may clearly assume that $h \neq 0$ ．Therefore，by the Proposition，$\left.\varphi \approx 《 b_{,} b_{2}, \ldots, b_{n}\right\rangle$ ． Since $c \in D_{F}(\langle 1, b\rangle)$ ，we have $\langle 1, b\rangle \cong\langle c, c b\rangle$ ．Consequently，

$$
\begin{align*}
\langle c\rangle \varphi & \left.\cong\langle c\rangle\langle 1, b\rangle \ll b_{2}, \ldots, b_{n}\right\rangle \\
& \cong\langle c\rangle\langle c, c b\rangle\left\langle b_{2}, \ldots, b_{n}\right\rangle \\
& \cong\left\langle b, b_{2}, \ldots, b_{n}\right\rangle \cong \varphi
\end{align*}
$$

Corollary 2．5．Let $\varphi=\left\langle a_{1}, \ldots, a_{n}\right\rangle$ and $a \in D_{F}(\varphi)$ ．Then

$$
\left.《 a_{1}, \ldots, a_{n}, b\right\rangle \approx 《 a_{1}, \ldots, a_{n}, a b 》 .
$$

In particular $\left\langle a_{1}, \ldots, a_{n}, a\right\rangle$ is isometric to $2 \varphi$ ，and $\left." a_{1}, \ldots, a_{n},-a\right\rangle$ is hyperbolic．

Proof．Write $a=a_{0}+t^{2}$ where $a_{0} \in D_{F}\left(\varphi^{\prime}\right) \cup\{0\}$ ．We may assume that $a_{0} \in D_{F}\left(\varphi^{\prime}\right)$（there is nothing to prove if $a_{0}=0$ ）．By the Proposition，there exist nonzero $a_{2}{ }^{\prime}, \ldots, a_{n}{ }^{\prime}$ such that $\varphi \approx 《 a_{0}, a_{2}{ }^{\prime}, \ldots, a_{n}{ }^{\prime} 》$ ．Hence

$$
\begin{aligned}
\left.《 a_{1}, \ldots, a_{n}, b\right\rangle & \left.\approx 《 a_{0}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}, b\right\rangle \\
& \approx 《 a_{0}, a_{2}^{\prime}, \ldots, a_{n}^{\prime}, b\left(a_{0}+t^{2}\right) 》 \\
& \approx 《 a_{1}, a_{2}, \ldots, a_{n}, a b 》 .
\end{aligned}
$$

The last statement of the corollary follows immediately from this，by setting $b= \pm 1$ ．

Q．E．D．
The following generalization of Proposition 2.2 is the main tool in the study of chain－$p$－equivalence．

Theorem 2．6．If $\left.\left.\tau=《 a_{1}, \ldots, a_{r}\right\rangle(r \geqslant 0), \gamma=\ll b_{1}, \ldots, b_{s}\right\rangle(s \geqslant 1)$ and $c_{1} \in D_{F}\left(\tau \gamma^{\prime}\right)$ ，then there exist nonzero elements $c_{2}, \ldots, c_{s}$ in $F$ such that

$$
《 a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s} \geqslant \approx 《 a_{1}, \ldots, a_{r}, c_{1}, \ldots, c_{\mathrm{s}} \Downarrow
$$

In particular，if $\tau \gamma^{\prime}$ represents－ 1 ，then $\tau \gamma$ is hyperbolic．
Proof．We prove this theorem by induction on $s$ ．If $s=1$ ，then $c_{1} \in D_{F}\left(\left\langle b_{1}\right\rangle \tau\right)$ ，so $c_{1}=b_{1} x$ where $x \in D_{F}(\tau)$ ．Corollary 2.5 implies that $\left.\left.\left.《 a_{1}, \ldots, a_{r}, b_{1}\right\rangle \approx 《 a_{1}, \ldots, a_{r}, b_{1} x\right\rangle=\ll a_{1}, \ldots, a_{r}, c_{1}\right\rangle$ ．By induction，we may assume the result for $\left\langle a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s-1}\right\rangle$ ．Let $\sigma=\left\langle b_{1}, \ldots, b_{s-1}\right\rangle$ so $\gamma=\sigma\left\langle b_{s}, 1\right\rangle=\left\langle b_{s}\right\rangle \sigma \perp \sigma$ and $\gamma^{\prime} \cong\left\langle b_{s}\right\rangle \sigma \perp \sigma^{\prime}$ ．Therefore $\tau \gamma^{\prime} \cong\left\langle b_{s}\right\rangle \tau \sigma \perp \tau \sigma^{\prime}$ ． Since $c_{1} \in D_{F}\left(\tau \gamma^{\prime}\right)$ ，there exist $x \in D_{F}(\tau \sigma) \cup\{0\}$ and $y \in D_{F}\left(\tau \sigma^{\prime}\right) \cup\{0\}$ such that $c_{1}=b_{s} x+y$ ．If $x \neq 0$ and $y \neq 0$ ，we obtain the result in the following two steps．

Step 1．$\left.\left\langle a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s}\right\rangle \approx \ll a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s} x\right\rangle$ by Corollary 2．5．
Step 2．By induction there exist nonzero elements $c_{2}, \ldots, c_{s-1}$ such that

$$
\begin{equation*}
\left.\left.《 a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s-1}\right\rangle \approx \leqslant a_{1}, \ldots, a_{r}, y, c_{2}, \ldots, c_{s-1}\right\rangle \tag{*}
\end{equation*}
$$

Hence by Step 1，

$$
\begin{aligned}
& 《 a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s-1}, b_{s} 》 \\
& \left.\quad \approx 《 a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s-1}, b_{s} x\right\rangle \\
& \left.\quad \approx 《 a_{1}, \ldots, a_{r}, y, c_{2}, \ldots, c_{s-1}, b_{s} x\right\rangle \\
& \left.\quad \approx 《 a_{1}, \ldots, a_{r}, c_{1}, c_{2}, \ldots, c_{s-1}, b_{s} x y\right\rangle \quad \text { by Corollary } 1.10 .
\end{aligned}
$$

We are now left with the case when one of $x, y$ is zero. If $y=0$, then $0 \neq c_{1}=b_{s x} x$, and Step 1 provides the necessary proof. If $x=0$, then $c_{1}=y$, and from (*),

$$
\left.\left.《 a_{1}, \ldots, a_{r}, b_{1}, \ldots, b_{s}\right\rangle \approx \ll a_{1}, \ldots, a_{r}, c_{1}, \ldots, c_{s-1}, b_{s}\right\rangle
$$

which completes the proof.
Using this theorem together with Theorem 1.4 , we can now state the following result.

Theorem 2.7. Suppose $\varphi, \sigma$ and $\rho$ are, respectively, $n$-fold, s-fold and r-fold Pfister forms, where $s \geqslant 0$ and $r \geqslant 1$. Suppose further there exists a form $q$ such that $\varphi^{\prime} \cong \rho^{\prime} \sigma \perp q$. Then there exists an $(n-(r+s))$-fold Pfister form $\mu$ such that $\varphi \cong \rho \sigma \mu$.

Proof. Again we prove the theorem by induction.
Step 1. Assume $r=1, \rho=\langle x\rangle=\langle x, 1\rangle$, and induct on $s \geqslant 0$. For $s=0$, the conclusion follows from Proposition 2.2. For $s \geqslant 1$, write $\sigma=\gamma\langle 1, a\rangle$, where $\gamma$ is an $(s-1)$-fold Pfister form. Then $\varphi^{\prime} \cong\langle x\rangle \sigma \perp q \cong$ $\langle x\rangle \gamma \perp\langle x a\rangle \gamma \perp q$. By the inductive hypothesis, there exists an $(n-s)$-fold Pfister form $\mu$ such that $\varphi \cong\langle 1, x\rangle \gamma \mu$. Expanding this, we get

$$
\varphi \simeq\langle 1, x\rangle \gamma \mu^{\prime} \perp\langle x\rangle \gamma \perp \gamma
$$

On the other hand,

$$
\varphi \cong \varphi^{\prime} \perp\langle 1\rangle \cong\langle x\rangle \gamma \perp\langle x a\rangle \gamma \perp(q \perp\langle 1\rangle)
$$

Witt's cancellation theorem therefore yields

$$
\begin{equation*}
\langle 1, x\rangle \gamma \mu^{\prime} \perp \gamma \cong\langle x a\rangle \gamma \perp(q \perp\langle 1\rangle) . \tag{**}
\end{equation*}
$$

Subcase 1. Assume here that $q \perp\langle 1\rangle$ is anisotropic. From the above equation, we have $q \perp\langle 1\rangle \in W(F) \cdot \gamma$. Hence by Theorem 1.4 we may write $q \perp\langle 1\rangle \cong \gamma \perp q_{1}$ for some $q_{1}$. By ( $* *$ ) and the cancellation theorem, we obtain $\langle 1, x\rangle \gamma \mu^{\prime} \cong\langle x a\rangle \gamma \perp q_{1}$. Since $\gamma$ represents 1 , we have $x a \in D_{F}\left(\langle 1, x\rangle \gamma \cdot \mu^{\prime}\right)$. Theorem 2.6 now implies that $\varphi \cong\langle 1, x\rangle \gamma\langle 1, x a\rangle \eta$ where $\eta$ is an $(n-(s+1))$-fold Pfister form. But Corollary 1.9 shows that $\left\langle\langle x, x a\rangle \cong\langle x, a\rangle\right.$. Thus $\varphi \cong\langle 1, x\rangle \cdot\langle 1, a\rangle \cdot \gamma \eta=\langle 1, x\rangle_{\sigma \eta}$, as desired.

Subcase 2. Assume here that $q \perp\langle 1\rangle$ is isotropic. Since

$$
\varphi=\langle x\rangle \sigma \perp(q \perp\langle 1\rangle)
$$

we conclude (from Corollary 2.3) that $\varphi=0 \in W(F)$. If $s<n-1$, then the conclusion of Theorem 2.7 is trivial. We may therefore assume that $s=n-1$,
so $\operatorname{dim}(\langle x\rangle \sigma)=\operatorname{dim}(q \perp\langle 1\rangle)=2^{n-1}$. But then $\varphi=0 \in W(F)$ implies (by Proposition 1.1) that $q \perp\langle 1\rangle \cong\langle-x\rangle \sigma$. Hence again by Corollary 2.3, $\sigma$ is also hyperbolic. We have $\varphi \cong \rho \sigma\left(\simeq 2^{n-1} \mathbf{H}\right)$ in this case.

Step 2. In the preceding step, we have shown that the theorem is valid for $r=1$ (and for all $s$ ). For $r>1$, we may assume, as inductive hypothesis, that the result is true for $r-1$ (and for all $s$ ). Write $\rho=\tau\langle 1, x\rangle$ where $\tau$ is an $(r-1)$-fold Pfister form. Hence $\rho^{\prime} \cong \tau^{\prime}\langle 1, x\rangle \perp\langle x\rangle$. From the original hypothesis we obtain

$$
\varphi^{\prime} \cong \rho^{\prime} \sigma \perp q \cong\langle x\rangle \sigma \perp \tau^{\prime}(\langle 1, x\rangle \sigma) \perp q
$$

From the inductive hypothesis, there exists an $(n-(r+s))$-fold Pfister form $\mu$ such that $\varphi \cong \tau\langle 1, x\rangle \sigma \mu=\rho \sigma \mu$, as was to be shown.

Remark. The following special cases are noteworthy:
(1) $(r=1, s=1)$. If $\varphi$ is an $n$-fold Pfister form ( $n \geqslant 2$ ) such that $\varphi^{\prime}$ contains a binary subform isometric to $\langle x, y\rangle$, then $\varphi \cong 《 x, y\rangle \mu$ for a suitable $(n-2)$-fold Pfister form $\mu$. (The theorem applies here with $\rho=\langle 1, x\rangle$ and $\sigma=\langle 1, y / x\rangle$.)
(2) $(r=1, \rho=\langle 1,1\rangle)$. If $\varphi^{\prime}$ contains a subform isometric to an $s$-fold Pfister form $\sigma$, then $\varphi \cong 2 \sigma \mu$ for a suitable $(n-s-1)$-fold Pfister form $\mu$.
(3) ( $s=0$ ). If $\varphi$ contains a subform isometric to $\rho$, then $\varphi \cong \rho \mu$ for a suitable $(n-r)$-fold Pfister form $\mu$. The only known proof of this utilizes Pfister's theory of multiplicative forms [7].

## 3. The Main Theorem

In this section we generalise Theorem 1.8 to arbitrary $n$-fold Pfister forms, and prove that chain- $p$-equivalence of Pfister forms coincides with ordinary isometry of such forms. The main tools have been developed in the last section (Proposition 2.2 and Theorem 2.6).

We first record here the beautiful "Hauptsatz" of Arason-Pfister in their recent work [1] which we shall use.

Hauptsatz 3.1. If $\varphi$ is an anisotropic form (of positive dimension) over $F$ such that $\varphi \in I^{n} F$, then $\operatorname{dim} \varphi \geqslant 2^{n}$.

Corollary to the Hauptsatz. Let $\varphi$, $\gamma$ be two quadratic forms which represent a common value $a \in \dot{F}$. Suppose further that $\operatorname{dim} \varphi+\operatorname{dim} \gamma \leqslant 2^{n+1}+1$. Then

$$
\varphi \equiv \gamma\left(\bmod I^{n+1} F\right) \Rightarrow \varphi=\gamma \in W(F) .
$$

Proof．Since $a \in D_{F}(\varphi) \cap D_{F}(\gamma)$ ，there exist forms $\varphi_{0}$ and $\gamma_{0}$ such that $\varphi \cong\langle a\rangle \perp \varphi_{0}$ and $\gamma \cong\langle a\rangle \perp \gamma_{0}$ ．Consider $q=\varphi_{0} \perp\langle-1\rangle \gamma_{0}$ ．Since

$$
\varphi \perp\langle-1\rangle \gamma \cong\langle a,-a\rangle \perp \varphi_{0} \perp\langle-1\rangle \gamma_{0} \cong \mathbf{H} \perp q,
$$

the hypothesis $\varphi \equiv \gamma\left(\bmod I^{n+1} F\right)$ implies that $q \in I^{n+1} F$ ．Let $q \cong q_{a} \perp q_{h}$ be a Witt decomposition of $q$ ，where $q_{a}$ is the anisotropic part and $q_{h}$ hyper－ bolic．Then，in the Witt ring，$q_{a}=q \in I^{n+1} F$ ．If $q_{a}$ is not the zero form，then by the Hauptsatz above，we have inequalities

$$
2^{n+1} \leqslant \operatorname{dim} q_{a} \leqslant \operatorname{dim} q=\operatorname{dim} \varphi+\operatorname{dim} \gamma-2
$$

This implies that $\operatorname{dim} \varphi+\operatorname{dim} \gamma \geqslant 2^{n+1}+2$ ，a contradiction to our hypothesis．Thus $q_{a}$ must be the zero form；in other words $q=0 \in W(F)$ ． It follows that $\varphi=\gamma \in W(F)$ ．

Q．E．D．

Main Theorem 3．2．The following statements are equivalent：
（1）$\left.《-a_{1}, \ldots,-a_{n}\right\rangle$ and $\left.《-b_{1}, \ldots,-b_{n}\right\rangle$ are chain－p－equivalent．
（2）$l\left(a_{1}\right) \cdots l\left(a_{n}\right)=l\left(b_{1}\right) \cdots l\left(b_{n}\right)$ in $k_{n} F$ ．
（3）$\left.\left.《-a_{1}, \ldots,-a_{n}\right\rangle \equiv 《-b_{1}, \ldots,-b_{n}\right\rangle\left(\bmod I^{n+1} F\right)$ ．
（4）$\left.《-a_{1}, \ldots,-a_{n}\right\rangle$ and $\left.《-b_{1}, \ldots,-b_{n}\right\rangle$ are isometric．
（5）There exist nonzero elements $a$ and $b$ in $F$ such that $\langle a\rangle \cdot \mathbb{}-a_{1}, \ldots$ ， $\left.-a_{n}\right\rangle$ is isometric to $\left.\langle b\rangle \cdot 《-b_{1}, \ldots,-b_{n}\right\rangle$.

In particular，$l\left(a_{1}\right) \cdots l\left(a_{n}\right) \in k_{n} F$ is a complete invariant for the isometry class of the Pfister form $《-a_{1}, \ldots,-a_{n} 》$ ．

Proof．Observe that if $\varphi$ is an $n$－fold Pfister form，then $\langle a\rangle \varphi \equiv \varphi$ $\left(\bmod I^{n+1} F\right)$ ．Thus $(5) \Rightarrow$（3）．Also，trivially，$(4) \Rightarrow(5)$ ．Consequently，it is sufficient to show that the first four statements are equivalent．This will be done in the following order：$(1) \Rightarrow(2) \Rightarrow(3) \Rightarrow(4) \Rightarrow(1)$ ．To simplify notations，we write $\left.\left.\varphi=《<-a_{1}, \ldots,-a_{n}\right\rangle, \gamma=《<-b_{1}, \ldots,-b_{n}\right\rangle$ ．
$(1) \Rightarrow(2)$ ．This is just Proposition 2．1．
$(2) \Rightarrow(3)$ ．This follows from Theorem 1．7．
（3）$\Rightarrow$（4）．This follows from the Corollary to the Hauptsatz since $\varphi$ and $\gamma$ both represent 1 ，and $\operatorname{dim} \varphi+\operatorname{dim} \gamma=2^{n+1}$ ．
（4）$\Rightarrow$（1）．Assuming $\varphi \cong \gamma$ ，we claim that for any integer $r, 0 \leqslant r \leqslant n$ ，

There exist $c_{r+1}, \ldots, c_{n} \in \dot{F}$ such that
$\left(A_{r}\right):$

$$
\left.\varphi \approx-b_{1}, \ldots,-b_{r},-c_{r+1}, \ldots,-c_{n}\right\rangle .
$$

If this is established，then setting $r=n$ ，the statement $\left(A_{n}\right)$ implies the desired conclusion that $\varphi \approx \gamma$ ．Now we prove $\left(A_{r}\right)$ inductively on $r$ ．There is nothing to prove in case $r=0$ ．Assume inductively that $\left(A_{r}\right)$ is true，where $r<n$ ．We must proceed to verify $\left(A_{r+1}\right)$ ．Set $\left.\tau=《-b_{1}, \ldots,-b_{r}\right\rangle$ ， $\left.\rho=《-b_{r+1}, \ldots,-b_{n}\right\rangle$ ，and $\eta=《-c_{r+1}, \ldots,-c_{n} \%$ ．Then the latter is an $s$－fold Pfister form，where $s=n-r$ ．We have，from the various hypotheses，

$$
\tau \rho \cong \gamma \cong \varphi \cong \tau \eta
$$

In other words，$\tau \perp \tau \rho^{\prime} \cong \tau \perp \tau \eta^{\prime}$ ．By the cancellation theorem，it follows that $\tau \rho^{\prime} \cong \tau \eta^{\prime}$ ．But then

$$
-b_{r+1} \in D_{F}\left(\rho^{\prime}\right) \subset D_{F}\left(\tau \rho^{\prime}\right)=D_{F}\left(\tau \eta^{\prime}\right)
$$

By Theorem 2.6 we obtain
$\left.\left.《-b_{1}, \ldots,-b_{r},-c_{r+1}, \ldots,-c_{n}\right\rangle \approx 《-b_{1}, \ldots,-b_{r},-b_{r+1},-c_{r+2}^{\prime}, \ldots,-c_{n}{ }^{\prime}\right\rangle$,
where $c_{j}^{\prime} \in \dot{F}(r+2 \leqslant j \leqslant n)$ ．From this and the inductive hypothesis $\left(A_{r}\right)$ ，we obtain $\varphi \approx 《-b_{1}, \ldots,-b_{r},-b_{r+1},-c_{r+2}^{\prime}, \ldots,-c_{n}^{\prime} 》$ which estab－ lishes the truth of $\left(A_{r+1}\right)$ ．The proof of the Main Theorem is now complete．

We shall now record a number of corollaries of the Main Theorem．

Corollary 3．3． $l\left(a_{1}\right) \cdots l\left(a_{n}\right)=0$ in $k_{n} F$ ．In particular，$k_{n} F=0$ if and only if $I^{n} F=0$ ，if and only if every $n$－fold Pfister form is isotropic（hyperbolic）．

Corollary 3．4．Let $\mathscr{F}_{n}{ }^{\prime}(F)$ be the free abelian group on symbols $t\left(a_{1}\right) \cdots t\left(a_{n}\right)$ where $a_{i} \in \dot{F}(1 \leqslant i \leqslant n)$ ，and let $\mathscr{R}_{n}{ }^{\prime}(F)$ be the subgroup of $\mathscr{F}_{n}^{\prime}(F)$ generated by the following two types of elements：
（ $\left.\mathrm{R}^{\prime} 1\right) \quad t\left(a_{1}\right) \cdots t\left(a_{n}\right)$ where $《-a_{1}, \ldots,-a_{n} 》$ is isotropic．
（R＇2）$t\left(a_{1}\right) \cdots t\left(a_{i} b_{i}\right) \cdots t\left(a_{n}\right)-t\left(a_{1}\right) \cdots t\left(a_{i}\right) \cdots t\left(a_{n}\right)-t\left(a_{1}\right) \cdots t\left(b_{i}\right) \cdots t\left(a_{n}\right)$.
Then the quotient group $k_{n}{ }^{\prime}(F)=\mathscr{F}_{n}^{\prime}(F) / \mathscr{R}_{n}{ }^{\prime}(F)$ is canonically isomorphic to $k_{n} F$ ．
Proof．One checks easily that the natural maps $k_{n}{ }^{\prime} F \rightarrow k_{n} F$ given by $t\left(a_{1}\right) \cdots t\left(a_{n}\right) \mapsto l\left(a_{1}\right) \cdots l\left(a_{n}\right)$ and $k_{n} F \rightarrow k_{n}{ }^{\prime} F$ given by $l\left(a_{1}\right) \cdots l\left(a_{n}\right) \mapsto$ $t\left(a_{1}\right) \cdots t\left(a_{n}\right)$ are well－defined homomorphisms and hence isomorphisms．

In［4］，Milnor showed that the element -1 is a sum of squares in $F$ if and only if every positive dimensional element of the ring $K_{*} F$ is nilpotent． Corollary 3.3 allows us to refine this result to the following．

Corollary 3.5. The element -1 is a sum of squares in $F$ if and only if every positive dimensional element of the ring $k_{*} F$ is nilpotent. Furthermore, if $s=2^{m}$ is the level of $F($ the level of a field is always a power of 2 or infinity), then $m$ is precisely the smallest integer such that $l(-1)^{m+1}=0$ in $k_{*} F$. In this case $l(-1)^{m+2}=0$ in $K_{*} F$, and for any $a \in \dot{F}, l(a)^{m+3}=0$ in $K_{*} F$.

Proof. If -1 is a sum of squares in $F$, then every positive dimensional element of $k_{*} F$ is nilpotent, since this is true already in $K_{*} F$. Conversely, suppose -1 is not a sum of squares. Then for any $n$, the $n$-fold Pfister form $《 1, \ldots, 1 》$ is anisotropic. Corollary 3.3 therefore implies that $l(-1)^{n} \neq 0$ in $k_{n} F$. Next, suppose the level of $F$ is $s=2^{m}$. Then, the $m$-fold Pfister form $\varphi=\langle\langle 1, \ldots, 1\rangle$ is anisotropic, and the ( $m+1$ )-fold Pfister form $\varphi\langle 1,1\rangle$ is isotropic. Hence in $k_{*} F, l(-1)^{m} \neq 0$, and $l(-1)^{m+1}=0$, according to Corollary 3.3. Lifting to $K_{m+1} F$, we may write $l(-1)^{m+1}=-2 \alpha, \alpha \in K_{m+1} F$. But $2 l(-1)=l(1)=0 \in K_{1} F$, so $l(-1)^{m+2}=0$ in $K_{m+2} F$. Finally, if $a \in \dot{F}$, by Lemma 1.5(1),

$$
l(a)^{m+3}=l(a) l(-1)^{m+2}=0 \text { in } K_{m+3} F .
$$

This completes the proof of Corollary 3.5.
We shall conclude this section with another application of the Main Theorem to fields $F$ of finite level $s=2^{m}$. This result (Theorem 3.7 below) provides a lower bound on the $Z_{2}$-dimensions of the vector spaces $k_{m-r+1} F$, where $1 \leqslant r \leqslant m$. For $r=m$, we shall get $\operatorname{dim}_{\mathcal{Z}_{2}} k_{1} F \geqslant m(m+1) / 2$, a fact established first by Kaplansky. Thus, our theorem may be viewed as an extension of Kaplansky's result. We shall need the following simple lemma.

Lemma 3.6. For any given nonnegative integer $s, l(-1)^{s} l(x)=0$ in $k_{s+1} F$ if and only if $x \in D_{F}\left(2^{s}\langle 1\rangle\right)$.

Proof. If $x \in D_{F}\left(2^{s}\langle 1\rangle\right)$, then $2^{s}\langle 1,-x\rangle$ is isotropic; by Corollary 2.3 and Theorem 3.2, we get $l(-1)^{s} l(x)=0$. Conversely, if $l(-1)^{s} l(x)=0$, the Main Theorem implies that $2^{s}\langle 1,-x\rangle$ is hyperbolic. By Witt's cancellation theorem, we obtain $2^{s}\langle x\rangle \cong 2^{s}\langle 1\rangle$; in particular $x \in D_{F}\left(2^{s}\langle 1\rangle\right)$. Q.E.D.

Theorem 3.7. Suppose $F$ has finite level $s=2^{m}$. Then,
(1) $\operatorname{dim}_{Z_{2}} k_{m-r+1} F \geqslant r(r+1) / 2$, where $1 \leqslant r \leqslant m$.
(2) $\operatorname{dim}_{Z_{\mathbf{2}}} I^{m-r+1} F / I^{m-r+2} F \geqslant r(r+1) / 2$, where $1 \leqslant r \leqslant m$.
(3) The subgroup of the Brauer group of $F$ generated by the quaternion algebras has $Z_{2}$-dimension no smaller than $m(m-1) / 2$.
(4) The cardinality of $W(F)$ is no smaller than $2 \cdot 2^{m(m+1)(m+2) / 6}$.
(This lower bound is much more satisfactory than the existing bounds in the literature.)

Proof. (1) To simplify the notation, we write $D_{j}=D_{F}\left(2^{j}\langle 1\rangle\right) / \dot{F}^{2}$. Thus, $k_{1} F$ admits a filtration $0=D_{0} \subset D_{1} \subset \cdots \subset D_{m} \subset D_{m+1}=k_{1} F$. By writing down -1 as a sum of $2^{m}$ squares and looking at the subsums of this expression $[8$, Satz $18(\mathrm{~d})]$, it is easy to see that, for $j \leqslant m, \operatorname{dim}_{z_{2}} D_{j} / D_{j-1} \geqslant m-j+1$. Now, multiplication by $l(-1)^{m-r}$ defines a $Z_{2}$-linear map $f: k_{1} F \rightarrow k_{m-r+1} F$. By Lemma 3.6, $\operatorname{ker}(f)$ is precisely $D_{m-r}$. Consequently,

$$
\begin{aligned}
\operatorname{dim}_{Z_{2}} k_{m-r+1} F & \geqslant \operatorname{dim}_{Z_{2}} k_{\mathbf{1}} F / D_{m-r} \geqslant \operatorname{dim}_{Z_{2}} D_{m} / D_{m-r} \\
& =\operatorname{dim}_{Z_{2}} D_{m} / D_{m-1}+\cdots+\operatorname{dim}_{Z_{2}} D_{m-r+1} / D_{m-r} \\
& \geqslant 1+2+\cdots+r=r(r+1) / 2
\end{aligned}
$$

(2) The above argument actually shows that $\operatorname{dim}_{\mathcal{Z}_{2}} l(-1)^{m-r} k_{1} F \geqslant$ $r(r+1) / 2$. By the Main Theorem, the restriction of $s_{m-r+1}$ (see Theorem 1.7) to $l(-1)^{m-r} k_{1} F$ is a monomorphism from $l(-1)^{m-r} k_{1} F$ to $I^{m-r+1} F / I^{m-r+2} F$. (2) follows immediately from this observation.
(3) Let $Q$ denote the subgroup of the Brauer group of $F$ generated by quaternion algebras. By the universal property of $k_{2} F$, the rule $l(x) l(y) \mapsto$ $(x, y / F) \in Q$ gives a homomorphism $g: k_{2} F \rightarrow Q$. By Theorem 1.8, the restriction of $g$ to $l(-1) k_{1} F$ is a monomorphism. The proof of (1) shows that $\operatorname{dim}_{Z_{2}} l(-1) k_{1} F \geqslant m(m-1) / 2$, so (3) follows immediately from this.
(4) We may assume that $W(F)$ is finite. Then,

$$
\begin{aligned}
\operatorname{card} W(F) & \geqslant \operatorname{card} \frac{W(F)}{I(F)} \cdot \operatorname{card} \frac{I(F)}{I^{2} F} \cdots \cdot \operatorname{card} \frac{I^{m} F}{I^{m+1} F} \\
& \geqslant 2 \cdot \prod_{r=1}^{m} 2^{r(r+1) / 2}=2 \cdot 2^{e}
\end{aligned}
$$

where $e=\sum_{r=1}^{m} r(r+1) / 2=m(m+1)(m+2) / 6$. This completes the proof.
Remark. Let $d$ be the $Z_{2}$-dimension of the subgroup of the Brauer group of $F$ generated by the quaternion algebras. If $d \leqslant 2$, then the lower bound $d \geqslant m(m-1) / 2$ in (3) shows that the level of $F$ is at most 4 (if finite). If in fact $d=1$, one sees easily that $k_{3} F=0$, and so $I^{3} F=0$ (assuming finite level); further, as observed by Kaplansky, every five dimensional form over $F$ is isotropic.

In Section 5 , we shall study upper bounds on the $Z_{2}$-dimensions of $k_{n} F$, using different techniques.

## 4. Linkage of Pfister Forms

In this section we introduce the notion of "linkage" of Pfister forms, and establish an interesting relationship between linkage and the Witt index which, in particular, will yield a linkage criterion for pairs of Pfister forms. The main results are: Proposition 4.4, Theorems 4.5 and 4.8.

Definition 4.1. Let $\varphi_{1}, \ldots, \varphi_{m}$ be a set of $n$-fold Pfister forms, and $r$ a nonnegative integer. We shall say that $\varphi_{1}, \ldots, \varphi_{m}$ are $r$-linked if there exist an $r$-fold Pfister form $\sigma$, and $(n-r)$-fold Pfister forms $\tau_{1}, \ldots, \tau_{m}$, such that $\varphi_{i} \cong \sigma \tau_{i}, 1 \leqslant i \leqslant m$. We shall call such $\sigma$ an $r$-linkage for $\varphi_{1}, \ldots, \varphi_{m}$. If, further, $\varphi_{1}, \ldots, \varphi_{m}$ are $r$-linked but not $(r+1)$-linked, then we write $r=i\left(\varphi_{1}, \ldots, \varphi_{m}\right)$ and call the integer $r$ the linkage number of the set $\varphi_{1}, \ldots, \varphi_{m}$. If this linkage number $i\left(\varphi_{1}, \ldots, \varphi_{m}\right) \geqslant n-1$, then we shall simply say that $\varphi_{1}, \ldots, \varphi_{m}$ are linked. [See (2) of the following remark].

Remark 4.2. (1) By Theorem 1.4 and the remark of Theorem 2.7, it is easy to see that an $r$-fold Pfister form $\sigma$ is an $r$-linkage for $\varphi_{1}, \ldots, \varphi_{m}$ if and only if $\varphi_{i} \in W(F) \cdot \sigma(1 \leqslant i \leqslant m)$, if and only if each $\varphi_{i}$ contains a subform isometric to $\sigma$.
(2) The linkage number of $\varphi_{1}, \ldots, \varphi_{m}$ is equal to $n$ if and only if $\varphi_{1}, \ldots, \varphi_{m}$ are pairwise isometric.

Examples 4.3. (1) If $F$ is a real-closed field, then any set of $n$-fold Pfister forms are linked. In fact, there are only two nonisometric $n$-fold Pfister forms: the hyperbolic form $2^{n-1} H$ and the positive definite form $2^{n}\langle 1\rangle$.
(2) Let $F$ be a global field, and $n \geqslant 3$. Then any set of $n$-fold Pfister forms over $F$ are linked. In fact, $2^{n-1}\langle 1\rangle$ will be an ( $n-1$ )-linkage. This can be proved by using the Appendix of [4], or the simplified approach in [2]. See also Example 6.4(1) below.

We shall be primarily interested in the linkage number of pairs (or possibly triples) of $n$-fold Pfister forms. The following proposition computes the linkage number in terms of the Witt index, and provides the basic motivation of the notion of linkage.

Proposition 4.4. Suppose $\varphi$ and $\gamma$ are $n$-fold Pfister forms, and $r$ a nonnegative integer. Let $q=\varphi \perp\langle-1\rangle \gamma$. Then $\varphi$ and $\gamma$ are $r$-linked if and only if the Witt index of $q$ is $\geqslant 2^{r}$. Further, if $r$ is precisely the linkage number $i(\varphi, \gamma)$, then the Witt index of $q$ is exactly $2^{r}$.

Proof. Step 1. Suppose $\varphi$ and $\gamma$ are $r$-linked, say $\varphi \cong \sigma \varphi_{1}$ and $\gamma \cong \sigma \gamma_{1}$. Then $q \cong \sigma\left(\langle 1\rangle \perp \varphi_{1}{ }^{\prime}\right) \perp\langle-1\rangle \sigma\left(\langle 1\rangle \perp \gamma_{1}{ }^{\prime}\right) \cong \sigma \cdot \mathbf{H} \perp \sigma\left(\varphi_{1}{ }^{\prime} \perp\langle-1\rangle \gamma_{1}{ }^{\prime}\right)$. Since $\sigma \cdot \mathbf{H} \cong 2^{r} \mathbf{H}$, we see that the Witt index of $q$ is $\geqslant 2^{r}$.

Step 2. Here we assume $q$ contains at least $2^{r}$ copies of the hyperbolic plane, and wish to show that $\varphi$ and $\gamma$ are $r$-linked. We do this by induction on $r$. If $r=0$, there is nothing to prove. We now assume that $r>0$, and that we have settled the case for $r-1$. In particular, $\varphi$ and $\gamma$ are $(r-1)$-linked. Let $\sigma_{0}$ be an $(r-1)$-linkage, and write $\varphi \cong \sigma_{0} \varphi_{1}, \gamma \cong \sigma_{0} \gamma_{1}$. As in Step 1, $\left.\left.q \cong 2^{r-1} \mathbf{H} \perp\left(\sigma_{0} \varphi_{1}{ }^{\prime}\right\rfloor \leqslant-1\right\rangle \sigma_{0} \gamma_{1}{ }^{\prime}\right)$. However, by hypothesis, $q$ contains at least $2^{r} \mathbf{H}$, so $\left.\sigma_{0} \varphi_{1}^{\prime} \perp \leqslant-1\right\rangle \sigma_{0} \gamma_{1}^{\prime}$ must be isotropic. In particular, there exists an element $c \in D_{F}\left(\sigma_{0} \varphi_{1}{ }^{\prime}\right) \cap D_{F}\left(\sigma_{0} \gamma_{1}{ }^{\prime}\right)$. Now apply Proposition 2.6 simultaneously to $\varphi \cong \sigma_{0} \varphi_{1}$ and $\gamma \cong \sigma_{0} \gamma_{1}$. We see right away that there exist $(n-r)$-Pfister forms $\varphi_{2}$ and $\gamma_{2}$ such that $\varphi \cong \sigma_{0}\langle 1, c\rangle \cdot \varphi_{2}$ and $\gamma \cong \sigma_{0}\langle 1, c\rangle \cdot \gamma_{2}$. Therefore $\sigma-\sigma_{0}\langle 1, c\rangle$ is the required $r$-linkage for $\varphi$ and $\gamma$, with $\varphi \cong \sigma \psi_{2}$ and $\gamma \cong \sigma \gamma_{2}$.

Step 3. Suppose the linkage number of $\varphi$ and $\gamma$ is precisely equal to $r$. Then by the argument in Step 2, the form $\sigma \varphi_{2}{ }^{\prime} \perp\langle-1\rangle \sigma \gamma_{2}{ }^{\prime}$ must be anisotropic! Therefore $q=2^{r} \mathbf{H} \perp\left(\sigma \varphi_{2}{ }^{\prime} \perp\langle-1\rangle \sigma \gamma_{2}{ }^{\prime}\right)$ is the Witt decomposition of $q$, showing that the Witt index of $q$ is precisely $2^{r}$.

Theorem 4.5. Let $\varphi$ and $\gamma$ be $n$-fold Pfister forms, and $x, y$ be two nonzero elements of $F$. Then the Witt index of the form $\eta=\langle x\rangle \varphi \perp\langle y\rangle \gamma$ is either zero or equal to $2^{r}$ where $r=i(\varphi, \gamma)$.

Proof. Assuming that $\eta$ is isotropic, we must show that the Witt index of $\eta$ is equal to $2^{r}$.

Case 1. $\varphi$ is isotropic. If $\gamma$ also happens to be isotropic, then $\eta$ is hyperbolic (Corollary 2.3), with Witt index $2^{n}$. But in this case $i(\varphi, \gamma)=n$, and the theorem is proved. If $\gamma$ is anisotropic, then $\eta$ has Witt index $2^{n-1}$, and clearly the linkage number $i(\varphi, \gamma)=n-1$, also proving the theorem.

Case 2. We may assume now that $\varphi$ and $\gamma$ are both anisotropic. Since $\eta$ is isotropic, there exists a nonzero vector $w=(u, v)$ such that $\eta(w)=$ $x \varphi(u)+y \gamma(v)-0$. Since one of the vectors $u, v$ must be nonzero, one of $a=\varphi(u), b=\gamma(v)$ and hence both $a, b$ must be nonzero. Therefore, by Corollary $2.4,\langle a\rangle \varphi \cong \varphi$ and $\langle b\rangle \gamma \cong \gamma$, so

$$
\langle x a\rangle(\varphi \perp\langle-1\rangle \gamma) \cong\langle x a\rangle \varphi \perp\langle y b\rangle \gamma \cong\langle x\rangle \varphi \perp\langle y\rangle \gamma=\eta .
$$

Now from Proposition 4.4, the Witt index of $\eta$ equals $2^{r}$, where $r=i(\varphi, \gamma)$.

Remark. One might hope to generalize Theorem 4.5 to the case of more than two Pfister forms by saying that if an orthogonal sum $\left\langle x_{1}\right\rangle \varphi_{1} \perp \cdots \perp\left\langle x_{s}\right\rangle \varphi_{s}$ is isotropic, then it has Witt index equal to a power of 2 . Unfortunately this is not the case; for example, over the real field, if $p_{1}$ is the positive definite
$n$－fold Pfister form and $\varphi_{2}, \varphi_{3}, \varphi_{4}$ are the hyperbolic $n$－fold Pfister forms， then the Witt index of $\varphi_{1} \perp \varphi_{2} \perp \varphi_{3} \perp \varphi_{4}$ is $3 \cdot 2^{n-1}$ ．Similar counter－ examples can also be constructed over global fields．

For a pair of Pfister forms whose orthogonal sum is isotropic，we have the following analog of Proposition 4．4．

Proposition 4．6．Suppose $\varphi, \gamma$ are $n$－fold Pfister forms such that $\eta=\varphi \perp \gamma$ is isotropic and $i(\varphi, \gamma)=\gamma \geqslant 2$ ．Then there exist an $(r-1)$－linkage $\sigma$ and an element $z \in \dot{F}$ such that $\varphi \cong \sigma\langle 1, z\rangle \tau_{1}, \gamma \cong \sigma\langle 1,-z\rangle \tau_{2}$ where $\tau_{1}, \tau_{2}$ are （ $n-r$ ）－fold Pfister forms．

Proof．We prove this by induction on $r$ ．Since $r \geqslant 2$ ，by Theorem 4．5， $\varphi \perp \gamma$ contains 4 H ．By the cancellation theorem，$\varphi^{\prime} \perp \gamma^{\prime}$ is isotropic，so there exists $y \in \dot{F}$ such that $y \in D_{F}\left(\varphi^{\prime}\right)$ and $-y \in D_{F}\left(\gamma^{\prime}\right)$ ．By Proposition 2．2， $\varphi \cong\langle 1, y\rangle \mu_{1}, \gamma \cong\langle 1,-y\rangle \mu_{2}$ where $\mu_{1}, \mu_{2}$ are $(n-1)$－fold Pfister forms． We may proceed now to the inductive step directly because it clearly subsumes the arguments needed for $r=2$ ．Therefore，we assume，as inductive hypo－ thesis，that $\varphi \cong \sigma_{0}\langle 1, z\rangle \beta_{1}, \gamma \cong \sigma_{0}\langle 1,-z\rangle \beta_{2}$ ，where $\sigma_{0}$ is an $(r-2)$－linkage， $z \in \dot{F}$ ，and $\beta_{1}, \beta_{2}$ are $(n-(r-1))$－fold Pfister forms．We have

$$
\begin{aligned}
\eta=\varphi \perp \gamma & \cong \sigma_{0}\langle 1, z\rangle \perp \sigma_{0}\langle 1,-z\rangle \perp \sigma_{0}\langle 1, z\rangle \beta_{1}{ }^{\prime} \perp \sigma_{0}\langle 1,-z\rangle \beta_{2}{ }^{\prime} \\
& \cong 2 \sigma_{0} \perp 2^{r-2} \mathbf{H} \perp \sigma_{0}\langle 1, z\rangle \beta_{1}^{\prime} \perp \sigma_{0}\langle 1,-z\rangle \beta_{2}^{\prime} .
\end{aligned}
$$

Adding $2\langle-1\rangle \sigma_{0}$ to both sides，we get

$$
\eta \perp 2\langle-1\rangle \sigma_{0} \cong\left(2^{r-1}+2^{r-2}\right) \mathbf{H} \perp \sigma_{0}\langle 1, z\rangle \beta_{1}^{\prime} \perp \sigma_{0}\langle 1,-z\rangle \beta_{2}^{\prime}
$$

According to Theorem 4．5，$\eta$ contains $2^{r} \mathbf{H}$ ．Since $r \geqslant 2$ ，we clearly have $2^{r}>2^{r-1}+2^{r-2}$ ．Therefore，again by the cancellation theorem，

$$
\sigma_{0}\langle 1, z\rangle \beta_{1}^{\prime} \perp \omega_{0}\langle 1,-z\rangle \beta_{2}^{\prime}
$$

is isotropic，so we can find $w \in \dot{F}$ such that $w \in D_{F}\left(\sigma_{0}\langle 1, z\rangle \beta_{1}{ }^{\prime}\right)$ ，and $-w \in D_{F}\left(\sigma_{0}\langle 1,-z\rangle \beta_{2}{ }^{\prime}\right)$ ．By Proposition 2.6 we may write $\varphi \cong \sigma_{0}\langle 1, z\rangle\langle 1, w\rangle \tau_{1}$ ， $\gamma \cong \sigma_{0}\langle 1,-z\rangle\langle 1,-w\rangle \tau_{2}$ ，where $\tau_{1}, \tau_{2}$ are appropriate $(n-r)$－fold Pfister forms．But $\langle\langle z, w\rangle \cong\langle z, z w\rangle$ by Corollary 1.9 ，and similarly $《-z,-w\rangle \cong 《-z, w z\rangle$ ．Setting $\left.\sigma=\sigma_{0} 《 w z\right\rangle$ ，we have now $\varphi \cong \sigma\langle 1, z\rangle \tau_{1}$ and $\gamma \cong \sigma\langle 1,-z\rangle \tau_{2}$ ，as desired．

Q．E．D．
Remark．In the above argument，we need the assumption $r \geqslant 2$ only insomuch as getting the induction started．One might hope to prove the proposition also for the case $r=1$ ．However，the proposition is no longer true in this case．We shall construct a field $F$ ，two 2 －fold Pfister forms $\varphi, \gamma\left(1\right.$－linked）for which $\varphi \perp \gamma$ is isotropic，but $\varphi^{\prime} \perp \gamma^{\prime}$ is not isotropic．This will then give the required counter－example．To facilitate the construction， we first state a simple lemma．

Lemma 4.7. Let $F_{0}$ be a field, and $q_{1}, q_{2}$ be anisotropic forms over $F_{0}$. Let $t$ be a transcendental element over $F_{0}$. Then $q_{1} \perp\langle t\rangle q_{2}$ is an anisotropic form over $K=F_{0}(t)$.

This can be easily proven by a simple degree argument analogous to the well-known proof of Springer's theorem on the Witt ring of a local field. (See, e.g., [9, Chap. 4]). Details are left to the reader.

To construct our counterexample, take any field $F_{0}$ of characteristic not 2, over which $\langle 1,1\rangle$ and $\langle 1,-2\rangle$ are both anisotropic (e.g., take $F_{0}$ to be the field of rational numbers!). Let $F==F_{0}(t, s)$ where $t, s$ are independent transcendental elements over $F_{0}$. By Lemma 4.7 (applied twice) together with Lemma 1.3, we see that the six-dimensional form

$$
\langle 1,1\rangle \perp\langle t\rangle\langle 1,-2\rangle \perp\langle s\rangle\langle 1,-2\rangle
$$

is anisotropic over $F$. Set $\varphi=《-2, t\rangle, \gamma=\langle\langle-2, s\rangle$ over $F$. Then

$$
\begin{aligned}
\varphi^{\prime} \perp \gamma^{\prime} & \simeq\langle-2,-2,-2 t, t,-2 s, s\rangle \\
& \cong\langle-2\rangle[\langle 1,1\rangle \perp\langle t\rangle\langle 1,-2\rangle \perp\langle s\rangle\langle 1,-2\rangle]
\end{aligned}
$$

and is anisotropic over $F$. But $p \perp \gamma$ contains $\langle 1,1,-2,-2\rangle \cong 2 \mathbf{H}$. Therefore $\varphi \perp \gamma$ is isotropic, and $i(\varphi, \gamma)$ is equal to one.

Remark. In the statement of Proposition 4.6, if we require $\sigma$ to be an $r$-linkage (instead of being an ( $r-1$ )-linkage), the Proposition will no longer be true, in general. In fact, if $F$ contains a square root of -1 , Proposition 4.4 says that we cannot find an $r$-linkage $\sigma$ satisfying the conclusion of Proposition 4.6.

We shall now investigate linkage of three $n$-fold Pfister forms. The following result provides a sufficient condition for $\varphi_{1}, \varphi_{2}, \varphi_{3}$ to be linked.

Theorem 4.8. Let $\left.\varphi_{i}=《 a_{i 1}, \ldots, a_{i n}\right\rangle \quad(i=1,2,3)$ be three $n$-fold Pfister forms. Suppose $\varphi_{1}+\varphi_{2}+\varphi_{3}$ is an element of $I^{n+1} F$. Then $\varphi_{1}, \varphi_{2}, \varphi_{3}$ are linked (i.e., $\left.i\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right) \geqslant n-1\right)$. There exist an $(n-1)$-linkage $\sigma$, and $x, y \in \dot{F}$ such that

$$
\varphi_{1} \cong \sigma\langle 1,-x y\rangle, \quad \varphi_{2} \cong \sigma\langle 1, x\rangle \quad \text { and } \quad \varphi_{3} \cong \sigma\langle 1, y\rangle .
$$

In particular, there exists an isometry

$$
\langle-y\rangle \varphi_{1} \perp \varphi_{3} \cong \varphi_{2} \perp 2^{n-1} \mathbf{H}
$$

Proof. We repeat once more the ascent construction in the proof of Theorem 1.4, and pass to the field $L=K\left(\sqrt{\left.-\varphi_{1}{ }^{\prime}\left(X^{\prime}\right)\right)}\right.$. Since $L \otimes_{F} \varphi_{1}=0$ in $W(L)$, we get $L \otimes_{F}\left(\varphi_{2}+\varphi_{3}\right) \in I^{n+1} L$. Theorem 3.2 implies that $L \otimes_{F} \varphi_{2} \simeq$
$L \otimes_{F} \varphi_{3}$ over $L$. Take a Witt decomposition of $q=\varphi_{2} \perp\langle-1\rangle \varphi_{3}$ over $F$, say, $q \cong q_{a} \perp q_{h}$, where $q_{a}$ is anisotropic, and $q_{h}$ is hyperbolic.

Case 1. $q_{a}$ is the zero form. This means that $\varphi_{2} \cong \varphi_{3}$ over $F$. The hypothesis $\varphi_{1}+\varphi_{2}+\varphi_{3} \in I^{n+1} F$ then implies that $\varphi_{1} \in I^{n+1} F$, and so by Hauptsatz 3.1, $\varphi_{1}$ is hyperbolic. The conclusion of Theorem 4.8 is completely trivial in this case.

Case 2. $q_{a}$ is not the zero form. Since $L \otimes_{F} q_{a}=0 \in W(L)$, the proof of Theorem 1.4 shows that there exist $r \in D_{F}\left(q_{a}\right)$ and a form $\tau_{0}$ over $F$ such that $q_{a} \cong\langle r\rangle \varphi_{1} \perp \tau_{0}$. Hence $q=\varphi_{2} \perp\langle-1\rangle \varphi_{3} \cong\langle r\rangle \varphi_{1} \perp \tau$ where $\tau=\tau_{0} \perp q_{h}$ has dimension $2^{n}$. From the given hypothesis, we have $\varphi_{2}+\langle-1\rangle \varphi_{3} \equiv\langle r\rangle \varphi_{1}$ $\left(\bmod I^{n+1} F\right)$; thus $\tau \in I^{n+1} F$, and Hauptsatz 3.1 implies that $\tau \cong 2^{n-1} \mathbf{H}$. This means that the Witt index of $\varphi_{2} \perp\langle-1\rangle \varphi_{3}$ is at least $2^{n-1}$, and according to Proposition 4.4, $i\left(\varphi_{2}, \varphi_{3}\right) \geqslant n-1$. We may thus write $\varphi_{2} \cong \sigma\langle 1, x\rangle$, and $\varphi_{3} \cong \sigma\langle 1, y\rangle$, where $\sigma$ is an $(n-1)$-linkage, and $x, y \in \dot{F}$. On the other hand, we have the equation

$$
\varphi_{2}-\varphi_{3}=\sigma(\langle x\rangle-\langle y\rangle)=\langle-y\rangle \sigma\langle 1,-x y\rangle \in W(F)
$$

By the implication (5) $\Rightarrow$ (4) in Main Theorem 3.2, we deduce that $\varphi_{1} \cong \sigma\langle 1,-x y\rangle$. Consequently $\sigma$ is an $(n-1)$-linkage for $\varphi_{1}, \varphi_{2}, \varphi_{3}$ and $i\left(\varphi_{1}, \varphi_{2}, \varphi_{3}\right) \geqslant n-1$. The last statement in Theorem 4.6 now becomes obvious.
Q.E.D.

We shall say that an extension field $L_{0}$ of $F$ is a splitting field for a quadratic form $\varphi$ if $\varphi_{L_{0}}-0 \in W\left(L_{0}\right)$.

Corollary 4.9. Retain the notations and hypotheses in Theorem 4.8. Then,
(1) There exists a quadratic extension $L_{1}$ of $F$ which is a common splitting field for $\varphi_{1}, \varphi_{2}$ and $\varphi_{3}$.
(2) There exists also a field of algebraic functions $L_{2}$, quadratic extension of $F\left(y_{2}, y_{3}, \ldots, y_{2^{n-1}}\right)$, which is a common splitting field for $\varphi_{1}, \varphi_{2}$ and $\varphi_{3}$.

Proof. Let $\sigma$ be the $(n-1)$-fold Pfister form which appeared in the conclusion of Theorem 4.8. For (1), we may take any quadratic extension $L_{1}=F(\sqrt{\overline{-a}})$, where $a \in D_{F}\left(\sigma^{\prime}\right)$. For (2), we take $L_{2}=F(Y)\left(\sqrt{-\sigma^{\prime}(Y)}\right)$, where $Y=\left(y_{2}, y_{3}, \ldots, y_{2^{n-1}}\right)$ is a set of $2^{n-1}-1$ independent transcendental elements over $F$.

Remark 4.10. This corollary can be regarded as the high dimensional analog of the Zusatz in Section 4 of [8], due to Pfister. See also Theorem 6.1 below.

## 5. Structure of $k_{n} F$

In this section, we shall be interested in the structure of $k_{n} F$ and the relationship between $k_{n} F$ and $k_{n+1} F$. Recall that an element in $k_{n} F$ of the form $l\left(x_{1}\right) \cdots l\left(x_{n}\right)$ is called a generator of $k_{n} F$. Our first result is the following.

Proposition 5.1. Suppose $k_{n} F$ is spanned by rgenerators $\alpha_{i}=l\left(a_{i 1}\right) \cdots l\left(a_{i n}\right)$, $1 \leqslant i \leqslant r$. Then $k_{n+1} F$ is spanned by $\beta_{i j}=l\left(a_{j 1}\right) \alpha_{i}(1 \leqslant j \leqslant i \leqslant r) ;$ in particular, $\operatorname{dim}_{Z_{2}} k_{n+1} F \leqslant r(r+1) / 2$. The quotient group $k_{n+1} F / l(-1) k_{n} F$ is spanned by $\beta_{i j}(1 \leqslant j<i \leqslant r)$.

Proof. The group $k_{n+1} F$ is certainly generated by $l(x) \alpha_{i}$ where $x \in \dot{F}$. But we can expand $l(x) l\left(a_{i 2}\right) \cdots l\left(a_{i n}\right)=\sum_{j} \epsilon_{j} \alpha_{j}\left(\epsilon_{j} \in Z_{2}\right)$. Thus, $l(x) \alpha_{i}==$ $l(x) l\left(a_{i 1}\right) \cdots l\left(a_{i n}\right)=l\left(a_{i 1}\right) \sum_{j} \epsilon_{j} \alpha_{j}=\sum_{j} \epsilon_{j} \beta_{j i}$. Therefore, $k_{n+1} F$ is spanned by $\beta_{i j}(1 \leqslant i, j \leqslant r)$. Consider now a generator $\beta_{i i}$ where $j<i$. We have

$$
\beta_{j i}==l\left(a_{21}\right) \alpha_{j}=l\left(a_{j 1}\right) \sum_{h} \epsilon_{h}^{\prime} \alpha_{h}=\sum_{h} \epsilon_{h}^{\prime} \beta_{h j} \quad\left(\epsilon_{h}^{\prime} \in Z_{2}\right) .
$$

This says that $\beta_{j i}(j<i)$ is in the span of $\beta_{h j}, 1 \leqslant h \leqslant r$. By an obvious induction, we see that $\beta_{j i}(j<i)$ actually lies in the span of $\beta_{p q}, 1 \leqslant q \leqslant p \leqslant r$. The upper bound on $\operatorname{dim}_{Z_{2}} k_{n+1} F$ in the proposition follows immediately from this. Further, $\beta_{i i} \cdots l(-1) \alpha_{i}$ by Lemma $1.5(1)$, so $k_{n+1} F / l(-1) k_{n} F$ is spanned by $\beta_{p^{\prime}}, 1 \leqslant q<p \leqslant r$. Q.E.D.

Corollary 5.2. If $k_{n} F$ is finite, then $I^{\prime \prime} F$ is a finitely generated abelian group for any $m \geqslant n$.

Proof. Let $z_{i}=l\left(b_{i 1}\right) \cdots l\left(b_{i n}\right)(1 \leqslant i \leqslant s)$ be the finite set of all distinct generators in $k_{n} F$. Then, by the Main Theorem 3.2, an arbitrary $n$-fold Pfister form $\varphi$ must be isometric to one of $\varphi_{i}==《-b_{i 1}, \ldots,-b_{i n} \geqslant, 1 \leqslant i \leqslant s$. Consequently, $\varphi_{i}(1 \leqslant i \leqslant s)$ form a finite system of generators for the abelian group $I^{n} F$. By the Proposition, we know that, for any $m \geqslant n, k_{m} F$ is finite, so $I^{m} F$ are all finitely generated abelian groups, by the above argument.

The bound on $\operatorname{dim}_{Z_{2}} k_{n+1} F$ given by Proposition 5.1 is perhaps not the best possible result, since the spanning set $\alpha_{i}$ used in the argument there was just picked arbitrarily. If we choose this spanning set $\alpha_{i}$ more carefully, there can be clearly duplications among the $\beta_{i j}(1 \leqslant j \leqslant i \leqslant r)$. For example, if $a_{11}=a_{21}$ (i.e., $\alpha_{1}$ and $\alpha_{2}$ have the same leading factor), then $\beta_{i 1}=\beta_{i 2}$ for all $i$, and we are able to cut down the number of generators needed to span $k_{n+1} F$. To investigate this elimination procedure more systematically, we formulate the following notion of linkage of generators in $k_{n} F$, which is the natural analog of Definition 4.1.

Definition 5.3. Let $z_{i}=l\left(b_{i 1}\right) \cdots l\left(b_{i n}\right)(1 \leqslant i \leqslant s)$ be a set of generators in $k_{n} F$, and $r$ a non-negative integer. We say that the $z_{i}$ 's are $r$-linked if the corresponding Pfister forms $\left.\varphi_{i}=《-b_{i 1}, \ldots,-b_{i n}\right\rangle(1 \leqslant i \leqslant s)$ are $r$-linked. We say that a generator $l\left(c_{1}\right) \cdots l\left(c_{r}\right) \in k_{r} F$ is an $r$-linkage for the $z_{i}$ 's if the $r$-fold Pfister form $\left.\sigma=《-c_{1}, \ldots,-c_{r}\right\rangle$ is an $r$-linkage for the $\varphi_{i}$ 's. By the Main Theorem 3.2, this is the case if and only if we can express each $z_{i}$ in the form $z_{i}=l\left(c_{1}\right) \cdots l\left(c_{r}\right) l\left(d_{i, r+1}\right) \cdots l\left(d_{i n}\right)$. We define also the linkage number of the $z_{i}$ 's to be $i\left(z_{1}, \ldots, z_{s}\right)-i\left(\varphi_{1}, \ldots, \varphi_{s}\right)$. Finally, if $i\left(z_{1}, \ldots, z_{s}\right) \geqslant n-1$, we shall say that $z_{1}, \ldots, z_{s}$ are linked.

Lemma 5.4. Two generators $z_{1}, z_{2}$ in $k_{n} F$ are linked if and only if each element in the span of $z_{1}, z_{2}$ is equal to a generator.

Proof. The "only if" part is obvious. To prove the converse, express $z_{1}+z_{2}$ as a generator $z$ in $k_{n} F$. Let $\varphi_{1}, \varphi_{2}$, and $\varphi$ be the $n$-fold Pfister forms corresponding to $z_{1}, z_{2}$, and $z$. Applying the homomorphism $s_{n}: k_{n} F \rightarrow I^{n} F / I^{n+1} F$, we obtain a congruence $\varphi_{1}+\varphi_{2} \equiv \varphi\left(\bmod I^{n+1} F\right)$. By Theorem 4.8, we conclude that $i\left(z_{1}, z_{2}\right)=i\left(\varphi_{1}, \varphi_{2}\right) \geqslant i\left(\varphi_{1}, \varphi_{2}, \varphi\right) \geqslant n-1$.
Q.E.D.

If $H$ is a $Z_{2}$-subspace ( $=$ subgroup) in $k_{n} F$, the codimension of $H$ is defined to be $\operatorname{dim}_{Z_{2}} k_{n} F / H$. We prove next:

Proposition 5.5. Let $H$ be a $Z_{2}$-subspace in $k_{n} F$ of codimension $\geqslant 2$. Then there exists a linked pair of generators which are $Z_{2}$-linearly independent in $k_{n} F / H$.

Proof. For any integer $s, 0 \leqslant s \leqslant n-1$, we claim that there exist two generators which are s-linked, and are $Z_{2}$-linearly independent in $k_{n} F / H$. (The case $s=n-1$ clearly implies the Proposition). We prove this by induction on $s$. There is nothing to prove when $s=0$. For the inductive step, assume that we have found $\alpha=l\left(x_{1}\right) \cdots l\left(x_{s}\right) l\left(a_{s+1}\right) \cdots l\left(a_{n}\right)$ and $\beta=l\left(x_{1}\right) \cdots l\left(x_{s}\right) l\left(b_{s+1}\right) \cdots l\left(b_{n}\right)$ which are $Z_{2}$-linearly independent in $k_{n} F / H$, where $s<n-1$. Consider the two generators

$$
\begin{aligned}
& \gamma=l\left(x_{1}\right) \cdots l\left(x_{s}\right) l\left(b_{s+1}\right) l\left(a_{s+2}\right) \cdots l\left(a_{n}\right), \\
& \delta=l\left(x_{1}\right) \cdots l\left(x_{s}\right) l\left(a_{s+1}\right) l\left(b_{s+2}\right) \cdots l\left(b_{n}\right) .
\end{aligned}
$$

If $\gamma \notin H$, then either $\alpha, \gamma$ are $Z_{2}$-independent in $k_{n} F / H$, or else $\beta, \gamma$ are $Z_{2}$-independent in $k_{n} F / H$. Since $i(\alpha, \gamma)$ and $i(\beta, \gamma)$ are both $\geqslant s+1$, we will have completed the inductive step. We may thus assume that $\gamma \in H$, and similarly we may assume also that $\delta \in H$. Now we have

$$
\begin{aligned}
& \alpha \equiv \alpha+\gamma=l\left(x_{1}\right) \cdots l\left(x_{s}\right) l\left(a_{s+1} b_{s+1}\right) l\left(a_{s+2}\right) \cdots l\left(a_{n}\right)(\bmod H), \\
& \beta \equiv \beta+\delta=l\left(x_{1}\right) \cdots l\left(x_{s}\right) l\left(a_{s+1} b_{s+1}\right) l\left(b_{s+2}\right) \cdots l\left(b_{n}\right)(\bmod H) .
\end{aligned}
$$

Thus, $\alpha^{\prime}=\alpha \div \gamma$ and $\beta^{\prime}=\beta+\delta$ are $Z_{2}$-independent in $k_{n} F / H$, and $i\left(\alpha^{\prime}, \beta^{\prime}\right) \geqslant s+1$. This completes the proof of the Proposition.

Remark 5.6. Let $H$ be an arbitrary subspace in $k_{n} F$. If the image of $l\left(c_{1}\right) \cdots l\left(c_{m}\right) k_{3-m} F$ in $k_{n} F / H$ has $Z_{2}$-dimension $\geqslant 2$, the above argument shows also that there exist generators

$$
l\left(c_{1}\right) \cdots l\left(c_{m}\right) \cdots l\left(c_{n-1}\right) l(a) \quad \text { and } \quad l\left(c_{1}\right) \cdots l\left(c_{m}\right) \cdots l\left(c_{n-1}\right) l(b)
$$

which are $Z_{2}$-independent in $k_{n} F / H$.
Corollary 5.7. If $\operatorname{dim}_{Z_{2}} k_{n} F$ is $2 r$ or $2 r-1$, then each element in $k_{n} F$ can be expressed as a sum of $r$ generators.

Proof. Assume that $k_{n} F$ has $Z_{2}$-dimension $2 r$. Applying the proposition step by step, we may construct a $Z_{2}$-basis for $k_{n} F$ consisting of generators $\alpha_{1}, \beta_{1}, \ldots, \alpha_{r}, \beta_{r}$, where $i\left(\alpha_{i}, \beta_{i}\right) \geqslant n-1$. The desired conclusion now follows from Lemma 5.4. The proof for the case $\operatorname{dim}_{Z_{2}} k_{n} F=2 r-1$ is identical.

Our next objective is to give a sufficient condition for $\operatorname{dim}_{z_{2}} k_{n+1} F$ to be $\leqslant \operatorname{dim}_{Z_{2}} k_{n} F$. We shall first prove the following technical lemma.

Lemma 5.8. Let $H=\sum_{j} l\left(a_{j}\right) k_{n-1} F \subset k_{n} F$, where $a_{j} \in \dot{F}$, and let $s \geqslant 0$ be an integer. Suppose a generator $\approx=l(-1)^{s} l\left(c_{1}\right) \cdots l\left(c_{n+1-s}\right)$ does not belong to $\sum_{j} l\left(a_{j}\right) k_{n} F+l(-1)^{s+1} k_{n-\infty, s} F$. Let $\gamma_{i}=l(-1)^{s} l\left(c_{1}\right) \cdots l\left(c_{i}\right) \cdots l\left(c_{n+1-s}\right) \in k_{n} F$, $1 \leqslant i \leqslant n+1-s ;$ and, in case $s \geqslant 1$, let $\gamma-l(-1)^{s-1} l\left(c_{1}\right) \cdots l\left(c_{n+1-s}\right) \in k_{n} F$. Then,
(1) $\gamma_{i}(1 \leqslant i \leqslant n+1-s)$ are $Z_{2}$-independent in $k_{n} F / H$.
(2) In case $s \geqslant 1, \gamma$ and $\gamma_{i}(1 \leqslant i \leqslant n+1-s)$ are $Z_{2}$-independent in $k_{n} F / H$.

Proof. (1) Suppose there exists a $Z_{2}$-linear combination $\sum_{i} \epsilon_{i} \gamma_{i} \in H$ where $\epsilon_{i} \in Z_{2}$ are not all zero. Without loss of generality, we may suppose that $\epsilon_{1}=1$. Multiplying by $l\left(c_{1}\right)$, we obtain

$$
\epsilon_{\mathbf{1}} l(-1)^{s} l\left(c_{1}\right) \cdots l\left(c_{n+1-s}\right)+l(-1) \sum_{i \geqslant 2} \epsilon_{i} \gamma_{i} \in \sum_{i} l\left(a_{j}\right) k_{n} F .
$$

But the first summand is $z$, and the second summand belongs to $l(-1)^{: 11} k_{n-s} F$, contradicting the given hypothesis.
(2) Suppose $s \geqslant 1$, and suppose there exist $\epsilon_{i} \in Z_{2}$ such that $\gamma+\sum_{i} \epsilon_{i} \gamma_{i} \in H$. Multiplying by $l(-1)$, we obtain

$$
z+l(-1) \sum_{i} \epsilon_{i} \gamma_{i} \in \sum_{j} l\left(a_{j}\right) k_{n} F,
$$

which again contradicts the given hypothesis.

Corollary 5.9. If $H$ above has codimension $\leqslant n$ in $k_{n} F$, then $k_{n+1} F=$ $\sum_{j} l\left(a_{j}\right) k_{n} F+l(-1)^{2} k_{n-1} F$. (In particular, if $\operatorname{dim}_{z_{2}} k_{n} F \leqslant n$, then $k_{n+1} F=$ $l(-1) k_{n} F$.)

Proof. First we claim that $k_{n+1} F=\sum_{j} l\left(a_{j}\right) k_{n} F+l(-1) k_{n} F$. In fact, if this fails to hold, there will exist a generator $z=l\left(c_{1}\right) \cdots l\left(c_{n+1}\right)$ not belonging to $\sum_{j} l\left(a_{j}\right) k_{n} F+l(-1) k_{n} F$. According to the Lemma (in the case $s=0$ ), $k_{n} F / H$ will have at least $n+1 Z_{2}$-independent elements, contradicting the hypothesis that $H$ has codimension $\leqslant n$. To establish the corollary, it therefore suffices to show that

$$
l(-1) k_{n} F \subset \sum_{j} l\left(a_{j}\right) k_{n} F+l(-1)^{2} k_{n-1} F
$$

If this inclusion does not hold, there will exist a generator

$$
l(-1) l\left(d_{1}\right) \cdots l\left(d_{n}\right) \notin \sum_{j} l\left(a_{j}\right) k_{n} F+l(-1)^{2} k_{n-1} F .
$$

According to the Lemma (in the case $s=1$ ), $k_{n} F / H$ will have at least $n+1$ $Z_{2}$-independent elements, again contradicting our hypothesis. The proof of Corollary 5.9 is now complete.

Theorem 5.10. If there exists an element $a \in \dot{F}$ such that $H=l(a) k_{n-1} F$ has codimension $r \leqslant n$ in $k_{n} F$, then $\operatorname{dim}_{Z_{2}} k_{n+t} F \leqslant \operatorname{dim}_{Z_{2}} k_{n} F$ for any $t \geqslant 0$.

Proof. We may assume that $\operatorname{dim}_{Z_{2}} k_{n} F=m$ is finite, for otherwise there is nothing to prove. Let $\alpha_{1}, \ldots, \alpha_{m-r}$ be a set of generators with leading term $l(a)$ which form a basis for $H=l(a) k_{n-1} F$. Choose $\beta_{1}, \ldots, \beta_{s}(s \leqslant r)$ to be generators with leading term $l(-1)$ such that $\alpha_{i}, \beta_{j}$ form a basis for $H+l(-1) k_{n-1} F$. Pick generators $\delta_{p}(1 \leqslant p \leqslant r-s)$ such that $\alpha_{i}, \beta_{j}$, and $\delta_{p}$ form a basis for $k_{n} F$. Then

$$
\begin{gathered}
l(a) k_{n} F=l(a) \cdot\left\langle\alpha_{i}, \beta_{j}, \delta_{p}\right\rangle=\left\langle l(-1) \alpha_{i}, l(a) \beta_{j}, l(a) \delta_{p}\right\rangle, \\
\quad l(-1)^{2} k_{n-1} F \subset l(-1)\left\langle\alpha_{i}, \beta_{j}\right\rangle=\left\langle l(-1) \alpha_{i}, l(-1) \beta_{j}\right\rangle
\end{gathered}
$$

(Here, the symbol $\left\rangle\right.$ denotes taking the $Z_{2}$-span). By Corollary 5.9, we obtain

$$
k_{n+1} F=\left\langle l(-1) \alpha_{i}, l(-1) \beta_{j}, l(a) \beta_{j}, l(a) \delta_{p}\right\rangle
$$

Write $\beta_{j}=l(-1) l\left(b_{j 2}\right) \cdots l\left(b_{j n}\right)$. We have

$$
l(a) \beta_{j}=l(-1) l(a) l\left(b_{j 2}\right) \cdots l\left(b_{j n}\right) \in\left\langle l(-1) \alpha_{i}\right\rangle .
$$

Thus $k_{n+1} F$ is spanned by $l(-1) \alpha_{i}(1 \leqslant i \leqslant m-r), l(-1) \beta_{j}(1 \leqslant j \leqslant s)$ and $l(a) \delta_{p}(1 \leqslant p \leqslant r-s)$. Its $Z_{2}$-dimension is therefore at most
$(m-r)+s+(r-s)=m=\operatorname{dim}_{Z_{2}} k_{n} F$, and we have established the conclusion of the theorem for $t=1$. But the codimension of $l(a) k_{n} F$ in $k_{n, 1} F$ is $\leqslant s \leqslant r \leqslant n<n+1$, so we are done by induction.

Corollary 5.11. Retain the hypothesis in Theorem 5.10. Then, either $k_{n+1} F=l(-1) k_{n} F$, or else $\operatorname{dim}_{Z_{2}} k_{n+1} F<m$.

Proof. If the generators $l(-1) \alpha_{i}$ are $Z_{2}$-linearly dependent, then the argument in the above proof shows that $\operatorname{dim}_{Z_{2}} k_{n+1} F$ is less than $m$. We may now assume that $l(-1) \alpha_{i}$ are $Z_{2}$-linearly independent in $k_{n+1} F$. Write $\alpha_{i}-l(a) l\left(a_{i 2}\right) \cdots l\left(a_{i n}\right), l \leqslant i \leqslant m-r$. Then $\alpha_{i}{ }^{\prime}=l(-1) l\left(a_{i 2}\right) \cdots l\left(a_{i n}\right)$ must be also $Z_{2}$-linearly independent in $k_{n} F$. Therefore $H^{\prime}=l(-1) k_{n-1} F$ has codimension $\leqslant r \leqslant n$. It follows from Corollary 5.9 that $k_{n+1} F=l(-1) k_{n} F$.

Theorem 5.12. For a given integer $n>1$, suppose that $\operatorname{dim}_{Z_{2}} k_{n} F=\boldsymbol{m} \leqslant 6$. Then $\operatorname{dim}_{Z_{2}} k_{n+i} F \leqslant m$, for all $i \geqslant 0$.

Proof. It is clearly sufficient to prove this for $i=1$. (1) Assume that $m \leqslant 4$. By Proposition 5.5 , we may find $a \in \dot{F}$ such that $l(a) k_{n-1} F$ has codimension in $k_{n} F$ not greater than 2 . In this case, the desired conclusion follows from Theorem 5.10.
(2) $m=5$. If $n \geqslant 3$, the same argument as used in (1) applies, and we are done. We now handle the case when $k_{2} F$ has $2^{5}=32$ elements. We may suppose that $\operatorname{dim}_{Z_{2}} l(z) k_{1} F \leqslant 2$, for any $z \in \dot{F}$, because otherwise we could argue again as in (1). By Proposition 5.5, there exists a basis of $k_{2} F$ consisting of $\alpha_{1}=l(x) l\left(a_{1}\right), \beta_{1}=l(x) l\left(b_{1}\right), \alpha_{2}=l(y) l\left(a_{2}\right), \beta_{2}=l(y) l\left(b_{2}\right)$, and $\gamma=l(u) l(v)$. We have $H_{1}=\left\langle\alpha_{1}, \beta_{1}\right\rangle=l(x) k_{1} F$ and $H_{2}=\left\langle\alpha_{2}, \beta_{2}\right\rangle=l(y) k_{1} F$. In particular, $l(x) l(y) \in H_{1} \cap H_{2}=0$. Using this fact, and Proposition 5.1, we obtain the following spanning set for $k_{3} F: S=\left\{l(-1) \alpha_{1}, l(-1) \beta_{1}, l(-1) \alpha_{2}\right.$, $\left.l(-1) \beta_{2}, l(x) \gamma, l(y) \gamma, l(-1) \gamma\right\}$. Consider $s=\operatorname{dim}_{Z_{2}} l(-1) k_{1} F \leqslant 2$. If $s=0$, $k_{3} F$ is spanned by two generators. If $s=1$, then $l(-1) k_{2} F$ has at most one nonzero element, so $k_{3} F$ is spanned by three generators. We may thus assume that $s \cdots 2$. If so, we may take $x$ above to be -1 . Since $l(-1) l(y)=0$, the spanning set $S$ constructed above simplifies to $\left\{l(-1) \alpha_{1}, l(-1) \beta_{1}, l(y) \gamma\right.$, $l(-1) \gamma\}$ and so $\operatorname{dim}_{Z_{2}} k_{3} F \leqslant 4$ in this case.
(3) $m=6$. As before, we need handle only the cases when $k_{2} F$ or $k_{3} F$ has 64 elements. The necessary arguments are analogous to those used in (2), and will be omitted.

At this point, it seems natural to ask whether it is true in general, that $\operatorname{dim}_{Z_{2}} k_{n+1} F \leqslant \operatorname{dim}_{Z_{2}} k_{n /} F(n>1)$, say, in case the latter is finite. At present, we are not able to answer this question, though we suspect that a counter-
example might exist when $n=2$.* We have proved, however, a "stable version" of this fact, with a very satisfactory bound on the "stable range". This is the content of Theorem 5.13 below, for which we need some notations.

For $a \in \dot{F}$, we shall write $P_{r}(a)=l(a) k_{r-1} F \subset k_{r} F$. The special subspace $P_{r}(-1)$ will be denoted simply by $P_{r}$. We shall write $\bar{P}_{r}(a)=\left(P_{r}(a)+P_{r}\right) / P_{r}$. For a nonnegative integer $i$, $\binom{r}{i}$ will denote the usual binomial coefficient, with the convention that $\binom{r}{i}=0$ for $i>r$.

Theorem 5.13. Let $n>1$ be a fixed integer. (1) For $a \in \dot{F}$, suppose $\operatorname{dim}_{z_{2}} \bar{P}_{n}(a)=m$ is finite. Write $m=t(n-1)+s$, where $0 \leqslant s<n-1$. Then, for any $j \geqslant 0$,

$$
\operatorname{dim}_{Z_{2}} \bar{P}_{n+j}(a) \leqslant(n-1) \cdot\binom{t}{j+1}+s \cdot\binom{t}{j} .
$$

(2) Suppose the set of integers $\left\{\operatorname{dim}_{z_{2}} \bar{P}_{n}(a): a \in \dot{F}\right\}$ has a maximum $m_{0}$. Write $m_{0}=t_{0}(n-1)+s_{0}$, where $0 \leqslant s_{0}<n-1$. Then, for $i \geqslant 0$, we have $k_{n+t_{0}+i} F=l(-1)^{i} k_{n+t_{0}} F$. In particular, $\operatorname{dim}_{Z_{2}} k_{n+t_{0}+i} F \leqslant \operatorname{dim}_{Z_{2}} k_{n+t_{0}} F$ for all $i \geqslant 0$.

Proof. (1) Suppose there exists a generator $l(a) l\left(x_{11}\right) \cdots l\left(x_{1 n}\right) \notin P_{n+1}$. (If this does not exist, proce ${ }^{e}$ ed directly to the last step of the present construction.) Let $\alpha_{1 i}=l(a) \cdots l\left(x_{1 i}\right) \cdots l\left(x_{1 n}\right) \in P_{n}(a)$. This notation is meaningful for $1 \leqslant i \leqslant n$, but we shall need only the set

$$
S_{1}=\left\{\alpha_{1 i}: 2 \leqslant i \leqslant n\right\} \subset l(a) l\left(x_{11}\right) k_{n-2} F .
$$

By Lemma 5.8, the $(n-1)$ elements in $S_{1}$ are $Z_{2}$-independent in the quotient space $\bar{P}_{n}(a)$ (so in this case $t \geqslant 1$ ). Assume, inductively, that we have defined $S_{1}$ (as above), $S_{2}=\left\{\alpha_{2 i}: 2 \leqslant i \leqslant n\right\}, \ldots$, and $S_{h}=\left\{\alpha_{h i}: 2 \leqslant i \leqslant n\right\}$. Suppose there exists a generator

$$
l(a) l\left(x_{h+\mathbf{1}, 1}\right) \cdots l\left(x_{h+\mathbf{1}, n}\right) \notin P_{n+1}+\sum_{j=\mathbf{1}}^{n} l(a) l\left(x_{j 1}\right) k_{n-1} F .
$$

(If no such generator exists, proceed to the last step.) Let $\alpha_{h+1, i}=$ $l(a) \cdots \widehat{l\left(x_{h+1, i}\right)} \cdots l\left(x_{h+1, n}\right) \in P_{n}(a)$. Then, again by (the proof of) Lemma 5.8, these generators are $Z_{2}$-independent modulo $\left\langle P_{n}, S_{1}, \ldots, S_{h}\right\rangle$. We then define $S_{h+1}=\left\{\alpha_{h+1, i}: 2 \leqslant i \leqslant n\right\} \subset l(a) l\left(x_{h+1,1}\right) k_{n-2} F$. Since $\operatorname{dim}_{z_{2}} \bar{P}_{n}(a)=$ $t(n-1)+s$ is finite, the above construction cannot proceed indefinitely.

* Added in proof. The power series field $F=\mathbf{R}\left(\left(t_{1}\right)\right)\left(\left(t_{2}\right)\right)\left(\left(t_{3}\right)\right)$ provides a counterexample. In fact, $\operatorname{dim}_{\mathrm{Z}_{2}} k_{2} F=7$, and $\operatorname{dim}_{\mathrm{Z}_{2}} k_{3} F=8$. This shows also that Theorem 5.12 is best possible.

Therefore, there exists an integer $d \leqslant t$ such that, after we obtain $S_{d}$, we get

$$
\begin{equation*}
P_{n+1}(a) \subset P_{n+1}+\sum_{j=1}^{a} l(a) l\left(x_{j 1}\right) k_{n-1} F=P_{n+1}+\sum_{j=1}^{a} l\left(x_{j 1}\right) P_{n}(a) . \tag{*}
\end{equation*}
$$

Now, expand $S_{1} \cup \cdots \cup S_{d}$ to a basis for $\bar{P}_{n}(a)$ by adding arbitrary sets of generators $S_{d+1}=\left\{\alpha_{d+1, i}: 2 \leqslant i \leqslant n-1\right\}, \ldots, S_{t}=\left\{\alpha_{t i}: 2 \leqslant i \leqslant n\right\}$, and $B=\left\{\beta_{e}: 1 \leqslant e \leqslant s\right\}$ (recall $\left.m=t(n-1)+s\right)$. By Proposition 5.1 and $(*)$ above, $P_{n+1}(a)$ is spanned by

$$
\begin{aligned}
M_{d}^{(n+1)}= & \left\{l\left(x_{h 1}\right) \alpha_{p i}: 2 \leqslant i \leqslant n, 1 \leqslant h<p \leqslant d\right\} \\
& \cup\left\{l\left(x_{h 1}\right) \beta_{e}: 1 \leqslant h \leqslant d, 1 \leqslant e \leqslant s\right\} .
\end{aligned}
$$

Now we set $\alpha_{h 2}=l(a) l\left(x_{h 1}\right) \ldots$, for any $h$ such that $d<h \leqslant t$. This device is introduced only for notational purposes, in order to make the symbol $x_{h 1}$ meaningful for all $h, 1 \leqslant h \leqslant t$. Now, $M_{d}^{(n+1)}$ is a subset of

$$
\begin{aligned}
M_{t}^{(n+1)}= & \left\{l\left(x_{h 1}\right) \alpha_{p i}: 2 \leqslant i \leqslant n, 1 \leqslant h<p \leqslant t\right\} \\
& \cup\left\{l\left(x_{h 1}\right) \beta_{e}: 1 \leqslant h \leqslant t, 1 \leqslant e \leqslant s\right\},
\end{aligned}
$$

which has cardinality $(n-1) \cdot\binom{t}{2}+s t$. We have thus established (1) for $j=1$. For the subsequent groups $\bar{P}_{n+j}(a)$, we claim that the following set

$$
\begin{aligned}
M_{d}^{(n+j)}= & \left\{l\left(x_{h_{1}, 1}\right) \cdots l\left(x_{h_{j}, 1}\right) \alpha_{p i}: 2 \leqslant i \leqslant n, 1 \leqslant h_{1}<\cdots<h_{j}<p \leqslant d\right\} \\
& \cup\left\{l\left(x_{h_{1}, 1}\right) \cdots l\left(x_{h_{j}, 1}\right) \beta_{e}: 1 \leqslant h_{1}<\cdots<h_{j} \leqslant d, 1 \leqslant e \leqslant s\right\}
\end{aligned}
$$

spans $\bar{P}_{n+j}(a)$. If we show this, then the proof of (1) is complete, since

$$
\operatorname{dim}_{Z_{2}} \bar{P}_{n+j}(a) \leqslant \operatorname{card} M_{d}^{(n+j)} \leqslant \operatorname{card} M_{t}^{(n+j)}=(n-1)\binom{t}{j+1}+s\binom{t}{j}
$$

where $M_{t}^{(n+j)}$ is analogous to $M_{d}^{(n+j)}$, with $t$ replacing $d$. We shall now prove our claim by induction on $j$. We may assume, inductively, that $M_{d}^{(n+j-1)}$ spans $\bar{P}_{n+j-1}(a)$. By Proposition 5.1 and $(*)$, we know that $\bar{P}_{n+j}(a)$ is spanned by the set

$$
\begin{gathered}
M=\left\{l\left(x_{h_{1}, 1}\right) \cdots l\left(x_{h_{j}, 1}\right) \alpha_{p i}: 2 \leqslant i \leqslant n, 1 \leqslant h_{1}<\cdots<h_{j} \leqslant d\right. \\
\left.1 \leqslant p \leqslant d, p \text { different from } h_{1}, \ldots, h_{j}\right\} \\
\cup\left\{l\left(x_{h_{1}, 1}\right) \cdots l\left(x_{h_{j}, 1}\right) \beta_{e}: 1 \leqslant h_{1}<\cdots<h_{j} \leqslant d, 1 \leqslant e \leqslant s\right\} .
\end{gathered}
$$

It suffices to show that any $\gamma=l\left(x_{h_{1}, 1}\right) \cdots l\left(x_{h_{i}, 1}\right) \alpha_{p i}$ in $M$ above is caught in $\left\langle M_{d}^{(n+j)}\right\rangle$ (the span of $M_{d}^{(n+j)}$ formed in $\left.\bar{P}_{n+j}(a)\right)$. Suppose this is false, Choose a counterexample $\gamma$ with $h_{1}$ minimal. By inductive hypothesis,
$\sigma=l\left(x_{h_{2}, 1}\right) \cdots l\left(x_{h_{j, 1}, 1}\right) \alpha_{p i}$ can be expressed as a $Z_{2}$-combination of the generators in $M_{d}^{(n+j-1)}$. By the choice of $\gamma$, we know that $l\left(x_{h_{1}, 1}\right) \cdot \sigma=$ $\gamma \notin\left\langle M_{d}^{(n+j)}\right\rangle$. Hence, $\sigma$ has a summand $\sigma_{0}=l\left(x_{a_{2}, 1}\right) \cdots l\left(x_{q_{j}, 1}\right) \alpha_{u v}$, $\left(1 \leqslant q_{2}<\cdots<q_{j}<u \leqslant d, 2 \leqslant v \leqslant n\right)$, such that $l\left(x_{h_{1}, 1}\right) \cdot \sigma_{0} \notin\left\langle M_{d}^{(n+j)}\right\rangle$. Therefore, $h_{1}$ is automatically different from all of $q_{2}, \ldots, q_{j}$ and $u$. Also $q_{2}<h_{1}$ (lest $\left.l\left(x_{h_{1}, 1}\right) \cdot \sigma_{0} \in M_{d}^{(n+j)}\right)$, but this contradicts the minimality of $h_{1}$. The claim is now established, and the proof of (1) is complete.
(2) For any $\boldsymbol{a} \in \dot{F}$ as in (1), we have $m \leqslant m_{0}$, and so $t \leqslant t_{0}$. Therefore, by (1), $\bar{P}_{n+t_{0}+1}(a)=0$, i.e., $P_{n+t_{0}+1}(a) \subset P_{n+t_{0}+1}$. Since this holds for all $a$, we conclude that $k_{n+t_{0}+1} F=l(-1) k_{n+t_{0}} F$, and all other statements in (2) follow immediately from this.
Q.E.D.

Remark. By similar techniques, one may also obtain a bound on $\operatorname{dim}_{z_{2}} k_{n+j} F$ in terms of certain invariants of $k_{n} F$, in case $k_{n} F$ is finite. We suppress the gory details in the interest of sanity.

Corollary 5.14. Retain the hypothesis and notations in (2) of the Theorem. Then $I^{n+t_{0}+i} F=2^{i} \cdot I^{n+t_{0}} F$ for all $i \geqslant 0$.

Proof. This is an immediate consequence of the Theorem just proved, and the Main Theorem 3.2.

## 6. Applications to Milnor's Conjecture

We are now in a position to apply the results of the preceding sections to study Milnor's epimorphism (Theorem 1.7) $s_{n}: k_{n} F \rightarrow I^{n} F / I^{n+1} F$. In various special cases, we will be able to show that $s_{n}$ are isomorphisms. This section consists of Theorem 6.1, and five of its corollaries.

Let $B(F)$ denote the Brauer group of $F$, and $G B(F)$ denote the graded Brauer group of $F$ (see p. 102 in [9]). Let $f: W(F) \rightarrow G B(F)$ be the group homomorphism given by what Scharlau calls [9] the Clifford-Minkowski-Hasse-Witt-Wall-Delzant-Stieffel-Whitney-invariant. Since $f\left(I^{3} F\right)=0$, $f$ factors through $W(F) / I^{3} F \rightarrow G B(F)$, which we denote by $\bar{f}$. In [8], Pfister has studied the question

Q1. Is $\bar{f}: W(F) / I^{3} F \rightarrow G B(F)$ a monomorphism? (It is known that $\operatorname{ker} \bar{f} C I^{2} F / I^{3} F^{\prime}$.)

On the other hand, by the universal property of $k_{2} F$, it is easily seen that the rule $l(x) l(y) \mapsto(x, y / F) \in B(F)$ defines a group homomorphism $g: k_{2} F \rightarrow B(F)[5,189]$. In [4] and [5], Milnor has considered the question
$Q 2$. Is $g: k_{2} F \rightarrow B(F)$ a monomorphism ?

Now, by an easy calculation, it can be shown that the following diagram is commutative:


Since $s_{2}$ is an isomorphism by Theorem 1.7, it follows immediately that $f$ is a monomorphism if and only if $g$ is a monomorphism. In other words, $Q 1$ and $Q 2$ are equivalent. We shall now give a sufficient condition for $\vec{f}, g$ to be monomorphisms, and for $s_{n}$ to be an isomorphism.

Theorem 6.1. (1) For a given integer $n$, suppose that every element of $k_{n} F$ can be expressed as the sum of at most three generators. Then $s_{n}$ is an isomorphism.
(2) If every element of $k_{2} F$ can be expressed as a sum of three generators, then $\bar{f}, g$ are monomorphisms. (In particular, if a form $\sigma$ belongs to $I^{2} F$, then the Clifford algebra of $\sigma$ splits over $F$ if and only if $\sigma$ actually belongs to $I^{3} F$. Compare Satz 14 and its Zusatz in [8].)

Proof. (1) Suppose $s_{n}(z)=0 \in I^{n} F / I^{n+1} F$, where $z \in k_{n} F$. By hypothesis, we may express

$$
z=\sum_{i=1}^{3} l\left(-a_{i 1}\right) \cdots l\left(-a_{i n}\right) .
$$

Let $\varphi_{i}$ denote the $n$-fold Pfister form $\left\langle\left\langle a_{i 1}, \ldots, a_{i n}\right\rangle\right.$. Then we have

$$
s_{n}(z)=\varphi_{1}+\varphi_{2}+\varphi_{3} \equiv 0\left(\bmod I^{n+1} F\right) .
$$

By Theorem 4.8, there exists an $(n-1)$-linkage $\sigma=\left\langle\left\langle b_{2}, \ldots, b_{n}\right\rangle\right.$ such that $\varphi_{1} \cong \sigma\langle 1,-x y\rangle, \varphi_{2} \cong \sigma\langle 1, x\rangle$ and $\varphi_{3} \cong \sigma\langle 1, y\rangle$, for suitable elements $x, y \in \dot{F}$. According to the Main Theorem 3.2, these isometries imply that
and

$$
\begin{aligned}
& l\left(-a_{11}\right) \cdots l\left(-a_{1 n}\right)=l(x y) l\left(-b_{2}\right) \cdots l\left(-b_{n}\right) \\
& l\left(-a_{21}\right) \cdots l\left(-a_{2 n}\right)=l(-x) l\left(-b_{2}\right) \cdots l\left(-b_{n}\right) \\
& l\left(-a_{31}\right) \cdots l\left(-a_{3 n}\right)=l(-y) l\left(-b_{2}\right) \cdots l\left(-b_{n}\right) \text { in } k_{n} F
\end{aligned}
$$

Adding these equations together, we obtain $z=0 \in k_{n} F$, since $l(-x)+l(-y)=$ $l(x y)=-l(x y)$ in $k_{1} F$. This proves that $s_{n}$ is an isomorphism.
(2) For $z \in k_{2} F$, suppose $g(z)=1$ (the identity element of $B(F)$, in multiplicative notation). As in (1) above, we express $z=\sum_{i=1}^{3} l\left(-a_{i 1}\right) l\left(-a_{i 2}\right)$, and set $\left.\left.\varphi_{i}=《 a_{i 1}, a_{i 2}\right\rangle\right\rangle$. We repeat once more the ascent construction in the
proof of Theorem 1.4, and pass to the field $L=K\left(\sqrt{-\varphi_{1}{ }^{\prime}\left(X^{\prime}\right)}\right)$ (here, $X^{\prime}=\left(x_{2}, x_{3}, x_{4}\right)$, and $K=F\left(x_{2}, x_{3}, x_{4}\right)$ ). Since $L \otimes_{)_{F}} \varphi_{1}$ is hyperbolic over $L$, we have $\left(-a_{11},-a_{12} / L\right)=1 \in B(L)$, and hence $\left(-a_{21},-a_{22} / L\right) \cong$ $\left(-a_{31},-a_{32} / L\right)$. By Theorem 1.8, we conclude that $L \otimes_{F} \varphi_{2} \cong L \otimes_{F} \varphi_{3}$. Let $2^{r}$ be the Witt index of the form $q=\varphi_{2} \perp\langle-1\rangle \varphi_{3}$ over $F$. We claim that $r \neq 0$. Indeed if $r=0$, the anisotropic part $q_{a}$ of $q$ is six dimensional, whereas $L \otimes_{F}\left(q_{a}\right)=0 \in W(L)$ implies (by the argument of Theorem 1.4) that $\operatorname{dim} q_{a}$ is a multiple of $\operatorname{dim} \varphi_{1}-4$. Hence $r \geqslant 1$, and by Proposition 4.4, $\varphi_{2}$ and $\varphi_{3}$ are linked over $F$. Using Theorem 1.8 we may write $l\left(-a_{21}\right) l\left(-a_{22}\right)=$ $l(b) l(x)$, and $l\left(-a_{31}\right) l\left(-a_{32}\right)=l(b) l(y)$, where $b, x, y \in \dot{F}$. Now

$$
z=l(b) l(x y)+l\left(-a_{11}\right) l\left(-a_{12}\right)
$$

and $g(z)=1 \in B(F)$ implies that $z=0 \in k_{2} F$ by Theorem 1.8.
Q.E.D.

Corollary 6.2. For a given integer $n>1$, suppose that $\operatorname{dim}_{z_{2}} k_{n} F=m \leqslant 6$. Then $s_{n+i}$ is an isomorphism for all $i \geqslant 0$. If $n=2$, then $f$ and $g$ are monomorphisms.

Proof. By Corollary 5.7, each element in $k_{n} F$ can be expressed as the sum of three generators. It follows from the above Theorem that $s_{n}$ is an isomorphism. The corresponding statement for $s_{n+i}(i>0)$ now follows from Theorem 5.12.
Q.E.D.

Remark. If $F$ has at most 16 square classes, then $\operatorname{dim}_{z_{2}} k_{2} F \leqslant 7$, and it can be shown that Theorem 6.1(2) applies. In general, if $\operatorname{dim}_{z_{2}} k_{2} F \leqslant 7$, it can also be shown that $s_{m}$ are all isomorphisms.

We shall now investigate some special cases of Theorem 6.1.

Corollary 6.3. For a given integer $n>1$, suppose that every element of $k_{n} F$ is equal to a generator. Then every element of $k_{r} F(r \geqslant n)$ is also equal to a generator, and every pair of $r$-fold Pfister forms $(r \geqslant n)$ are linked. In particular, $s_{r}$ is an isomorphism for all $r \geqslant n$.

Proof. It suffices to show that the sum of any two generators in $k_{n+1} F$ is equal to a generator, for then everything else will follow by induction. Let $\alpha, \beta$ be two generators in $k_{n+1} F$. By Lemma 5.4, there exists $a \in F$ such that $\alpha, \beta$ both belong to $l(a) k_{n} F$. Thus, $\alpha+\beta$ is clearly a generator in $k_{n+1} F$.

Example 6.4. The hypothesis of Corollary 6.3 holds in the following two cases. (1) $F$ is a global field, and $n \geqslant 2$. (See [9], p. 135). (2) $\operatorname{dim}_{z_{2}} k_{n} F \leqslant 2$. (See Proposition 5.5).

Corollary 6.5. Suppose every $2^{n}$-dimensional form over $F$ is universal. Then
(1) $I^{n+1} F-0$ and hence $k_{2} F=0$ for all $r \geqslant n+1$.
(2) $s_{n}$ is an isomorphism.
(3) Every element of $I^{n} F$ is represented by an n-fold Pfister form, and every pair of $n$-fold Pfister forms are linked.

Proof. From the hypothesis, it follows that every $\left(2^{n}+1\right)$-dimensional form is isotropic, so every $(n+1)$-fold Pfister form is hyperbolic. This fact, together with Corollary 3.3, imply (1) above. Let $\varphi, \gamma$ be two $n$-fold Pfister forms. Since the anisotropic part of $q==\varphi \perp\langle-I\rangle \gamma$ is at most $2^{n}$-dimensional, the Witt index of $q$ must be $\geqslant 2^{n-1}$. It follows from Proposition 4.4 that $\varphi$ and $\gamma$ are linked, establishing the last statement of (3). The first part of (3) can be deduced easily from Korollar 3 of [1]. But here is an ad hoc proof. Observe that for $\varphi$ above, and any $a \in \dot{F}$, we have $\langle a\rangle \varphi \cong \varphi$ by Corollary 2.4. It is thus sufficient to prove that, for given $\varphi$ and $\gamma$ as above, $\varphi-\gamma$ is equal to another $n$-fold Pfister form, in $W(F)$. But we have shown that $\varphi, \gamma$ are linked, so $\varphi \cong \sigma\langle 1, x\rangle, \gamma \cong \sigma\langle 1, y\rangle$. Now $\varphi+\gamma=\varphi-\gamma=\sigma(\langle x\rangle-\langle y\rangle)=$ $\sigma\langle 1,-x y\rangle \in W(F)$, proving the first statement of (3). Finally, from (3) and Lemma 5.4, it follows that every element of $k_{n} F$ is equal to a generator. Therefore, Corollary 6.3 implies (2).
Q.E.D.

Corollary 6.6. If $F$ is a $C_{3}$-field and $K=F(t)$ is purely transcendental of degree one over $F$, then $s_{r}$ is an isomorphism for the fields $F$ and $K$, for all $r$. (Example: $F=\mathbf{C}\left(X_{1}, X_{2}, X_{3}\right)$ ).

Proof. By hypothesis, every 8-dimensional quadratic form is universal, so Corollary 6.5 applies for $n=3$. Recalling Theorem 1.7, we conclude that $s_{r}$ is an isomorphism for $F$, and for all $r$. Now any finite extension of $F$ is again a $C_{3}$-field. It follows from Corollary 5.8 of [4] that $s_{r}$ is also an isomorphism for $K$, for all $r$.
Q.E.D.
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