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On Multiplicative Bases in Commutative Semigroups 

VLADIMIR PUS 

We generalize some older results on multiplicative bases of integers to a certain class of 
commutative semigroups. In particular, we examine the structure of union bases of integers. 

1. INTR~Duc~J~N 

In [2], P. Erdos proved the following theorem. 

THEOREM 1. Let N be the set of all positive integers and let k 5 2 be an integer, 
Suppose that M is a subset of N such that every x E N can be expressed in the form 
x=m1.m2*,,:m,, where mi E M for every i. Then for every integer p there exists a 
number x E N which can be expressed as a product of k numbers of M in at least p 
different ways. 

Erdiis’s proof of Theorem 1 was very complicated and had a purely number- 
theoretical character. Thus it provided no possibility of generalizing Theorem 1 to 
other multiplicative structures. However, in [6], J. NeSetfil and V. Rod1 gave another 
proof of Theorem 1, based on the theorem of Ramsey, which was very simple and 
provided a straightforward possibility of generalizing to other structures. 

In this paper we show some ways in which Theorem 1 can be generalized. 
NeSetfil and Riidl’s proof of Theorem 1 essentially uses the following property of the 

set P of all prime numbers. 

PRWEWY (I’). For every finite set {pl, p2, . . . , pr} G P the following holds: if 

p1 ‘p;!. . . . * pr =x * y, where x, y are positive integers, then there exist sets I, J E; 
{1,2.. . . , r} such that I UJ = { 1,2, . . . , r}, nit-rpi = x and flj,,pj = y. 

Theorem 1 can easily be derived from Property (P) and the following lemma which is 

based on the theorem of Ramsey. 

LEMMA I. Let X be a countably infinite set, 9(X) the set of all finite subsets of X, 
and let k * 2 be an integer. Suppose that M is a subset of 9(X) such that all but finite1.y 
many sets in 9(X) are unions of k, not necessarily distinct, elements of M. Then for 
every integer p there exists a set FE 9(X) and at least p mutually different sets 
{Fl, & ‘. ., F,}cMsuchthatF=U~=‘=,~andI;If1~=0fori#j. 

PRCMDF. The way in which to prove this lemma is described in [6, I], where the 
simple version of the lemma is stated (for k = 2). 17 

In [4], M. B. Nathanson strengthened Lemma 1 in the following way (see 14. 
Lemma]). 

LEMMA 2. Let X be a countably infinite set and let k 3 2 be an integer. Suppose that 
A=(M,, M2,.. . , Mk) is a collection of subsets of 9(X) such that for all but finitely 
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many sets F E 9(X) there exist two different k-tuples (F,, F2, . . . , Fk) such that 4 E M, 
fori=1,2,..., k and F = I_$=, 4. Then for every p there exists a set F E 9(X) and at 
least p different k-tuples (F,, F,, . . . , Fk) such that F; E Mi for i = 1, 2, . . , k, F = 
U~~k=,~and~~~=Oforifj. 

As a consequence of Lemma 2, Nathanson proved the following generalization of 
Theorem 1. 

THEOREM 2 (see [4]). Suppose that A = (M,, M2, . . . , M,), k > 2, is a collection of 
subsets of N such that all but finitely many numbers x E N can be expressed in at least 
two different ways as a product ml * m2 * , . . . mkj where mi E Mi for i = 1, 2, . . . , k. 
Then for every p there exists x E N which can be expressed in the form x = 
mI -m2’. . . ‘mk, where mi E Mi, in at least p different ways. 

In a similar way, Nathanson proved the following theoem. 

THEOREM 3 (see [4]). Suppose that Jcc = (M,, M2, . . . , Mk), k 2 2, is a collection of 
subsets of N such that all but finitely many numbers x E N can be expressed in at least 
two different ways as the least common multiple [m,, m2, . . . , mk] of numbers 

ml, m2,. . . , mk where mi E Mi for i = 1, 2, . . . , k. Then for every p there exists x E N 
which can be expressed in the form x = [m,, m2, . . . , mk], where rn; E Mi, in at least p 
different ways. 

In fact, Lemma 2 enables us to prove the analogue of Theorem 2 (concerning the 
usual multiplication of natural numbers) and of Theorem 3 (concerning the operation 
of least common multiple of natural numbers) also for other multiplicative structures. 
Now we describe a certain class of structures (commutative semigroups) to which 
Lemma 2 can be applied. First of all we give some definitions. 

2. DEFINITIONS AND NOTATION 

Card is the class of all cardinals, and we denote the cardinality of the set X by [Xl. 
9(X) is the set of all finite subsets of the set X, and U is the set-theoretical union. By 
A A B we denote the symmetric difference of sets A and B. Let - be an equivalence 
relation on X. For x E X define [x] = {y E X; y -x} and put Xl- = {[xl; x E X}. 

Let S = (X, -) be a commutative semigroup. We say that x divides y (x, y E X) and 
denote this by x 1 y if there is an element z E X such that y =x . z. Let us recall that an 
element j E X is called a unit if j divides the identity element. We say that x is 
associated with y (and denote this by x - y) if there exists a unit j such that x = y . j. 
Clearly, - is an equivalence relation on X. Let us remark that S may have no identity 
element. If this is the case, we define - to be an identity relation; i.e. x - y iff x = y. 

Let S = (X, -) be a commutative semigroup and let k Z= 2 be an integer. 
Define an equivalence - on Xk as follows: 

( x17 x2, . . . > xk) - (xi, x;, _ . . , x;) iff xi -XI for i = 1, 2, . . . , k. 

Now, let .& = (MI, M2, . . . , M,) be a k-tuple of subsets of X. For x E X denote 
A, = {(mr, m2,. ’ . , mk) E n,“=, Mi; x = m, * m2 - . . . - mk} and define the functions 
f&:X-Card andg,:X-,Card by 

f&(x) = IAxl and g,(x) = IAx/-I. 
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Similarly, for MEX put B,={(mr,mz,. . . ,mk)sM; x=m,-rn,-. . :mk), 
where (ml, m2, . . . , mk) denotes the collection of elements ml, m2, . . . , mk of M 
(not necessarily distinct). We define functions f&#& and g,,, by 

fhf,k@) = i&i and &4M.k@) = i&x/-b 

For brevity, we denote the function fM,2 by fM. 
Clearly, if S has at most one unit, then g, = fA( and g,,, = fW,k. 

DEFINITION 1. We say that Ai = (M,, . . . , Mk) is an asymptotic multiplicative system 
of order k if f&(x) 2 1 for all but finitely many elements x E X. Similarly, M c X is an 
asymptotic multiplicative basis of order k if fM,k(x) 2 1 for all but finitely many elements 
x E X. 

Let s’ = (X, .) be a commutative semigroup and let F = {x,, x2, . . . , xk} be a finite 
subset of X. Then the product xi - x2 - . . . . xk is denoted by n F. If S has an identity 
element 1, we also define n 0 = 1. 

DEFINITION 2. Let S = (X, .) be a commutative semigroup. The set P G X is said to 
be a prime set if it contains no unit, if no two different elements of P are associated and 
if for every finite (non-empty) set F E P the following condition holds: if H F = x, . x2 
then there exist finite sets F,, F2 z F (possibly empty) such that FI U F2 = F, x, - n F, 
and _xz - n F2. 

DEFINITION 3. The commutative semigroup is said to be a prime semigroup if it 
contains an infinite prime set and if it has only finitely many units. 

3. GENERAL THEOREMS ON MULTIPLICATIVE BASES 

In the next theorem we show that the result stated in Theorem 2 for the semigroup 
(N, .) holds for every prime commutative semigroup. 

THEOREM 4. Suppose that S = (X, -) is a prime semigroup, k z= 2, 
4, M21.. . , hfk G X, A% = (M,, M2, . . . , Mk). if g&(x) 2 2 for ah but finitely many 
elements x E X, then for every p there exists x E X such that g&(x) > p. 

Let us prove Theorem 4. In the proof we shall use the fact that every prime set is 
“productively independent” in the sense of the following proposition. 

PKO~OSITION . Let S = (X, 0) be a commutative semigroup and P G X be a prime set. 
Then for every two finite sets PI, P2 G P the following condition holds: if II P, - II P2 
then PI = P2. 

PROOF. Let PI, P2 be finite subsets of P such that n PI - II P2 and P,\P, # 0. 
Choose an arbitrary element p E P,\P,. Since p 1 n PI and P is a prime set, there is a set 
Q c PI such that p - II Q. Clearly, p $ Q and since p is not a unit, we have that Q # 0. 
Let q be an arbitrary element of Q. Then q ( p and therefore q -p by the definition of 
the prime set. Thus q =p, hence p E Q, a contradiction. cl 

PROOF OF THEOREM 4. Denote by n the number of units in S and suppose that 
n>O. For XEX define [x]={y~X;y-x}, and for YsX put [Y]=Uyty[y]. Let 
P c X be an infinite prime set in the semigroup S. For i = 1, 2, . . . , k define sets 
M; c 9(P) by M; = {FE 9(P); II F E [M;]}. 
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By the proposition, the mapping F en F from Y(P) to X is an injection and 
therefore for all but finitely many sets F E g(P) there exist at least two non-associated 
k-tuples (ml, m2, . . . , mk) such that mieMj and nF=m,.m,.. .:Q. Let 

( ml, m2,. . . , mk) be such a k-tuple. Then we obtain, by the definition of the prime 
set, that there exist sets F, for i = 1, 2, . . . , k such that F = IJF=‘=, F; and m, - II fi. But 
then 6 E Mf, and hence the infinite set P and sets MI E S(P) fulfil the assumptions of 
Lemma 2. Thus for every p there exists a set F E g(P) and at least p . n + 1 different 
k-tuples (F,, 5, . . . , Fk) such that &EM;, F=Uf==,15]: and Efle=0 for i#j. If 

(F,, 6, -. .I 6) is such a k-tuple then n F = II:==, (II fi), where fle E [Mi]. Hence 
there exists a unit j and a k-tuple (ml, m2, . . . , mk) E II:=, Mi such that j . II F = 
nf=, mi and mi - fl E. This yields by the proposition that there exists a unit j such that 

gA(j * II F) > P. 
The case n = 0 is similar to the case n = 1. 0 

As for the previous theorem, we can deduce from Lemma 1 the following 
generalization of Theorem 1. 

THEOREM 5. Suppose that S = (X, -) b a prime semigroup, k 2 2, ME X. If 
g&x) k 1 for all but finitely many x, then for every p there exists x E X such that 

gdx) ‘Pa 

EXAMPLES. (1) The semigroups (N, .) and (N, LCM), where LCM is the least 
common multiple, are prime semigroups. (The set of all prime numbers is an infinite 
prime set.) 

(2) The semigroup (9(N), U) of all finite subsets of N with the union operation is a 
prime semigroup. (The set of all singletons is an infinite prime set.) 

(3) Let ZZ be the class of all isomorphism types of finite simple graphs. The 
semigroup (sir, x), where x is the cardinal (direct) product, is a prime semigroup. (It 
can be shown (see [7]) that the set of all complete bipartite graphs K,.,, where p 2 2 is 
a prime number, is a prime set.) 

4. THE SEMIGROUP (9(N), U) 

Let S = (X, *) be a countable prime commutative semigroup with at most one unit 
andlet &=((Mi,..., M,) be an asymptotic multiplicative system of order k in the 
semigroup S. Then Theorem 4 states that the following condition holds: 

(1) If Iizrf f&(x) a 2 then limeyp f&(x) = ~0. 

This gives no lower bound of the number limsup,,x f (x) under the assumption that M 
liminfX,,fA(x) 3 1 ( i.e. & is an asymptotic multiplicative system). In particular, in [4], 
Nathanson showed that in the semigroup (bJ, a) the condition (l), together with the 
obvious condition liminf,,,f~(x) s k, are the only conditions that restrict 
the behaviour of functions fA(. Thus the set Yk of all pairs (i, s), where i = 
liminf,,xfAl(x), s = 1 imsup,,,f,(x) and & is an asymptotic multiplicative system of 
order k in the semigroup (N, -), is given by the formula 

Yk= ((1,s);~ EN} U{(i, ~0); lsick}. 

In the remaining part of this paper we show that (1,2) $ Y2 for the semigroup 
(9(N), U). Moreover, we give the full description of the set Y2 for this semigroup. 

First we introduce some definitions. 
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DEFINEION 4. Let S = (X, a) be a countable commutative semigroup and let 

Jlc=(,M,,M,,..., M,J be a k-tuple of subsets of X. 
The type t(A) of the system & in the semigroup S is the ordered pair (1’(A), s(4)), 

where i(.@ = liminfxExfJx) and s(A) = limsup,,,f,(x). 
The set of types of order k of S is the set Yk(S) = {t(A); Ju is an asymptotic 

multiplicative system of order k}. 

Denote N* = N U {m}. It can easily be seen that 

and 
i(A) = sup{n E N*;f&) 5 n for all but finitely many x E X} 

s(d) = min{n E N*;fJx) G n for all but finitely many x E X}. 

Hence, i(.nC) is the best asymptotic lower bound of the function f& and s(A) is the 
best asymptotic upper bound off&. 

In particular, s(k) = m iff for every p there exist (infinitely many) x E X such that 

f&(X) 
The main of this is the 

THEOREM 6. u) = ) s ; s E NW)) u ((1, m), (2, m), (3, m)}. 

PROOF OF THEOREM 6. First we show that (1,2) $ &(gF(N), U). 

Suppose that J4 = (Ml, MJ be an asymptotic multiplicative system of order 2 in the 
semigroup (9(N), U) and denote limsup{fA1(A); A E 9(N)} = s. Our purpose is to 
show that s # 2. Without loss of generality, we can suppose that s < m. Denote 
X, = {x E N; {x} EM,} and X2 = {x E N; {x} E M,}. We say that some statement about 
sets of some set system s;B is true for “almost every” set of d if it is true for all but 
finitely many sets of ~4 

We divide the proof into some facts. 

FACT 1. Zfs< cQ, &en IM, f~ .9(X,)/ -=c m (and, similarly, I&Z, rl S(X,)[ <co). 

PROOF. We shall use the following simple proposition. Let k 3 1 be an integer. 
Then every infinite family 4/ of sets of size k contains an infinite family .!Y such that 
every two sets from .7 have the same intersection. 

Let us proceed to the proof of Fact 1. Clearly, f&(A) * (A( for A E Mz f~ 9(X,), and 
hence IAl c s for almost every set A E M2 rl9(X,). Furthermore, f&(A) 2 1 for almost 
every set A E 9(N) and therefore exists a finite subset F of X1 such that for every 
non-empty set A E S(X,)W(F) the following conditions hold: 

(1) f,(A) 2 1 

and 

(2) AEM~+IA~cs. 

Let Of A E S(X,)W(F). Then we have A = A, U A,, where Al E M,, A, E M2 and 

lAzl s s. In particular: 
(3) If 0 #A E 9(X1\F) then there exists a set A’ c A such that IA’1 s s and 
A\A’E Ml. 

Suppose that IM2 fl 9(X,)] = m. Then there exists a set F’ G F such that the set 
9 = {A E M2 n 9(X,); A n F = F’} is infinite. Consider the set 8 = {A\F’; A E 9). By 
(2), the size of all sets in 9 is not greater than s. Therefore there exists an infinite set 
3 E 9r and a set F” such that the intersection of every pair of sets in 9 is equal to F”. 
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Let F,, F2, . . . be a sequence of pairwise distinct members from y different from F”. 
Then e\F”, i = 1, 2, . . . are non-empty pairwise disjoint sets. 

According to (3), for every p there exists a finite set A 1 E Ad, such that A, contains at 
least p sets E\F”. Furthermore, if Al contains I;;\F” then 

A,uF’UF”=AiUF’UF”U(~\F”)=A,u(F’u~). 

Moreover, since F’ U 4 are pairwise distinct members of I’&, we have &(A, U F’ u 
F”) >p. Thus limsup{fJA); A E 9(m)} 3p for every p, a contradiction. n 

Furthermore, we shall often use the following immediate corollary of Fact 1. 

COROLLARY. Ifs < 03, then there exists a finite set F c X, such that 

~#AES(.X,\F)+AEM~. 

FACT 2. 1X, fl X2( < ~0. 

PROOF. An immediate corollary of Fact 1. n 

FACT 3. If IX11 = ~4, then 0 E M2. 

PROOF. We have lXILyzl = m by Fact 2. Thus there exists x E X1Ly2 such that 
fA({x}) 2 1. But the only possible expression of the set {x} as a union of sets from M1 
and & is {x} U 0. We conclude that 0 E M2. n 

From now we shall suppose that s G 2. 

FACT 4. If IX,1 = lXzl = m, then X1 fl X, = 0. 

PROOF. We have 0 E Ml fl M2 by Fact 3. Let (by Fact 2) U = {u,, a2, . . .} E X,\x2 
and V = {vl, Q, . . .} E X2Wl be infinite (disjoint) sets. Suppose that there exists 
x E Xi n X2. Then there exists an infinite set I E { 1, 2, . . .} such that f&({x, ui, vi}) 3 1 
for i E Z, i.e. {x, ui, vi} = Af U A:, where A’, E Ml and A; E M2. Since A’, 3 x or Ai 3 x 
for every i, we can suppose that the set J = {i E I; A’, 3 x} is infinite. Let i E J. Then one 
of the following possibilities holds: 

(ff) A; 3 u,. 

Thenf,(Af)~3becauseA’,=AfU0=A’,U{x}=AfU{vi}. 

(B) A; = {x, u;}. 

Thenweagainhavef,(Af)~3becauseA’,=A’,U0=A’,U{x}={~~}U{~}. 

(Y) A; = {x}. 

Then either Ai = {Ui, vi} and SO f&(Ai) 2 3 because Ai = 0 U Ai = {Ui} U A; = {ui} U 
{pi}, or Ai = {x, ui, vi} and then also f&(Ai) a 3 because A$ = 0 U Ai = {x} U Ai = 
{Ui} U A;. We conclude that s 2 3, a contradiction. n 

FACT 5. Zf IX11 = IX21 = m, then (9(X,)\(0)) fl M2 = 0. 

PROOF. By Fact 1 there exists a finite set F E X1 such that for 0 #A E S(X,)\P(F) 
holds: f&(A) 3 1 and A $ M2. 

Suppose that there exists a set 0 #A E 9(X,) fl M2 (and so A c F). Then IAl Z= 2 by 
Fact 4. Choose in A two fixed different points x, y- If 0 f B E S(X,\F) then from the 
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choice of F and Fact 4 it follows that B E Ml and also B U {x} E M, and B U {y} E M,. 
This yields that f&(A U B) 3 3 and so s 2 3, a contradiction. n 

FACT 6. v 1x11 = 1x4 = co, then 19(X,)\M,( <a (i.e. 9(X,) E M, excepting at most 

finite1.y many finite subsets of X,). 

PROOFT. By Fact 5 no non-empty subset of XI belongs to Mz. Thus A E Ml for every 
set A E X1, fulfilling the condition f&(A) 2 1. n 

FACT ‘7. If IX,1 = lXzl = 00, then IM,\9(X,)I < 00. 

PROOF:. Suppose that lM,\9(Xi)l = 03. 
Let A E M1\9(X1) and JA fl XzI 2 2. Choose x, y E A rl X2, x f y. Then A = A U 

{x} == A U { y} = A U 0 and 0 E M2 by Fact 3; hence f,(A) 2 3. Therefore 

I{AEM,;IA~X~I=~}(=~. 

AssumethatAEM,, AnX,={x} andAnX,EM,. ThenA=AU{x}=AU0= 

(A rl X,) U {x}, and hence f&(A) 2 3. Therefore 

){AEM,;IAnX,l=l&AnX,$M,})=~. 

Since, by Fact 6, 19(X,)\Mr I < 00, there is a set A, E P(X1)\M1 and an infinite set 
2 c X2 such that A, U {x} E M, for every x E Z. Since, again by Fact 6, lS(X,)\M,l <: 
m, there are infinitely many sets B s 2 such that IBI Z= 3 and B E M2. But then 
f,(A, U B) 2 3 (since A, U B = (A, U {x}) U B for x E B) which contradicts the as- 
sumption s d 2. n 

FACT 8. If (X,1 -CM, then IM1\9(X,)l < 00 (and so IMIJ cm). 

PROOF. According to the corollary following Fact 1, there is a finite set F z X2 such 
that B E Mz for every finite non-empty set B c X2\F. 

Suppose that [Ml1 = w. Since IX, U FI < ~10, there are a set A c X1 U F and infinitely 
many non-empty sets B,, B,, . . . such that B,GN\(X, U F) and AU Big M, for 
i=l,2,. . . If i,j,kEN, i<j<k, then B=B,UB,UB,GX~\F, thus BEM, and, 
moreover, A U B = (A U B;) U B = (A U Bi) U B = (A U Bk) U B. We conclude that 
f,(A U B) 2 3 and so s 2 3, which is a contradiction. n 

Fnc-r 9. lf IX21 = 00, then 9(X,) = MI. 

PROOF. (a) We show that 9(X,) c M,. According to Facts 6, 7 and 8 we have that 

IN A %Xdl < m. Furthermore, we have that 0 E Ml, by Fact 3, and that (x} E M, for 
all x E X1, by the definition of X,. Suppose that A E X, and (Al = k 3 2. We show by 
induction on k that A E Ml. 

Suppose that all subsets of X1 with size less than k belong to M,. Choose two fixed 
elements n, y E A, n fy. Since IM,W(X,)( <~a, there is a finite set F such that the 
following conditions hold: 

(1) if B is finite and B $ F then f,(B) s 1 

and 

(2) if B E M,W(X,) then B c F. 

Assume that A $ M,. We have lX,\X,l = ~0, by Fact 2, and hence ((X2WI)\Fl = 00. 
Let z E (X,W,)\F. By the definition of F we have that A U {z} = A, UAz, where 
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A, E Ml, A2 E M2 and A, E A. Furthermore, AL $g A because A $ M, . Thus either 

(4 A,=AU{Z}EM~ 

or 

(B) Az = (A2 n Xi) U (2 1, whereO#AznXISA. 

In particular, by the induction hypothesis, A2 rl X, E Ml. In case (cr) we have 
A2 = 0 U A2 = {x} U A2 = {y} U A2, and hence f4(A2) z= 3. Similarly, in case (p) we 
have A2 = 0 U A2 = (A2 rl X,) U A2 = (A2 rl X,) U {z}, thus again fkl(Az) L 3. In both 
cases (CY) and (/3), A,rl ((X,LY,)\F) = {t}, while j(X,\x,)\FI = m; thus there are 
infinitely many sets A2 such that f,(A,) 2 3, a contradiction. 

(b) We show that $(X1) = Mi. Suppose that there is a set A E Ml such that A $X, 
and choose an element x E A\XI. Let F be the set defined in part (a) and let 
z E (X2\xI)\F. Then, by (1) in the definition of F, f&({x, I}) a 1. Now, since x $X,, 
condition (2) in the definition of F implies that {x, z} E M2. We show that f&(A U 
{z}) z= 3. We distinguish two cases. 

((u) Let IAWl/ a 2 and let x, y be two different elements from ALY,. Then the 
equalities A U {z} = A U {x, z} = A U {y, z} show that fn(A U {z}) 3 3. 

(/I) Let A/X, = {x}. Then A U {z} = A U {x, z} = (A\(x)) U {x, r} and since A\ 
{x} E Ml by (a), we have again that f&(A U {z}) b 3. 

Since the set (X,\X,)\F is infinite, there are infinitely many sets A U {z} such that 
f&(A U {z}) 2 3, a contradiction. n 

We complete the proof of the statement (1,2) $ Tz($(f+J), U) by the following 
lemma. 

LEMMA. Suppose that s s 2. 
(1) Zf IMII = lM21 = m, then IX,/ = lXzl = m, x,nx,=0, X1UX2=N, M,=Y(X,) 
and M2 = 9(X2). 
(2) Zf IMII cm, then IX11 cm, Ml = 9(X,) and IS(NW,) A M21 <a. 
In both cases s = 1. 

PROOF. (1) We have IX11 = lXzl = m by Fact 8, X, fl X2 = 0 by Fact 4, Ml = 9(X,) 
and M2 = 9(X2) by Fact 9, and from this it immediately follows that Xi U Xz = N and 
s = 1. 

(2) If IMII <m then IX11 Cm, and thus lXzl = m and 9(X,) = Ml by Fact 9. This 
implies that for every set A E 9(NW,) the condition f&(A) 2 1 holds iff A E M2. Hence 

I~(N~,)\&l< m. It follows that there is a finite set FE NW, such that 9(NLY,)\ 

Mz E 9(F). 
Now suppose that A E M2\9(NW1). Then either A c X1 U F or f,(A) 2 3. For this, 

let A C$ X1 U F. Then A rl (NW,) E M2 by the definition of F and 0 E Ml by Fact 3, and 
hence the equations A=0UA=(AnX,)UA=(AnX,)U(AfT(NW,)) dem- 
onstrates that f&(A) 2 3. Since s G 2, it follows from the above that ~M,W(NW,)~ < cQ. 
Hence there is a finite set E c NW, such that M,\S(N\X,) c 8(X1 U E). But then for 
every finite set A $ X1 U E we have f&(A) s 1, and thus s = 1. n 

The previous lemma has an interesting corollary which gives the full characterization 
of asymptotic multiplicative systems & = (Ml, M2) of order 2 in the semigroup 
(9(N), U) such that s(d) = 1 (i.e. t(A) = (1, 1)). 
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COROLLARY. Let Ml, M2 be non-empty subsets of 9(N). Then f,(A) = 1 for 
every set A E 9(fV) iff either: 
(1) there is a partition I’V =X1 U X2 such that X, n X, = 0, (X,1 = IX,1 = CQ, 
9(X,) and Mz = 9(X,) (hence IMII = lM21 = m); or 
(2) there is u finite set X1 E N such that Ml = 9(X,), and (9(N\X1) A M21 < m 
IMII <m and lM21 = m); or 
(3) there is a finite set Xz G N such that M2 = 9(X,) and IS( N\X2) A M, I < m 
IM,I := m and lM21 cm). 
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almost 

M, = 

(hence 

(hence 

Let us continue the proof of Theorem 6. We show that for every s E N\(2) there is a 
system A of order 2 and of type (1, s). 

First we define Ml = 9(N) and M2 = (0, C,, . . . , C,}, where k 3 1 and lMzl = 
k + 1. Then, clearly, .,U = (Ml, MJ is an asymptotic multiplicative system of order 2 
and of type (1, 1 + Et 1 21G’). In particular, we can construct systems of type (1, 1 + 2k ) 
for every k. 

Now we construct systems A = (M,, M,) of type (1, s) for every even number s > 2. 
We distinguish three cases. 

((u) Type (1,4): let A = {ai; i E IV}, B = {bi; i E IV} and C = {c,; i E RJ} be countable 
pairwise disjoint sets such that N = A U B U C. Define 

Ml = 9(A) U {{a,, b;}; i E N} 
and 

M~=9(BUC)U{{ai,C,};iEN}. 

It is easy to see that fM({ai, bi, Ci}) =fk((ai, bi} U {nit Ci}) = 4, &({a;, bi} U {aj, cj}) = 

2 for i stj and f,(F) E (1, 3) for the other sets FE 9(N). Moreover, f,(F) = 1 for 
infinitely many sets F. Hence, Jcc = (M,, M2) is an asymptotic multiplicative system of 

type (It 4). 
(/3) Type (1, 2p+’ + 2) for p 2 1: more generally, we construct a system A = 

(M,, MJ of type (1, 2p + 2q + 2) for p, q 2 1. Let X and Y be countable disjoint sets 
such that N = X U Y and let X = lJy=,Ai and Y = UFzO B, be disjoint partitions of sets 
X and Y such that IAil =p and lB;l= q for every i. Define 

M1=9(X)U{A;UB;;iEfW} 
and 

M2 = .9(Y) U {Ai U B;; i E N}. 

Then fk(Ai U Bi) = 2p + 2q + 2 for every i. Furthermore, for 0 # F E 9(N), F fl (A, u 
Bi) =z 0 we have 

f- 1 + 24 ifFcY 

ifFcX 

if F=AjU Bj, wherejfi 

11 in the other cases. 

It follows that Jcc = (Ml, M ) 2 isasystemoftype(1,2P+2q+2). 
(y) Type (1, s), where s > 2 is an even number which cannot be expressed in the 

form 2p + 2 for p Z= 1: by the assumption, the positive integer s - 2 is even and is not a 
power of the number 2. Hence, we can write s - 2 = 2P + 2p’ + . * . + 2f’n, where 
O<P{j<Pl< * * * <p,, and n > 0. Let X and Y be countable disjoint sets such that 
X U Y =: N. Let us denote X = {xi; i E IV} and form a disjoint partition Y = UyzoAi of 
Y such that IAil =pn for every i. We put Ai={U<;l~j~p,} for ieN and 
A: = {a!; 1 pi c k} for k E (1, 2, . . . , p,}. Hence 

AP”sA;‘s. . .sAp=A,. 
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Now define 

MI = S(X) U {{xi} U A?; i E N and 0 ~j 6 n} 

and 
M2 = 9(Y) U {{xi} UAP”; i E N}. 

It can easily be shown that for F E 9(N) the following holds: 
(1) If IFflX(s3 thenf,(F)E (1, 3). Moreover,f,(F)=3 iff FnX3xiand FnY= 

AP” for some i E N 
($ If IF fl Xl = 2 then f,(F) s 3. 
(3) Let us examine the case IF rl XI = 1. Let F rl X = {Xi}. Then f,(F) =f + ,&J, 
where f is the number of sets B E M2 such that (F fl X) U B = F and fi, 0 ~j c n, is the 
number of sets B E M2 such that ({Xi} U A?) U B = F. We can easily show that _ 

f= 
( 

2 . if F = {xi} U A:” 

1 otherwise 

and, for 0 ~j G n, 

{ 

0 if F 2 {xi} U A~‘J 

6 = 2Pi if F 2 {Xi} U A~J 

25 + 1 if F = {Xi} U A?. 

From this it follows that 

and 

t( {Xi} U AP”) = 2 + 2’” + 1 = 2’” + 3 

f,(F) s 1 + 2p” + 2p’ + . . . + 2pn + 1 = s for F # {xi} U A+? 

Since n > 0, we have max(3, 2p” + 3) G s. Thus, in every case of (l)-(3) we have 
f&(F)~s and, moreover, by (l), f,(F) = 1 for infinitely many sets FE 9(N). 
Furthermore, since it > 0, we have {Xi} U A? = {xi} U Ai # {Xi} U A? for every i E N 
and thus f&{xi} U A?) = 1 + 2po + 2p’ + - - . + 2Pnm* + (2pn + 1) = s. Hence & = (Ml, M2) 

is a system of type (1, s). 
To complete the proof of Theorem 6 it is sufficient to construct asymptotic 

multiplicative systems of types (1, m), (2, ~4) and (3, co). Indeed, systems of the other 
types are excluded according to Theorem 4 and because fM({x}) s 3 for all x E N and 
for every asymptotic multiplicative system Ju = (Ml, MJ in the semigroup (9(fV), U). 

The construction can be performed, for example, as follows: 

Type (1, CQ): 
Define Ml = 9(N) and M2 = 9(N)\{A c N; IAl = l}. 
Then &(A) 2 1 for every A E 9(N) and f&(A) = 1 iff IAl s 1. 

Type (2,~): 
Define Ml = M2 = 9(N)\{A E N; IAl = 2). 
Then f&(0) = 1, &(A) = 2 for every two-element set A and f&(A) 3 3 for the other 
sets A E 9(N). 

Type (3, m): 
Define M, = M2 = 9(N). 

Then f&(0) = 1 and f,(A) 3 3 for A # 0. 

In every case, f&(A) is arbitrarily large provided that A is sufficiently large, and thus 
the required systems are constructed, and the proof of Theorem 6 is completed. •I 
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REMARK. Multiplicative bases in the semigroup (9(N), U) are usually called union 
bases.. Union bases have also been studied by Deza and Erdos [l], Grekos [3] and 
Nathanson [5]. 

2. AN OPEN QUES~ON 

Note that the additive version of Theorem 1 is open even for k = 2. This is an old 
problem of P. Erdos, as follows. 

PROBLEM. Let M be a set of positive integers with the property that for every 
positive integer n there are X, y E M such that n =x + y. Is it true that for every 
positive integer p there exists a positive integer it such that IZ can be expressed as the 
sum of two numbers of M in at least p different ways? 

The previous problem concerns the semigroup (f+4, +), where N is the set of all 
positive integers. Let us notice that there is no similar problem for the semigroup 
(Z, +), where Z is the set of all integers, because the following proposition holds (see 

Pm 
Let G = (X, *) be a countable abelian group such that every equation xk = a, 

where a E X and k E (2, 3}, has only finiteLy many solutions. Then for every 
function f: X + N there is a set M s X such that fM,? = f. 
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