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a b s t r a c t

We show that if E ⊂ Fd
q , the d-dimensional vector space over the finite field with q

elements, and |E| ≥ ρqd, where q−
1
2 ≪ ρ ≤ 1, then E contains an isometric copy of

at least cρd−1q


d+1
2


distinct (d + 1)-point configurations.

© 2010 Elsevier B.V. All rights reserved.

1. Background

A classical result due to Furstenberg et al. ([4]; see also [2]) says that if E ⊂ R2 has positive upper Lebesgue density,
then for any δ > 0, the δ-neighborhood of E contains a congruent copy of a sufficiently large dilate of every three
point configuration. An example due to Bourgain shows that if the three point configuration in question is an arithmetic
progression, then taking a δ-neighborhood is in fact necessary and the result is not otherwise true. However, it seems
reasonable to conjecture that if the three point configuration is non-degenerate in the sense that the three points do not lie
on the same line, then a set of positive density contains a sufficiently large dilate of this configuration.

When the size of the point set is smaller than the dimension of the ambient Euclidean space, taking a δ-neighborhood is
not necessary, as shown by Bourgain [2]. He proves that if E ⊂ Rd has positive upper density and ∆k is a k-simplex (a set
of k + 1 points which spans a k-dimensional subspace) with k < d, then E contains a rotated and translated image of every
large dilate of∆k. The cases k = d and k = d + 1 remain open. See also, for example, [1,3,7,12,17] on related problems and
their connections with discrete analogs.

In the geometry of the integer lattice Zd, related problems have been recently investigated by Magyar in [10,11]. In
particular, he proves [11] that if d > 2k+ 4 and E ⊂ Zd has positive upper density, then all large (depending on the density
of E) dilates of a k-simplex in Zd can be embedded in E. Once again, serious difficulties arise when the size of the simplex is
sufficiently large with respect to the ambient dimension.
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We aim to investigate an analog of this question in finite field geometries. A step in this direction was taken [5] by the
second and third listed authors. They prove that if E ⊂ Fd

q , the d-dimensional vector space over the finite field with q

elements, has |E| & qd
k

k+1 +
k
2 and ∆ is a k-simplex determined by (with vertices lying in) E, then there exists τ ∈ Fd

q and

O ∈ Od(Fq) such that τ + O(∆) ⊂ E. The result is only non-trivial in the range d ≥


k+1
2


as larger simplices are out of

range of the methods used.
Le Anh Vinh has also investigated k-point configurations in Fd

q . He showed in [14] that if E ⊂ Fd
q , |E| & q

d−1
2 +k, and d ≥ 2k

then E contains an isometric copy of every k-simplex. Also, he showed [15] that if an arbitrary set E ⊂ Fd
q has size E & q

d+2
2

(for d ≥ 3), then it determines a positive proportion of all triangles. Based on an earlier draft of this paper, Vinh proved [13]
the 2-dimensional version of our main theorem (see Theorem 1.1 below) using graph-theoretic methods. Namely, if E ⊂ F2

q

has size |E| ≥ ρq2 for some q−
1
2 ≪ ρ ≤ 1, then the set of triangles determined by E has size ≥ cρq3.

The purpose of this paper is to address the case of d-simplices. As before we let∆k denote a k-simplex, i.e. a set of k + 1
points which span a k-dimensional subspace. Given E ⊂ Fd

q , let the set of k-simplices determined by E up to congruence be
denoted by

Tk(E) = {∆k ∈ Ek+1
}/ ∼

where two k-simplices are equivalent if one is a rotated, shifted, reflected copy of the other.

Note that Tk(E) is a natural subset of F


k+1
2


q (see Lemma 2.1 below). Our main result is the following.

Theorem 1.1. Let E ⊂ Fd
q with |E| ≥ ρqd for q−1/2

≪ ρ ≤ 1. Then, there exists c > 0 so that

|Td(E)| ≥ cρd−1q

d+1
2


.

Remark 1.2. The viable range for ρ in Theorem 1.1 is q−(d−α)
≪ ρ ≤ 1, where α is the threshold so that−

x,x1,...,xd
E(x)E(x1) . . . E(xd)S(x − x1) . . . S(x − xd) =

|E|
d+1

qd
(1 + o(1)),

whenever |E| ≫ qα . Theorem 2.2 gives α = qd−
1
2 , although it is reasonable to expect α = q

d+1
2 .

Remark 1.3. We deal only with finite fields Fq with characteristic p > 2. We also assume q is much larger than the
dimension d. Also, note that the error terms appearing in Theorems 3.2 and 3.1 are always of lower order in the effective
range of Theorem 1.1 for d ≥ 2.

Remark 1.4. The assumption that |E| ≥ ρqd implies that the number of (d+1)-point configurations determined by E (up to
congruence) is at least

|E|
d+1

ρqd · q

d
2

 ≥ ρdq

d+1
2


,

since the size of the subset of the translation group that maps points in E to a set of size |E| is no larger than ρqd and the

rotation group is of size ≈ q

d
2


. Our result shaves off a power of ρ from this trivial estimate.

2. Proof of the main result (Theorem 1.1)

Here, we roughly state the argument. We prove Theorem 1.1 by first making a reduction to a statistical statement about
hinges (defined below). Having made this reduction, we next show, using a pigeonholing argument that for some x ∈ E, the
hinge is large. To finish the argument, we realize a dichotomy. If the number of transformations mapping the hinge to itself
is small, then a purely probabilistic argument gives the number of distinct (incongruent) (d + 1)-point configurations is
what we claim. If the number of transformations mapping the hinge to itself is large, then a purely combinatorial argument
gives the result.

We start with the statistical reduction. We observe that if |E| ≥ ρqd, for ρ as above, then it suffices to show that this
implies that


ai,j

1≤i<j≤d+1 ∈ F


d+1
2


q : |Ra(E)| > 0

 ≥ cρd−1q

d+1
2


, (2.1)

where

Ra(E) = {(y1, . . . , yd+1) ∈ E × · · · × E : ‖yi − yj‖ = ai,j},
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and

‖x‖ =

d−
j=1

x2j .

This follows immediately from the following simple linear algebra lemma. Theproof of this lemmawill appear in Section 4
for completeness.

Lemma 2.1. Let V be a simplex with vertices Vi ∈ Fd
q , where i = 0, . . . , k. Let W be another simplex with vertices Wi ∈ Fd

q for
i = 0, . . . , k. Suppose that

‖Vi − Vj‖ = ‖Wi − Wj‖ (2.2)

for all i, j. Then V ∼ W in the sense of Tk(E).

Our main estimate is the following:

Theorem 2.2. Suppose that αi ∈ Fq \ {0} for i = 1, . . . , d, and let E ⊂ Fd
q . Then,

|{(x, x1, . . . , xd) ∈ E × · · · × E : ‖x − xi‖ = αi}| =
|E|

d+1

qd
(1 + o(1))

whenever |E| ≫ qd−
1
2 .

This implies that there exists x ∈ E so that

|{(x1, . . . , xd) ∈ E × · · · × E : ‖x − xi‖ = αi}| ≥
|E|

d

qd
(1 + o(1)). (2.3)

Fix a d-tuple α = (αi)
d
i=1, with αi ∈ Fq \{0}, for i = 1, . . . , d. Define a hinge hx,α to be the set {(x1, . . . , xd) ∈ E×· · ·×E :

‖x − xi‖ = αi}. Let Mx,α ⊂ Od(Fq) denote the set of orthogonal matrices which maps the hinge hx,α to itself. We next turn
our attention to the following dichotomy:

Suppose that |Mx,α| ≤ ρq

d
2


. By (2.3), the number of distinct d-point configurations between the d sets {xi ∈ E :

‖x − xi‖ = αi} is at least

|hx,α|

|Mx,α|
≥

|E|
dq−d(1 + o(1))

ρq

d
2

 ≥ cρd−1q

d
2


. (2.4)

We are left only to deal with the case when |Mx,α| > ρq

d
2


. We put Ai = {xi ∈ E : ‖x − xi‖ = αi}. It is worthwhile to

point out the possibility that Ai = Aj. Also, although the sets Ai are not themselves spheres, they are subsets of spheres and

therefore inherit some of their intersection properties. When dealing with the case |Mx,α| > ρq

d
2


we are faced with two

possibilities. First, suppose that for some i ∈ {1, . . . , d} we have that |Ai| ≤ ρqd−1. In this case we utilize the orbit-stabilizer
theorem from elementary group theory:

Proposition 2.3 ([8]). Let a group G act on a set S. Let Gs = {gs : g ∈ G} be the orbit of s ∈ S, and Gs = {g : gs = s} the
isotropy group of s ∈ S. Then there is a bijection between Gs and G/Gs. Consequently,

|Gs| = (G : Gs) = |G|/|Gs|.

We let the group Od(Fq) act on Fd
q . Recalling that |Od(Fq)| ≈ q


d
2


, and since orthogonal maps preserve the length of

a certain vector, we get that the size of the orbit of any point is exactly qd−1. Hence, picking some z from the previously
mentioned set Ai, we get that the size of the stabilizer group of this element z is

|Gz | =
|G|

|Gz|
≈

q

d
2


qd−1

.

The final element here is to notice that

|Mx,α| ≤ |Gz ||Ai| ≤
q

d
2


qd−1

· ρqd−1
= ρq


d
2


,

since the number of hinge-preserving orthogonalmatrices is nomore than the number of orthogonal transformationswhich
fix a given vector z ∈ Ai, times the number of choices for that vector z, which is a contradiction. We may therefore assume
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|Ai| > ρqd−1 for all i = 1, . . . , d. Recall thatwe areworkingwith the hinge hx,α = {(x1, . . . , xd) ∈ E×· · ·×E : ‖x−xi‖ = αi},

and we aim to show that the number of incongruent d-point configurations is bounded below by cρd−1q

d
2


.

We start by picking a point a1 ∈ A1. We want to know how many distinct distances occur between a1 and points in
the set A2. To achieve this, we count how often a given distance may occur between a1 and the points on A2. This amounts
to intersecting E with two spheres: one sphere of a given radius, centered at a1, and the set A2, which is, itself, a sphere
intersected with E. The intersectionmust contain fewer than qd−2 possible points on the set A2 which are at a given distance
from a1. Since |A2| > ρqd−1, there must be at least ρqd−1/qd−2

= ρq different distances between a1 and points on A2, by
pigeonholing.

For each of the ρq choices of a2 which are different distances from a1, we need to find the number of 3-point
configurations that a1 and a2 canmakewith points on A3. Nowwe are intersecting E with spheres of two (possibly the same)
radii about a1 and a2 with the sphere containing S3. There can be nomore than qd−3 points in this intersection, which would
each correspond to the same 3-point configuration. So there must be ρqd−1/qd−3

= ρq2 distinct 3-point configurations for
each of the ρq different pairs we found before, which gives us a total of ρq · ρq2 = ρ2q3 different 3-point configurations.
Repeating this process, we see that we will pick up ρqp different (p − 1)-point configurations at each step. If we multiply
all of these together, we will get a grand total of

ρq · ρq2 · . . . · ρqd−1
= ρd−1q


d
2


(2.5)

distinct d-point configurations.

From (2.4) and (2.5), we see that in any case, there exist no less than cρd−1q

d
2


many distinct d-point configurations.

Since this holds for any fixed vector α = (αi)
d
i=1, and since there are q − 1 choices for each αi ∈ Fq \ {0}, then there are at

least

cρd−1q

d
2


(q − 1)d ≥ cρd−1q


d+1
2


many distinct (d + 1)-point configurations determined by E.

2.1. Fourier analysis

The Fourier transform of a function f : Fd
q → C is given byf (m) = q−d

−
x∈Fd

q

f (x)χ(−x · m)

where χ is a non-trivial additive character on Fq. By orthogonality,−
x∈Fd

q

χ(−x · m) =


qd m = (0, . . . , 0)
0 m ≠ (0, . . . , 0).

Lemma 2.4. Let f , g : Fd
q → C. Then,f (0, . . . , 0) = q−d
−
x∈Fd

q

f (x),

q−d
−
x∈Fd

q

f (x)g(x) =

−
m∈Fd

q

f (m)g(m),
f (x) =

−
m∈Fd

q

f (m)χ(x · m).

3. Proof of Theorem 2.2

In order to prove Theorem 2.2 we will actually prove the more general following theorem.

Theorem 3.1. Let r > 2 be an integer, and let Hr,α represent the set of r-hinges, with distances α = {αi}
r−1
i=1 , which are present

in E. That is,

Hr,α = {(x, x1, . . . , xr−1) ∈ E × · · · × E : ‖x − xi‖ = αi},
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where αi ≠ 0 for i = 1, . . . , r − 1. Then,

|Hr,α| =
|E|

r

qr−1
(1 + o(1)),

whenever |E| ≫ q
2r−5
2r−4 d+

1
2r−4 .

Setting r = d + 1 in Theorem 3.1 gives Theorem 2.2.
We will need the following estimates whose proof we delay to the end of the paper.

Theorem 3.2. Let St = {x ∈ Fd
q : ‖x‖ = t}. Identify St with its characteristic function. For t ≠ 0,

|St | = qd−1(1 + o(1)) (3.1)

and if also m ≠ (0, . . . , 0),

|St(m)| . q−
d+1
2 . (3.2)

We will proceed by induction. Before we handle the case r = 3 we first observe the following estimate which originally
appeared in [6].

Lemma 3.3. Using the notation as above, we have |H2,α| =
|E|

2

q + O(q
d−1
2 |E|).

To see this, write

|H2,α| =

−
x,y

E(x)E(y)S(x − y)

= q2d
−
m

E(m)2S(m)
= q−d

|E|
2
|S| + q2d

−
m≠0

E(m)2S(m)
and

q2d
−
m≠0

E(m)2S(m) ≤ 2q2dq−
d+1
2 q−d

|E|

= 2q
d−1
2 |E|.

We now illustrate the base step. First we write

|H3,α| =

−
x∈E

|E ∩ (x − S)|2.

Now,

|E ∩ (x − S)| =

−
y

E(y)S(x − y) = qd
−
m

E(m)S(m)χ(m · x)

= |E||S|q−d
+ qd

−
m≠0

E(m)S(m)χ(m · x),

which gives

|H3,α| =

−
x∈E

|E ∩ (x − S)|2

= |E|
3
|S|2q−2d

+ 2|E||S|qd
−
m≠0

|E(m)|2|S(m)| + q2d
−
x

−
m≠0

E(m)S(m)χ(m · x)


2

= |E|
3
|S|2q−2d

+ O


|E|

2
|S|q−dq(d−1)/2

+ q3d
−
m≠0

|E(m)|2|S(m)|2
= |E|

3
|S|2q−2d

+ O

|E|

2
|S|q−dq(d−1)/2

+ qd−1
|E|

.
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If |E| ≫ q
d+1
2 then

|H3,α| = |E|
3q−2(1 + o(1)).

For the inductive step, assume that we are in the case |Hr,α| =
|E|

r

qr−1 (1+o(1)) for |E| ≫ q
2r−5
2r−4 d+

1
2r−4 .We begin by writing

|Hr+1,α| =

−
x,x1,...,xr

Hr,α(x, x1, . . . , xr−1)E(xr)S(x − xr)

= q(r+1)d
−
m

Hr,α(m, 0, . . . , 0)S(m)E(m)
= q−d

|E||S||Hr,α| + q(r+1)d
−
m≠0

Hr,α(m, 0, . . . , 0)S(m)E(m)
= q−d

|E||S||Hr,α| + R.

Applying Cauchy–Schwarz gives

R2
≤ q2d(r+1)

−
m≠0

|S(m)|2|E(m)|2−
m≠0

|Hr,α(m, 0, . . . , 0)|2

. q2d(r+1)q−d−1q−d
|E|

−
m≠0

|Hr,α(m, 0, . . . , 0)|2

≤ q2dr−1
|E|

−
m

|Hr,α(m, 0, . . . , 0)|2.

Also, we have thatHr,α(m, 0, . . . , 0) = q−rd
−

x,x1,...,xr−1

χ(x · m)E(x)E(x1) . . . E(xr−1)S(x − x1) . . . S(x − xr−1)

= q−rd+df (m)
where

f (x) = E(x)
−

E(x1), . . . , E(xr−1)S(x − x1) . . . S(x − xr−1) = E(x)|E ∩ (x − S)|r−1.

Since |E ∩ (x − S)| ≤ qd−1, it follows that

A =

−
m

|Hr,α(m, 0, . . . , 0)|2 = q−2rd+2d
−
m

|f (m)|2
= q−2rd+d

−
x

|f (x)|2

≤ q−2rd+d qd−12(r−2)
|H3,α|

and

A . q−2rd+d qd−12(r−2)
|E|

3q−2(1 + o(1)).

Finally,

R2 . q−3qd

qd−12(r−2)

|E|
4(1 + o(1)) ≤ q(2r−3)d−2r+1

|E|
4(1 + o(1)).

Therefore,

|Hr+1,α| = q−d
|E||S||Hr,α| + O(qd

2r−3
2 −r+ 1

2 |E|
2),

and we have that

|Hr+1,α| =
|E|

r+1

qr
(1 + o(1)),

whenever

|E| ≫ q
2r−3
2r−2 d+

1
2r−2 .
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4. Proof of Lemma 2.1

Let πr(x) denote the rth coordinate of x. By translating, wemay assume that V0 = 0⃗. Wemay also assume that V1, . . . , Vk
are contained in Fk

q. The condition that ‖Vi − Vj‖ = ‖Wi − Wj‖ for all i, j implies that

k−
r=1

πr(Vi)πr(Vj) =

k−
r=1

πr(Wi)πr(Wj). (4.1)

Let T be the transformation uniquely defined by T (Vi) = Wi. To show that T is orthogonal it suffices to show that
‖Tx‖ = ‖x‖ for all x. By assumption, the Vi’s form a basis, so we have

x =

−
i

tiVi.

Thus, by (4.1), we have that

‖Tx‖ =

−
r

−
i,j

titjπr(Wi)πr(Wj) =

−
r

−
i,j

titjπr(Vi)πr(Vj) = ‖x‖,

giving the result.

5. Proof of Theorem 3.2

For any l ∈ Fd
q , we haveSt(l) = q−d
−
x∈Fd

q

q−1
−
j∈Fq

χ(j(‖x‖ − t))χ(−x · l)

= q−1δ(l)+ q−d−1
−
j∈F∗

q

χ(−jt)
−
x

χ(j‖x‖)χ(−x · l), (5.1)

where the notation δ(l) = 1 if l = (0 . . . , 0) and δ(l) = 0 otherwise.
Now

St(l) = q−1δ(l)+ Q dq−
d+2
2
−
j∈F∗

q

χ


‖l‖
4j

+ jt

ηd(−j).

In the last line we have completed the square, changed j to −j, and used d times the Gauss sum equality−
c∈Fq

χ( jc2) = η( j)
−
c∈Fq

η(c)χ(c) = η( j)
−
c∈F∗

q

η(c)χ(c) = Q
√
qη( j), (5.2)

where the constant Q equals ±1 or ±i, depending on q, and η is the quadratic multiplicative character (or the Legendre
symbol) of F∗

q . (see, e.g. [9], for more information).
The conclusion to both parts of Theorem 3.2 now follows from the following classical estimate due to Weil [16].

Theorem 5.1. Let

K(a) =

−
s≠0

χ(as + s−1)ψ(s),

where ψ is a multiplicative character on Fq \ {0}. Then if a ≠ 0,

|K(a)| ≤ 2
√
q.
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