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Abstract

In this paper we find explicit lower bounds for Dirichlet eigenvalues of a weighted quasilinear elliptic sys-
tem of resonant type in terms of the eigenvalues of a single p-Laplace equation. Also we obtain asymptotic
bounds by studying the spectral counting function which is defined as the number of eigenvalues smaller
than a given value.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

In this work we will study the following nonlinear eigenvalue problem:

—Apu = Ar (e |ul® 2ulv|B,

1.1
—Agv = Ar(x)Blul*v]f~2v (4.1
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in £2 with zero Dirichlet boundary conditions, u = v =0 on 9§2. Here, £2 C RY is a bounded
open set with smooth boundary 92, r € L*°(£2) is a strictly positive function, r(x) > m > 0
(Iess regularity conditions on r and 952 are enough, see the remarks at the end of the paper),
A € R is the eigenvalue parameter, 1 < g < p < +00, and «, 8 are positive constants satisfying

=1

LB
q

o
p

The eigenvalue problem for (1.1) was studied in several works, let us mention among them
Boccardo and de Figueiredo [4], Fleckinger, Mandsevich, Stavrakakis, and de Thélin [18], Mana-
sevich and Mawhin [22], and the references therein.

In particular, the first or principal eigenvalue has deserved a great deal of attention, and sev-
eral properties were analyzed like existence, unicity, positivity, and isolation in bounded or
unbounded domains, with different boundary conditions and with or without weights (and for
the weighted problem, indefinite and singular weights were considered). Also, the positivity of
both associated eigenfunctions can be found in the literature. We refer the interested reader to
[1,9,13,21,27,31] among others.

The existence of a sequence of variational eigenvalues {1} of problem (1.1) was proved in
[7] by using the abstract theory developed by Amann in [2], and the existence of generalized
eigenvalues was obtained in [8].

We want to remark that all the bounds hold for the variational eigenvalues of the system (1.1).
That is, the values A defined as

1 p 1 q
Aeie inf sup pr|Vu| dx+qu|Vv| dx,
CeCr (u,v)eC fgr(x)|”|a|v|ﬂdx

where Cy, is the class of compact symmetric (C = —C) subsets of Wol'p(.Q) X Wé’q (£2) of (Kras-
noselskii) genus greater or equal than k.

It is not known, even for a single equation, that this set of A;’s exhaust the whole spectrum,
with the exception of the one-dimensional problem. In the 1D case, it was proved in [30] (see also
[14]) that the spectrum for a single equation consists exactly of the set of variational eigenvalues.
In the case of the system this is not known even in the 1D case.

Throughout this work, the eigenvalues are counted repeated according to their multiplicity.
We say that A, has multiplicity r if Ax—1 < Ax = Aky1 =+ = Ak4r < Ak+r+1- In this case, it
is a well-know fact that the set of eigenfunctions K, has genus greater or equal that r. See, for
instance, [20].

Observe that in this problem, if («, v) is an eigenfunction associated to Ax then (u, —v) is also
an eigenfunction associated to the same eigenvalue.

In [8], an upper bound of the first eigenvalue was obtained in terms of the first eigenvalue
of the p-laplacian and, for the one-dimensional problem, upper bounds for all the variational
eigenvalues were obtained, namely

A q+1
A < %”‘[1 n <§> (mA,,,k)@—P)/P}. (1.2)
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Here, A stands for the kth eigenvalue of the one-dimensional p-laplacian, and m is the
lower bound of the weight. Remark that (1.2) holds for the 1D problem. In the general case, (1.2)
holds only for the first eigenvalue (cf. with [8]).

In one space dimension, by using that A, x ~ (7w, / fQ r1/PYPEP when k — oo (see [14]), we
obtain the asymptotic upper bound

< (ST K e (T )R 13
k< IR ;+c I " (1.3)

(throughout this work, we will write f ~ g to denote that limg_, f/g = 1). Let us note that
inequality (1.2) is an explicit upper bound of A4, whereas (1.3) is an asymptotic bound.

It would be desirable to obtain also lower bounds due to several applications to bifurcation
problems, anti-maximum principles, and existence or non-existence of solutions (see for example
[3,11,12,16,27-29,31]). However, the results in [8] and [13] only gives lower bounds of the first
eigenvalue.

Hence, in this paper we give explicit and asymptotic lower bounds for the kth eigenvalue of
a system in £2 C R". The asymptotic bounds depend on the smaller exponent of the system, g,
instead of p:

ck? < Ay,

when k — oo, and explicit lower bounds depends on a combination of the eigenvalues of both
the p- and g-laplacians.

Also, by different techniques of those in [8], we give asymptotic upper bounds for the kth
variational eigenvalue of (1.1).

When p = ¢, our bounds give the correct order of growth of the kth variational eigenvalue of
a system in any dimension N > 1. We have

ckP!N <o < CRPIV,

where the constants ¢, C depends only on p, r, N and the measure of £2.
In the one-dimensional case we have a better result when o = 8, namely

A~ CkP.

For a single p-laplacian equation without weight the order of growth of the eigenvalues was
given in [20], ckP/N < A pk < C kP/N | and better asymptotic constants ¢, C were computed
in [19]. A better order of growth was conjectured in that paper, namely A, x ~ Ck? /N This was
achieved for weighted problems only for N = 1 with different techniques in [14,23,24].

In order to prove the asymptotic bounds, we will study the spectral counting function N (A)
defined as

N) =#k: A <A},
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where 0 < A1 < --- < Ag < - - - are the variational eigenvalues previously defined and we will find
asymptotic bounds for its growth. Let us note that inequalities like ck? < Ax < Ck?, for certain
constants ¢, C and exponents a, b could be stated equivalently in terms of N(X) as

() <N < (M)
The main tool used in this work is a generalization of the Dirichlet-Neumann bracketing
together with comparison and variational arguments.

We will consider first the special case N = 1. In that case, Eq. (1.1) reads

—(1'1P72u) = hr () lul®2ulvl?,

(1.4)
—(I0'9720) = ar () Blul*vlP v
in [0, 1] and the main result is the following theorem:

Theorem 1.1. Let N()) be the eigenvalue counting function of problem (1.4) with Dirichlet
boundary conditions.

(D) If g < p, then
AP <N <A 4 CoaVP as h— .
(2) If g = p, then
AP <N < (CrL+ CAYP as A — 0.
3) Ifq=p and a = B, then
N ~cad P as ) — oo.

Remark 1.2. The constants ¢y, ¢, C1, C; in Theorem 1.1 can be computed explicitly. In fact,
from the proof of the theorem, it follows that

Upyptipy,,
P il L AN R VI
Tp
1 1 g (.1
/Py c _ BYayrta
TTp ’ Ty ’

Of independent interest is the upper bound for N (1) in Theorem 1.1. We derive it for a differ-
ent eigenvalue problem which gives explicit lower bounds for the eigenvalues of the system. We
state it separately here, and Section 3.1 is devoted to its proof.

Theorem 1.3. Let S, = {Apx/a} and S; = {Ayk/B} where A,y denotes the kth variational
eigenvalues for the (one-dimensional) r-laplacian. Let us introduce the set S = S, U S, ordered
as a sequence {i} with 1) < o < - < g < -+ -. Then, g < Mg for every k € N, where {\y}
is the set of variational eigenvalues of problem (1.4).
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Let us note that Theorem 1.3 gives explicit lower bounds, which holds for every k € N.

Similar results are valid for the N-dimensional case. In Section 4 we consider problem (1.1).
The results are slightly worse than the previous ones, and for brevity, we will consider only the
case r = 1. The general case follows by using the Sturm theory and the bounds m <r < M [19].

Theorem 1.4. Let N (L) be the eigenvalue counting function of problem (1.1).
(1) Ifq < p, then

GNP KN < CIaNT 4 CANP s ) — oo.

) If g = p, then
AP SN < (Cr+ C)ANP as h — oo.
Remark 1.5. As in Theorem 1.1 the constants ¢ and ¢; can be computed explicitly. In fact,

¢l = M Gy = 21*N/P51_
(ThN)N/P’

However, the constants C; and C» depend on the lower bound for the kth eigenvalue of the
p-laplacian given in [20] (see also [19]) which are not known explicitly. In particular, the depen-
dence of these constants on p (or g) is not well understood.

The missing item in Theorem 1.4 we can only prove it when p =¢ =2 and « = g = 1, which
is related to the bilaplacian with Navier’s boundary conditions:

{ AAu=2’u,

u=Au=0.

However, a subtle detail concerning the signs of solutions must be considered. See Remark 3.6
at the end of the proof of Theorem 1.1.

We close the paper with Section 5, where some generalizations and open problems will be
briefly discussed.

2. Some previous results

In this section we recall some previous results which will be needed in the rest of the paper.
The only new result is Proposition 2.7, which has some interest since it provides an explicit lower
bound for the first eigenvalue of the N-dimensional p-laplacian.

2.1. Variational setting

The variational characterization of eigenvalues follows from the abstract theory developed by
Amann (see [2]).
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A proof of the existence of infinitely many eigenpairs for problem (1.1) can be found in [10].
By an eigenpair of problem (1.1), we mean a pair (u, v) € Wol’p(.Q) X Wé’q(.Q) and % € R such
that

/qu|p_2VuV¢+|Vv|‘1_2VvV1pdx:A/r(x)(a|u|“_2u¢|v|ﬁ + Blul*vf vy ) dx
2 2

for any test-function pair (¢, ) € Wol’p(.Q) X Wol’q(s?).
It is convenient to work with the variational characterization of the eigenvalues, defined
through the Rayleigh quotient,

1 p 1 q
Ag = inf sup pfgwul dx+qf9|Vv| &
CeCh (u.v)eC Jor@)|ul*v|f dx

) 2.1

where Cy, is the class of compact symmetric (C = —C) subsets of W(;‘p(.Q) X W(}’q (£2) of (Kras-
noselskii) genus greater or equal that k.

This approach is due to Browder [6], and following Riddell [26] it is easy to prove the equiva-
lence between (2.1) and the characterization of the eigenvalues given by Amann’s theory, see for
example [8].

For the one-dimensional p-Laplace equation

~(lu'1P72) = A @)lul” 22)

in 2 = [a, b] we have

bl |P dx
Ay = inf su Jo 14 2.3)

CeCeuec [P r(x)ulP dx

where now we work on the space WO1 P(a,b).
2.2. One-dimensional case

For the one-dimensional case and constant weight » = 1, all the eigenvalues and eigenfunc-
tions can be found explicitly as in [10]. We state this result in the next lemma:

Lemma 2.1. (See [ 10, Theorem 3.1].) The eigenvalues A p, x and eigenfunctions up y of Eq. (2.2)
with r =1 on an interval of length L are given by

nhkP
LP
Up =siny(mwpx/L).

Ap’kz

3
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The function sin, (x) is obtained by integrating Eq. (2.2), its first zero is 7, given by

ds
— _nl/p R
jTP—z(P 1) /(l—Sp)l/p
0

Moreover, they coincide with the variational eigenvalues. In [14] it is proved:
Lemma 2.2. (See [14, Theorem 1.1].) All the eigenvalues of Eq. (2.2) are given by (2.3).
In the case r = 1 this theorem is due to [10] (see also [30]).
2.3. The spectral counting function
We will study the spectral counting function N (A) of problem (1.1) defined as
N@Q) =#k: A <A},

where the sequence {Aj}ren is defined in (2.1).

Sometimes we will use Ngys(A), Np(2), and Ny (A) to denote the eigenvalue counting func-
tions of the system, the p-laplacian and the g-laplacian, respectively. If confusion could arise,
we will write N (X, £2) to denote explicitly the set £2 where the eigenvalue problem is consid-
ered, and also N” (1) and NV (}) to indicate the Dirichlet and Neumann boundary conditions,
although in this work we will avoid the Neumann boundary condition.

The main tool in order to obtain the asymptotic expansion of N (1) is the Dirichlet-Neumann
bracketing. The following proposition can be found in [14]:

Proposition 2.3. Ler Uy, U, € RN pe disjoint open sets such that (U3 U U)™ = U and
|U \ Up UUz|ny =0, where |A|y stands for the N-dimensional Lebesgue measure of the set A.
Then,

NP, Up) 4+ NP, Ux) = NP (L, Uy UUL) < NP, U)
<SNYL, U)K NN, U UU) = NY (L, U + NV (3, U).

The explicit expression of eigenvalues together with Proposition 2.3 gives the following
asymptotic expansion for the eigenvalue counting function N, (1):

Lemma 2.4. Let r (x) be a bounded continuous function in §2 and N, (1) be the spectral counting
function of the p-laplacian with weight r. Then, when ). — 00,

A/
Ny(A) = n—/rl/p dx +o(A'/7).
P

That is,

Prp
npk

A
Pk (Jo riPdxyr’
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For a proof, see [14,24]. The error term o(A1/P) denotes that

Ny — 22 [ /P dx

TTp

Al/p

—0

when A — co. The error term N, (1) — A;l fQ r1/P dx can be improved as 0 (\%/P) for regular
P

weights r, where d is the Minkowski dimension of 952, see [15] for details. However, in this
work we are not interested in error terms, and whenever we write

A <N, N@) <cert,

it must be understood that

N N
1 <liminf ( ), 0 < limsup *)
r—>o00  CAY r—soo C

<1

2.4. The N-dimensional case

In order to find a lower bound for N (1) we need to find an upper bound of A, ; which enable
us to bound the number of eigenvalues of the system less than a given 1. We will follow the ideas
in [19], by fixing a value of A and by covering £2 by a grid of squares of side L such that the
number of eigenvalues of the p-laplacian in each square would be equal to one.

The following result is proved in [19,20]:

Lemma 2.5. Let A, i be the kth eigenvalue of the p-laplacian. Then, there exist c,,, C), € R such
that

epkP!N < Ay < CpkPN.

However, the main drawback of applying this result is the fact that we ignore the precise
values of the constants cp,, Cp.

Hence, we will compute explicit upper and lower bounds of A, 1 by using the first eigenvalue
vp,1 of the pseudo p-laplacian on a square Q of side of length L with a constant coefficient
r=1:

N

0

ou

p—2 9
e “ ) = vju|Pu, (2.4)
3)6,'

ax;

that is,

N )
inf fQLZi:1|3_;:i|pdx-
LlEWg'p fQL |ul? dx

As in [20], given §2 we consider two squares Q1 C §£2 C (>, and the bounds follow from the
following two propositions:
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Proposition 2.6. Let 21 C §25. Then, the eigenvalues of problem (1.1) satisfy
Ap ($22) < Ap r(821).

Proof. The proof follows easily from the variational characterization of eigenvalues and the fact
that W,'” (21) C Wy P (22). O

Proposition 2.7. Let Q; C RN, and A p,1 be the first eigenvalues of the p-laplacian in Q.
Then,

nhN - - nhNP2 )

Lp X p,l\T lf <p,
nhNP/? ThN
—— <A1 < ifp<2.

Lp Lp

Proof. Due to the equivalence of norms in RY, we have
|x|q < Cp|x|p

for any x € RN, where C,, = 1 if p < g, and C,, = NP~9/24 if p > ¢ (see, for instance, [17]).
We fix the set B = {u € W(;’p : f oL |u|P}, and we have the following characterization of the
first eigenvalues A 1, v, 1 of the p-laplacian and the pseudo p-laplacian in RV, respectively:

vpr= [Vl |7 4,1 = inf |1Vl |,

Clearly, the previous norm inequality gives

vy <Ay SKNPTI2y 1 if2 < p,
NP2y < Apr1<vpr ifp<2.

Now, we have that

p
. . 7y N
up1=sin,(mwpx1/L)---sin,(wpxn/L), Vp.1 =7
is the first eigenpair of the pseudo p-laplacian on Qp. This result follows by separation of vari-
ables, and u 1 is the first eigenfunction since there exists only one positive eigenfunction of the
pseudo p-laplacian (see [5]).
The proof is complete. 0O

3. One-dimensional case

We will divide the proof of Theorem 1.1 in several lemmas, finding lower and upper bounds
for N(%).
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3.1. Upper bounds for the spectral counting function

The most difficult problem is to find an upper bound for N (1), since this is equivalent to
give lower bounds for the eigenvalues. Hence, we begin by studying the following system in
[a,b] CR:

(1,172, — p—2
: (Iu'1772u") = pr ()alul?2u, G

—(IW1972) = pr () Bl 2,

with zero Dirichlet boundary conditions, coupled only on the eigenvalue parameter ©. By an
eigenpair of problem (3.1), we mean a pair (u, v) € W(}’p(a, b) x Wol’q (a, b) and A € R such that

b b
/|u/|l’—2u’<p’+ Iv/|q_2v/1p’dx=A/r(x)(a|u|p_2u¢+ w77 2vy) dx
a

a
for any test-function pair (¢, ) € W(} Pa,b) x Wé A, b).
Lemma 3.1. Let us consider the following variational problem

1 by p 1 rbya
wk= inf sup ;fa el dx+§fab|v| = , (3.2)
CeCx (u,v)eC %fa r(x)|u|?dx + 5]; r(x)|v| dx

withCC W = Wol’p(a, b) x Wé’q (a,b), Cx as in Section 2. Then, u* correspond to an eigen-
value of system (3.1).

Proof. The proof follows as usual, by noting that system (3.1) is the Euler—Lagrange equation
of the functional

b

b b b
1 1
—/|u/|pdx+—/|v/|qu—Mg/r(x)|u|pdx—Mé/r(x)|v|qu. ]
p q p q
a a

a a

It is clear that any eigenvalue of the p- and g-laplacians corresponds to an eigenvalue of this
system, and reciprocally. However, it remains to prove that they are all the variational eigenval-
ues.

Let us rename the sequences of eigenvalues of each equation, S, = {Apr/a} and S; =
{Ag.k/B}, as {ur}, where up € S, U Sy, and g < pp <o+ < g < -+ Our next task is to
prove that uy is the kth variational eigenvalue of (3.1).

Theorem 3.2. Let ¥ € S be the kth variational eigenvalue of (3.1). Then, u* = ;.

Proof. Let us recall first that all the eigenvalues of the one-dimensional p-laplacian (respec-
tively, g-laplacian) are simple, and any eigenfunction corresponding to A i/« (respectively,
Ag k/B) has exactly k nodal domains (see [30]). Moreover, they coincide with the variational
eigenvalues (see Lemma 2.2).
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Now, let ;¥ € S be a variational eigenvalue with an associated eigenfunction (¥, v¥). Since at
least one of them is not identically zero, say uy, by considering test functions (¢, 0) we obtain that
uy is a weak solution of a single p-laplacian equation and u* coincides with some eigenvalue e
Hence, S C S, U S, and then

1k = .

Let us prove now the other inequality.

Given pui € §p U Sy, there are exactly j eigenvalues of the p-laplacian and k — j eigenvalues
of the g-laplacian among ji1, 42, ..., k. Suppose that puy = A, j /o, and let u be an associated
eigenfunction (the other case is similar). Let us choose also an eigenfunction v corresponding to
Ayg k—j/B. We consider the subspace § generated by their nodal domains,

S =spanf{(u1,0), ..., u;,0), 0, v1),..., (0, vk},
which has dimension &, and we define the compact symmetric set
A =S8N B (W),

where By (W) is the unit ball in W. Clearly, this set has genus equal to k.
Let us study the Rayleigh quotient (3.2) on Ag. Let us consider

J k—j
(w,z) = (Zahuh, wa,) € Ay,
h=1 i=1
and now we have

1f \(C)_, anup) 1P dx + 1 f |(Z,_1bv,)|qu
2 [T r ol lahuh)|1'dx+”f rOOI(CN=] bivi)le dx

j k— b
ESh_yap 7wy Pdx + L] BT [T w19 dx
&S vap [ rolunl? dx + £ bY (7 r ()14 dx

pjolzh \a f r(x)|uh|”dx+ qk /ﬂzk ]bqfabr(x)|vi|qu
S al [ rluplPdx + £ 2" Ip7 [P () vy 14 dx

<L—Mk,
o

where in the last inequality we used that Ay x—;/B < Ap j/a.
Therefore, since

b b
%[a |w/|1’dx+éfa 1z dx
reolwlr dx+ & [ r(oles dx

Mk= inf su

p
CeCy (w,z)eC %fub
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and Ay € Ci, we obtain that

[TARST)S

and the proof is finished. O
Our next lemma proves Theorem 1.3.
Lemma 3.3. Ler Ay be the eigenvalues of system (1.4). Then, ur < A.

Proof. Let us note that, for any (u, v) € W, Young’s inequality gives

b b
/r(x>|u|“|v|ﬁdx=fr“/f’<x)rﬂ/‘f<x)|u|°‘|v|ﬂdx
a a
b b
< g/r(x)|u|l’dx+éfr(x)widx,
pa q a

and the result follows by the variational characterization of eigenvalues of each system. O
We are ready to prove the upper bounds of N (1) in Theorem 1.1.
Proposition 3.4. If g < p, then
Niys(A) < Np(ad) + Ny (BR).
Proof. From Lemmas 3.1 and 3.3, and Theorem 3.2, we have
Neys() = #{k: e <A} <#{k: b <o)

= #{k: e <A =#k: Apg < od)+#k: Agx < )
= Np(@h) + Ny (B1).

as we wanted to prove. 0O
3.2. Lower bounds of the spectral counting function

A lower bound for N (A) depends on upper bounds of eigenvalues, which usually are simpler
to find, by using appropriate test functions.
From [8] we have the following upper bound

A q+1
e < %vk[l . (g) (mAp‘k)(q—W!’].

The formulas in Lemmas 2.1 and 2.4 show that the second term is negligible as k — oo, which
gives the asymptotic formula
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Proposition 3.5. If g < p, then
Ngys(A) = Np(pA).
Proof. From the previous bound we have
Noys(A) =#{k: A <A} = #k: Api/p <A}
= N,(pA).
This completes the proof. O

3.3. Proof of Theorem 1.1

The proof of part (1) follows immediately from Propositions 3.4, 3.5, and the asymptotic
expansion of Lemma 2.4, which give the bounds

ck? < A < CKP.

Clearly, this proves also part (2). We refine the constants ¢ and C by using that

2
MK —Apk
p

by inequality (1.2).
In order to prove part (3), let us note that

Nsys()\) < Np(P)»/z) + Np(P)v/z) = ZNP(PA/2)~
On the other hand, inequality (1.2) gives only

2
M S =Ap ok,
p

that is,
Nsys()\) = N, (pr/2).

The factor 2 to achieve the equality follows from the fact that each eigenpair (A, u) of a
p-laplacian equation gives two eigenpairs of the system: (pA/2,u,u) and (pA/2,u, —u), and
hence we have at least twice the number of eigenvalues of only one equation.

Remark 3.6. Let us observe that part (3) seems to contradict the well-known case of the bilapla-
cian with Navier’s boundary conditions. For example, on the interval [0, 1] we have

ul® = )2u,
u(0) =u"(0) =0,
u()=u"(1)=0
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and its number of eigenvalues is N (1) ~ (%)\)1/ 2 However, p=2and r =1 correspond to the
following system

{ —u" = Asign(u)|v],
—v" = Asign(v)|ul,
where the signs of u and v are unrelated, and now the factor 2 could be easily recovered.
To our knowledge, this is a new derivation of the number of eigenvalues of the bilaplacian,

and we may estimate the eigenvalues of a 2mth-order problem by estimating the ones of a system
of lower order in much the same way.

4. Proof of Theorem 1.4

First, let us note that the upper bound for N (i) follows as in the one-dimensional case, by
considering the N-dimensional version of the eigenvalue problem (3.1), defining

1 1
o VulPdx + = [, |Vv|?1dx
pk = inf sup pfg qu

CeCr (u,v)eC %fg |u|l’d)c—i—§f_(2 [v]9 dx

with C C W = WP (22) x W34 (£2), Cy as in Section 2.

Renaming the sequences of eigenvalues of each equation, S, = {A, x/a} and S; = {A4 /B},
as {ur}, where up € S, US,, and g < pp <--- S < --~,wehaveuk=,uk.

Now, we can use the lower bounds for Ap x, Ay« given in Lemma 2.5, which gives the
upper bounds (for the eigenvalue counting functions of only one equation) N,(1) < (A/c ,,)N /p,
Ny(A) < (A/cg)N/4, and hence

NG < AJep)NP 4 e,

On the other hand, inequality (1.2) is valid only for the first eigenvalue in the N-dimensional
case. We have, sincer =1,

+1
)\' < Ap,l 1+ £ 1 A(qu)/P
1Xx » q p.l .

In order to find a lower bound of N (1), we will cover the set §2 with squares Q; of side
L=m,(N /2)V/P and by applying the Dirichlet-Neumann bracketing (see Proposition 2.3), we
have

Nsys(,\)>#{j: 2c Y Qj}EJ

1<j<I

due to Propositions 2.6 and 2.7. When A — oo, the covering approximates the volume of §2, and
we get

|Q|AN/P
(;TgN)N/p'
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The upper bound for N (1) follows from inequality
Ck? /N <A P>

that is proved in [20]. The rest of the proof of Theorem 1.4 follows in much the same way than
in the one-dimensional case, by using the lower bounds for A, 1 given in Proposition 2.7.

5. Final remarks

Clearly, the main open problem in this subject is a complete characterization of the spectrum
of system (1.1). It is not clear that the variational sequence {A;}; exhausts the spectrum even in
the one-dimensional case. A partial step in this direction — i.e., when N = 1 — could be a good
description of the nodal sets of eigenfunctions. However, this approach cannot be used for N > 1.

Still, there are many interesting problems about the sequence of variational eigenvalues. It
would be desirable to find better bounds that the ones in part (1) of both Theorems 1.1 and 1.4,
since for a given g the bounds becomes useless when both p or k growths.

Another question is the role played by « and 8. Let us observe that they are not involved in the
upper bounds except in part (3) of Theorem 1.1, and in that case they are very particular values
related to p. Hence, we may ask how the asymptotic expansion of N ()) reflects the general case
a # B. Also, when p or ¢q is equal to 2, we can improve the constants and bounds since in this
case the eigenvalues of only one equation are well known.

It is possible to impose less regularity conditions on  and d£2. In the one-dimensional case,
Theorem 1.1 could be extended when o = 8 = p/2 to more general sets following the methods
in [14] and [15], and also second term of Ngys(A) can be found. We omit here this extension. On
the N-dimensional case, the regularity of 9£2 is not involved, since always we can bound the
eigenvalues by considering interior and exterior sets with regular boundary, and using the mono-
tonicity of eigenvalues. Also, indefinite weights could be studied as in [15], and the coefficients
involved depend on l7=1l1, where rT (respectively, ™) is the positive (respectively, negative)
partof r.

A different problem arise if we remove the conditions 0 <m < r < M. If m is allowed to
be zero, we may consider a set §£2, C §2 where r > ¢ and we obtain uppers bounds for the
eigenvalues on §2 by considering the ones of §2,. To obtain lower bounds, it is enough to define
a weight r 4 ¢. In the one-dimensional case, this could be improved following the arguments in
[8] for a system, or in [25] for the eigenvalues of only one equation, since it is possible to find
lower bounds of eigenvalues in terms of ||r||;.

Also, it is possible to find lower bounds for unbounded  in much the same way for the one-
dimensional case provided that ||r||; is finite. However, the previous approach are not valid for
the N-dimensional case. It would be interesting to find lower bounds for unbounded weights
even for the single equation.
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