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Five Surprisingly Simple Complexities
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We describe five fairly formidable looking expressions that turn out to be rather simple.
They are furthermore connected by a chain of implications.

(©1995 Academic Press Limited

1. A determinant that is easier than it seems to be

This identity is attributed by Muir (1930) to Mena (1904). See also Fel'dman (1959),
and van der Poorten (1976), whose title we heartily second. The identity states that

@ det {(Di_lf(x)jﬂl):jﬂ} = "ﬂf’(’«')n(nﬂl)ﬂ,

where D = dfdx and ¢, = 112!.-. (n — 1)1. Note that although all derivatives of f up

to the (n — 1) appear on the left, only the first derivative survives on the right. For
example,

rf 72 58

0o f 2ff 325 _ e
det 0 f” 2f f" +2(ff)2 Gf(f')z + 3f2f” = 12(f ) .

0 FO 67" 23 6(f) + 18F5'f" 4+ 3£

2. A generalization

In the course of trying to prove (I} we tried to work aut an inductive proof, by expansion
across the last row, To do this, some numerical experiments with Mathemetica suggested
that it might be true that

(D) det {(D7(=)%) ;e } = { I - }( (”))(g)nx)“**"*%,

1<i<j<n f( )
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where the e;'s are any numbers. This more general identity does indeed support an
inductive proof across the last row of the matrix. It shares with (I) the property of
seeming to involve many derivatives of f, but in fact involving just f snd f'.

3. One that doesn’ have any determinants in it

In the course of proving {II} yet another pretty identity surfaced, one which seems not
to have any relation to determinants, namely

(I11) (%)H = J);(m_;jﬁ Klln (@ —a:) ™.

i

Again notice that all sorts of derivatives of f appear on the right, but only f, f’ are on
the left.

4. A simple polynomial disguised as a complicated rational function

Finally, the proof of (III) is easy once one has the result that what seems to be a
rational function on the left side of the equation that follows is, for each fixed k, actually
a polynomial:

0, ifk=0,1,...,n -2
(Iv) z =<1, ifk=n-1;
{ Mile; — a) (“J‘“= hionsi(ar, ... an), ifk>n,
where the product extends over 1 < i € n, i # j, and h,(a) is the symmetric polynomial
heat, - pen) = Y afl--eaf (41)
i tin=r
i1,eenin20

We are now going to prove that (IV) = (III) = (II) = (I), and then state some of their
further consequences.

5. Proof of (IV)

Define ¢ to be the quantity on the left side of (IV). The generating function of the
{ci} is clearly

On the other hand, the generating function of the sequence {Ay_nt1(a)}r>0 of (4.1) is,
equally clearly,

) hr_ny1(a) _ t

Sy v (t-e)t-eg) - (t—an)

If we equate these, we see that what we have to prove is that the Lagrange interpolating

polynomial exactly represents the polynomial which is everywhere equal to 1, which it
does. [
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6. Proof of (IIT)

First write ef () in place of f(z) throughout. Then we have to show that

n

Fla)" =) se7% prlen], (6.1)
i=1

where &; is the product in (III}. But

e—of pn—igaf — Zak(P) H(f("))mr(f’)’ (6.2)
P r
in which the sum runs over all partitions p of the set {1,...,n — 1}, m,(p) is the number

of blocks of size r in the partition p, and k(p) is the total number of blocks in p.
The coefficient of a fixed monomial {(f')™:(f”}™2-.- on the right side of (6.1), after
using (6.2), is

¥(n—1,m)> als; (6.3)
i=1

where 1 is the number of partitions whose class size multiplicity vector is m, and k& =
3" mq. By (IV) this coefficient vanishes for k < n— 1l andis 1 whenk=n-1. 0

7. Proof of (II)

If we expand the determinant on the left side of (II) along its bottom (nith) row, we
obtain a sum of n determinants, each being again of the form on the left side of (II} in
which one of the a;’s is missing. Precisely, the left side of {II) is equal to

g(pﬂ—lf(m)nj)(-l)ﬂ—j H ("'5"’ar)(%)(";1)f°'1+"'+nn—aj'

l<r<asn
T

To show that this is equal to the right side of (II), divide it by the right side of (II), and
notice that what remains to prove, after the obvious cancellation, is the identity (III),
which is already proved. O

Of course, (I) is the special case of (II) in whicha; =j forallj=1,...,n.

We mention some consequences of these general identities.

The special case of (III) in which a; = ¢7 and f(z) = =" yields the following interesting
g-identity, which is valid for integer n > 0, and complex ¢, t:

Z(—l)iq(j+1)(j-2n)/2 (tqj“) (n) i i (1-¢%), (7.1)

n J

)

in which, as usual, (?)q = (n!)q/(5'q(n = 4)lg) and (mY)q = [T/ (1 — ¢7)/(1 - g)-
The case a; = 1/, f(z) = z* of (III) gives

n+1 \
_yi-lym n+1\ /t/] _ﬂ
S () -5

i=1
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Finally, with a; = j% and f(z) = z* in (IIT) we obtain an identity of unusual form, viz.

}i(—l)”‘f&'? (ni"j) (,:i 21) - 2(512—2)!1)-!-15“_1.

i=1

8. The fifth one: an identity of Milne

We now look back at (III) and (IV) from a more general point of view. For that
purpose, it is convenient to introduce a bit of notation. Let us define, for any vector

a=({aj,...,ay) of variables and any polynomial p = p(z), the determinant
1 1
ai e [ 2°%
a‘Z (12
. z
(a|p) := det . ,
a.;"_z . a.,',:"z
pla1) ... plan)

so that ¥V (a|z""1) is the familiar Vandermonde determinant

vialz" )= J] (a-ai) .

1<igjgn
V(a|p) is an antisymmetric polynomial in the a;,...,an, hence divisible by V(a|«™1).
The quotient of the two “a.lterna.nts” (in classical terminology)
V(a |P) (“J
8.1
a | In-—l) z I‘I (ﬂ-J ( )
is a symmetric polynomial in ay,...,as, and we see from {IV) that ¥ (ajz*) is the com-
plete symmetric function hg_pniyi1{e1,...,an) for £ = 0, where h, = 0 for n < 0 and

hg = 1. This is, in fact, a particular case of Jacobi's way of expressing Schur functions
as determinants involving the complete symmetric functions [see e.g. £q. 3.4 on p. 25
of Macdonald (1979)]. The cases 0 < k < n in (IV) are, of course, immediate from the
determinantal expression in (8.1).

From (8.1) we get (III) as follows: for any differentiable function F(z), define

Pm(il‘) = e-a:F(z)D;nezF(z) ,

which is a polynomial of degree m in z with leading coefficient ¢,, = F'(2)™. Now

n—l)

Z pn-1(aj) _ V(a|pn-1) _ V(alenaz

[Ti(a; — ai) T V{alz"l)  v{alz" 1) = tpq = F/(2)"71,

1<jsn

which is (I1I) if we put f(z) = F(2),

A remarkable property of (IIT) is the fact that its left hand side does not at all depend
on the a;. This phenomenon can be observed in similar situations which can be treated
by using (IV). As a particularly interesting example we mention an identity due to and
extensively studied by S. Milne [see Milne (1988)]. Let 21, z2,...,x, be another set of
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variables. Then

a; —a;

1-myzseza= 3 (- 2)[[ (-_) . (82)
=1 i

Various proofs by various people have been reproduced in Sec. 8 of Milne (1988). Here
is another, very short proof of this identity.

PROOF. We observe that the right hand side of (8.2) can be written as

with
1'[?=1(z — ziaq)
z

where gop(z) is 2 monic polynomial in z of degree n — 1. Note that, by slightly extending
the notation introduced above,

H::l Tidg

o(2) 1= = gofz) + (- =L

1yn—1
viale ) = < yiajeny

aiGg - dn
and hence
~_sle) _ Vials(z)
:‘gﬂi(“:‘—ae) = V|
] viala) M :1;11 o Via|z""1)

= l—zimg - Tn .

9. An unsolved problem

The passage from the identity (I} to the generalization (II) replaces the special se-
quence {0,1,2,...,n — 1} of powers of f(x}) by the general sequence {a1,a9,...,2,}.

Can anything useful be said if we also replace the special sequence {0,1,2,...,n — 1} of
powers of the differential operator I, in (II), by a general sequence {by,by,...,b5}?
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