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#### Abstract

For a bounded domain $\Omega$ in $\mathbb{R}^{N}, N \geqslant 2$, satisfying a weak regularity condition, we study existence of positive and $T$-periodic weak solutions for the periodic parabolic problem $L u_{\lambda}=\lambda g\left(x, t, u_{\lambda}\right)$ in $\Omega \times \mathbb{R}$, $u_{\lambda}=0$ on $\partial \Omega \times \mathbb{R}$. We characterize the set of positive eigenvalues with positive eigenfunctions associated, under the assumptions that $g$ is a Caratheodory function such that $\xi \rightarrow$ $g(x, t, \xi) / \xi$ is nonincreasing in $(0, \infty)$ a.e. $(x, t) \in \Omega \times \mathbb{R}$ satisfying some integrability conditions in $(x, t)$ and $$
\int_{0}^{T} \operatorname{esssup} \inf _{x \in \Omega} \frac{g(x, t, \xi)}{\xi} d t>0
$$ © 2002 Elsevier Science (USA). All rights reserved.


## 1. Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^{N}, N \geqslant 2$, satisfying the following regularity condition: there exists $\rho_{0}>0$ and $\delta_{0} \in(0,1)$ such that for all $x \in \partial \Omega$ and all $\rho \leqslant \rho_{0}$

$$
\begin{equation*}
\left|B_{\rho}(x) \cap \Omega\right| \leqslant\left(1-\delta_{0}\right)\left|B_{\rho}(x)\right|, \tag{1.1}
\end{equation*}
$$

where $B_{\rho}(x)$ denotes the open ball in $\mathbb{R}^{N}$ centered at $x$ with radius $\rho$ and $\left|B_{\rho}(x)\right|$ denotes its Lebesgue measure.

[^0]For $T>0$ and $1 \leqslant p, q \leqslant \infty$, let $L^{p}\left(L^{q}\right)$ be the space of the measurable and $T$-periodic functions $f$ on $\Omega \times \mathbb{R}$ (i.e., satisfying $f(x, t)=f(x, t+T)$ a.e. $(x, t) \in \Omega \times \mathbb{R}$ ) such that $\|f\|_{L^{p}\left(L^{q}\right)}<\infty$ where $\|f\|_{L^{p}\left(L^{q}\right)}=\| \| f(x, t)\left\|_{L^{q}(\Omega, d x)}\right\|_{L^{p}((0, T), d t)}$. Provided with this norm $L^{p}\left(L^{q}\right)$ is a Banach space. Similarly, let $L_{T}^{p}$ be the Banach space of $T$-periodic functions $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ such that $\left.f\right|_{\Omega \times(0, T)} \in L^{p}(\Omega \times(0, T))$, equipped with its natural norm $\|f\|_{L_{T}^{p}}=\left\|\left.f\right|_{\Omega \times(0, T)}\right\|_{L^{p}(\Omega \times(0, T))}$. Finally, let $C_{T}$ be the space of continuous and $T$-periodic functions on $\bar{\Omega} \times \mathbb{R}$ provided with the $L^{\infty}$ norm.

Let us fix for the whole paper $v, s \in \mathbb{R} \cup\{\infty\}$ such that $N /(2 v)+1 / s<1$, with $s>2$. Let $\left\{a_{i, j}\right\}_{1 \leqslant i, j \leqslant N},\left\{b_{j}\right\}_{1 \leqslant, j \leqslant N}$ be two families of $T$-periodic functions satisfying $a_{i, j} \in L_{T}^{\infty}, a_{i, j}=a_{j, i}$ for $1 \leqslant i, j \leqslant N$ and $b_{j} \in L^{\infty}\left(L^{2 v}\right)$. Assume that

$$
\sum_{i, j} a_{i, j}(x, t) \xi_{i} \xi_{j} \geqslant \alpha_{0}|\xi|^{2}
$$

for some $\alpha_{0}>0$ and all $(x, t) \in \Omega \times \mathbb{R}, \xi \in \mathbb{R}^{N}$. Let $A$ be the $N \times N$ matrix whose $i, j$ entry is $a_{i, j}$, let $b=\left(b_{1}, \ldots, b_{N}\right)$, let $c_{0} \geqslant 0$ be a function in $L^{s}\left(L^{v}\right)$, and let $L$ be the parabolic operator given by

$$
L u=u_{t}-\operatorname{div}(A \nabla u)+\langle b, \nabla u\rangle+c_{0} u
$$

where $\langle$,$\rangle denotes the standard inner product on \mathbb{R}^{N}$.
Let

$$
W=\left\{u \in L^{2}\left((0, T), H_{0}^{1}(\Omega)\right): \frac{d u}{d t} \in L^{2}\left((0, T), H^{-1}(\Omega)\right)\right\} .
$$

Given $f \in L^{2}\left(L^{p}\right)$ with $p>2 N(N+2)^{-1}$, we say that $u$ is a weak solution of the $T$ periodic problem $L u=f$ in $\Omega \times \mathbb{R}, u=0$ on $\partial \Omega \times \mathbb{R}$, if $\left.u\right|_{\Omega \times(0, T t)} \in W, u$ is $T$-periodic in $t$ and

$$
\int_{\Omega \times(0, T)}\left[-u \frac{\partial h}{\partial t}+\langle A \nabla u, \nabla h\rangle+\langle b, \nabla u\rangle h+c_{0} u h\right]=\int_{\Omega \times(0, T)} f h
$$

for all $h \in C_{c}^{\infty}(\Omega \times(0, T))$. It is well known (see, e.g., $\left.[2,7]\right)$ that this problem has a unique $T$-periodic weak solution $u$ with $\left.u\right|_{\Omega \times(0, T)} \in L^{2}\left((0, T), H_{0}^{1}(\Omega)\right)$.

Let us consider, in the above weak sense, existence of positive solutions for some nonlinear eigenvalue problems of the form

$$
\begin{cases}L u=\lambda g(x, t, u) & \text { in } \Omega \times \mathbb{R}  \tag{1.2}\\ u=0 & \text { on } \partial \Omega \times \mathbb{R} \\ u T \text {-periodic in } t, & \end{cases}
$$

where $g$ is a given function on $\Omega \times \mathbb{R} \times[0, \infty)$. The linear case $g(x, t, \xi)=m(x, t) \xi$ with $m \in L^{s}\left(L^{v}\right)$ is studied in [5]. For $m \in L^{s}\left(L^{v}\right)$, let

$$
\begin{equation*}
\tilde{m}(t)=\underset{x \in \Omega}{\operatorname{esssup}} m(x, t) \tag{1.3}
\end{equation*}
$$

and let

$$
\begin{equation*}
P(m)=\int_{0}^{T} \tilde{m}(t) d t \tag{1.4}
\end{equation*}
$$

It is proved in [5], Theorem 3.6, that for $m \in L^{s}\left(L^{v}\right), P(m)>0$ is a necessary and sufficient condition for the existence of a positive principal eigenvalue (with associated eigenfunctions in $L^{r}\left(L^{p}\right)$ ) for the problem

$$
\begin{cases}L u=\lambda m u & \text { in } \Omega \times \mathbb{R}  \tag{1.5}\\ u=0 & \text { on } \partial \Omega \times \mathbb{R} \\ u T \text {-periodic in } t, & u>0\end{cases}
$$

Moreover, such a positive eigenvalue (denoted by $\lambda_{1}(m)$ ) is unique and algebraically simple.

The condition $P(m)>0$ perhaps needs some explanation. Observe that the case $\tilde{m} \notin$ $L^{1}(0, T)$ is, a priori, possible. However, $P(m)$ is well defined. Indeed, since $\tilde{m}(t) \geqslant m(x, t)$ a.e. $(x, t) \in \Omega \times \mathbb{R}$ it holds that $\tilde{m}^{-}(t) \leqslant|m(x, t)|$ and so $P(m)$ is well defined (the value $+\infty$ is allowed).

Looking for nonlinear cases, if $\Omega$ is a $C^{2+\theta}$ bounded domain with $0<\theta<1$ and $L$ is a parabolic operator (in nondivergence form) with Hölder continuous coefficients, it is well known (see, e.g., [6], Section 27) that if $g=g(x, t, \xi)$ is a concave function in $\xi$ satisfying $g_{\xi} \in C^{\theta}(\bar{\Omega} \times \mathbb{R} \times[0, \infty))$ and $g(x, t, 0)=0$, then there exists a $C^{1}$ curve $\lambda \rightarrow u_{\lambda}$ of positive solutions for (1.2). In [6], these results follow from some global bifurcation theorems due to Rabinowitz (cf. [9]) and the implicit function theorem. On the other hand, analogous elliptic problems are studied for selfadjoint operators in [3] assuming that $g \in C^{\theta}(\bar{\Omega} \times[0, \infty)$ ) and that $\xi \rightarrow g(x, \xi) / \xi$ is nonincreasing. For the particular case $g(x, \xi)=g(\xi)$, results of similar nature are given in [10] under the assumption $g \in C([0, \infty))$ and, for $g \in C^{\theta}(\bar{\Omega} \times[0, \infty))$ and more general boundary conditions, in [11]. In order to relate these results to those in [6], observe that if $g(x, \xi)$ is concave in $\xi$ and $g(x, 0) \geqslant 0$, then $g(x, \xi) / \xi$ is nonincreasing.

Our aim in this paper is to show (see Theorem 3.7), following a different approach, that if $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfies the following conditions:
(H1) $(x, t) \rightarrow g(x, t, \xi)$ is measurable for all $\xi \in[0, \infty)$ and $T$-periodic in $t, g(x, t, \cdot) \in$ $C^{1}[0, \infty)$ a.e. $(x, t) \in \Omega \times \mathbb{R}$, and $\sup _{0 \leqslant \xi \leqslant \rho}\left|g_{\xi}(x, t, \xi)\right| \in L^{s}\left(L^{v}\right)$ for all $\rho>0 ;$
(H2) $\xi \rightarrow g(x, t, \xi) / \xi$ is nonincreasing in $(0, \infty)$ a.e. $(x, t) \in \Omega \times \mathbb{R}$;
(H3) there exist $\delta>0$ and $\left(x_{0}, t_{0}\right) \in \partial \Omega \times \mathbb{R}$ such that $\partial / \partial \xi(g(x, t, \xi) / \xi)<0$ for all $\xi \in(0, \delta)$ a.e. $(x, t) \in B_{\delta}\left(x_{0}, t_{0}\right) \cap(\Omega \times \mathbb{R}) ;$
(H4) the functions $\bar{m}(x, t):=\sup _{\xi>0} g(x, t, \xi) / \xi, \underline{m}(x, t):=\inf _{\xi>0} g(x, t, \xi) / \xi$ belong to $L^{s}\left(L^{v}\right)$;
(H5) $\int_{0}^{T} \operatorname{esssup}_{x \in \Omega} \underline{m}(x, t) d t>0$;
then
(a) (1.2) has a positive solution $u_{\lambda} \in C_{T}$ if and only if

$$
\lambda_{1}(\bar{m})<\lambda<\lambda_{1}(\underline{m}) ;
$$

(b) $u_{\lambda}$ can be chosen such that $\lambda \rightarrow u_{\lambda}$ is a $C^{1}$ map from $\left(\lambda_{1}(\bar{m}), \lambda_{1}(\underline{m})\right)$ into $C_{T}$, satisfying $\lim _{\lambda \rightarrow \lambda_{1}(\bar{m})^{+}}\left\|u_{\lambda}\right\|_{\infty}=0$ and $\lim _{\lambda \rightarrow \lambda_{1}(\underline{m})^{-}} u_{\lambda}(x, t)=\infty$ for all $(x, t) \in$ $\Omega \times \mathbb{R}$. Moreover, $u_{\lambda}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$.

Moreover, we prove also (see Theorem 3.10) that for $\lambda \in\left(\lambda_{1}(\bar{m}), \lambda_{1}(\underline{m})\right.$ ), the existence of positive solutions for (1.2) remains true if (H3) is removed and (H1) is replaced by the assumption that $g$ is a $T$-periodic Caratheodory function. Finally, a related maximum principle is presented in Theorem 3.9.

## 2. Some facts about linear problems with weight

Let us start with some comments about results concerning principal eigenvalues for periodic parabolic problems with weight contained in [5].

Remark 2.1. In [5], Lemma 2.1, it is shown that for $s, v$ as in the introduction, there exist $p, q, r, w$ such that $2 \leqslant q, r<\infty, r \leqslant s, p \leqslant w, 2 N(N+2)^{-1}<p<\infty, 1 / w=$ $1 / q+1 / v$ and $N / 2(1 / p-1 / q)+1 / r<1$. For such $p, r$ it is proved in Theorem 3.6 that for $m \in L^{s}\left(L^{v}\right)$, the condition $P(m)>0$ is necessary and sufficient for the existence of a unique positive principal eigenvalue $\lambda_{1}(m)$ for (1.5) with a positive eigenfunction associated in $L^{r}\left(L^{p}\right)$. The above conditions on $p, q, r, w$ were imposed in order to apply results in [2] (namely Corollary 5.2, and so Theorems 5.1(a) and 4.4) without any regularity assumptions on $\Omega$. However, we actually deal with domains satisfying condition (1.1) and thus $q=\infty$ is allowed in Theorem 4.4 in [2] (see [2], Remark 4.6(b)) and so also in Theorem 5.1(a) and Corollary 5.2. It follows that under condition (1.1) all results in [5] remain true taking there $q=\infty, w=v$, and $p, r$ satisfying $2 \leqslant r<\infty, r<s, p<v$, $p<\infty$ and $N /(2 p)+1 / r<1$. We fix from now on $p, r$ satisfying these conditions (since $N /(2 v)+1 / s<1$ such $p, r$ exist).

Remark 2.2. For $f \in L^{r}\left(L^{p}\right)$, the (unique) solution $u$ of the Dirichlet $T$-periodic problem $L u=f$ belongs to $C_{T}$. Moreover, $L^{-1}: L^{r}\left(L^{p}\right) \rightarrow C_{T}$ is a compact operator. Indeed, taking into account (1.1) and Remark 4.6(b) in [2], we get that $u \in C_{T}$ and, as we said before, Theorem 5.1(a) in [2] remains true for $q=\infty$ and gives the compactness.

If $X, Y$ are Banach spaces, let $B(X, Y)$ be the Banach space of the linear and bounded operators from $X$ into $Y$. If $S \in B(X, Y)$ we will write $\|S\|_{X, Y}$ for its operator norm and if $S \in B(X, X)$ its norm will be denoted by $\|S\|_{X}$. For $R>0$ and $f \in L^{s}\left(L^{v}\right)$ or $f \in C_{T}$ we will write $\bar{B}_{R}^{s, v}(f)$ or $\bar{B}_{R}^{C_{T}}(f)$ respectively for the closed balls centered at $f$ and with radius $R$ in the respective spaces.

Let $R, \Lambda \in(0, \infty)$. Recalling (1.1), we can take $q=\infty$ in [5], Proposition 2.4. An inspection of its proof shows that there exists $k_{0}=k_{0}(R, \Lambda)$ such that for $k \geqslant k_{0}$ the operator $(L+\lambda(k-m))^{-1}: L^{r}\left(L^{p}\right) \rightarrow L_{T}^{\infty}$ is compact and positive. In fact, we have

Lemma 2.3. Let $R, \Lambda \in(0, \infty)$ and let $k \geqslant k_{0}$ with $k_{0}$ as above. Then, for all $m \in \bar{B}_{R}^{s, v}(0)$, $\lambda \in[0, \Lambda]$ we have

$$
\begin{equation*}
(L+\lambda(k-m))^{-1}\left(L^{r}\left(L^{p}\right)\right) \subset C_{T} . \tag{2.1}
\end{equation*}
$$

Moreover, $(L+\lambda(k-m))^{-1} \mid C_{T}: C_{T} \rightarrow C_{T}$ is a compact operator.

Proof. As in Proposition 2.4 in [5], for $f \in L^{r}\left(L^{p}\right)$, the equation $(L+\lambda(k-m)) u=f$ can be written as

$$
\begin{equation*}
\left(I-\lambda\left(L+\lambda\left(k+m^{-}\right)\right)^{-1} m^{+}\right) u=\left(L+\lambda\left(k+m^{-}\right)\right)^{-1} f \tag{2.2}
\end{equation*}
$$

Now, Remark 2.2 (applied to $L+\lambda\left(k+m^{-}\right)$instead of $L$ ) gives that $((L+\lambda(k+$ $\left.\left.\left.m^{-}\right)\right)^{-1} m^{+}\right)\left(L_{T}^{\infty}\right) \subset C_{T}$. Also, for $k$ large enough

$$
\left\|\lambda\left(L+\lambda\left(k+m^{-}\right)\right)^{-1} m^{+}\right\|_{C_{T}} \leqslant\left\|\lambda\left(L+\lambda\left(k+m^{-}\right)\right)^{-1} m^{+}\right\|_{L_{T}^{\infty}}<1
$$

where the last inequality follows from Lemma 2.3 in [5] taking there $q=\infty$. Thus, for such a $k,\left.\left(I-\lambda\left(L+\lambda\left(k+m^{-}\right)\right)^{-1} m^{+}\right)^{-1}\right|_{C_{T}}: C_{T} \rightarrow C_{T}$ is a well defined and bounded operator and so (2.1) follows from (2.2). Since $(L+\lambda(k-m))^{-1}: L^{r}\left(L^{p}\right) \rightarrow L_{T}^{\infty}$ is compact, (2.1) gives the last assertion of the lemma.

Lemma 2.3 implies that the principal eigenfunctions in $L^{r}\left(L^{p}\right)$ for problem (1.5) actually belong to $C_{T}$.

Remark 2.4. Let $R, \Lambda, k_{0}, k, \lambda, m$ be as in Lemma 2.3. Then, the spectrum of

$$
\begin{equation*}
\left.(L+\lambda(k-m))^{-1}\right|_{C_{T}}: C_{T} \rightarrow C_{T} \tag{2.3}
\end{equation*}
$$

agrees with the spectrum of

$$
\begin{equation*}
(L+\lambda(k-m))^{-1}: L^{r}\left(L^{p}\right) \rightarrow L^{r}\left(L^{p}\right) \tag{2.4}
\end{equation*}
$$

and, for a given eigenvalue, these operators have the same generalized eigenspaces. In particular, they have the same spectral radius $\rho_{k, \lambda, m}$. Moreover, since $\rho_{k, \lambda, m}$ is an algebraically simple eigenvalue for (2.4) (see [5, Remark 2.7]), the same is true for (2.3).

For $\lambda>0, m \in L^{s}\left(L^{v}\right)$, let $\mu_{m}(\lambda)$ be defined by $\rho_{\lambda, k, m}=\left(\lambda k+\mu_{m}(\lambda)\right)^{-1}$ (taking $k$ large enough). Thus $\mu_{m}(\lambda)$ does not depend on $k$ and can be characterized as the unique $\mu \in \mathbb{R}$ such that the problem

$$
\begin{cases}L u_{\lambda, m}=\lambda m u_{\lambda, m}+\mu u_{\lambda, m} & \text { in } \Omega \times \mathbb{R},  \tag{2.5}\\ u_{\lambda, m}=0 & \text { on } \partial \Omega \times \mathbb{R}, \\ u_{\lambda, m} T \text {-periodic in } t, & \end{cases}
$$

has a positive solution $u_{\lambda, m}$ in $L^{r}\left(L^{p}\right)$, i.e., by Remark 2.4, in $C_{T}$. We recall that $\mu_{m}$ is real analytic, concave and $\mu_{m}(0)>0$ (cf. [5], Lemma 3.2 and Remark 3.3).

Remark 2.5. Let $\Omega_{0}$ be a bounded domain in $\mathbb{R}^{N}$ and let $\Gamma: \mathbb{R} \rightarrow \mathbb{R}^{N}$ be a $C^{2}$ and $T$ periodic curve. We set

$$
\begin{equation*}
B_{\Gamma, \Omega_{0}}=\left\{(x, t): x \in \Gamma(t)+\Omega_{0}, t \in(0, T)\right\} . \tag{2.6}
\end{equation*}
$$

For $m \in L^{s}\left(L^{v}\right)$, let $P(m)$ be defined by (1.4). Observe that $P(m)>0$ is equivalent to the following condition: there exist $\Omega_{0}$ and $\Gamma$ as above with $B_{\Gamma, \Omega_{0}} \subset \Omega \times \mathbb{R}$ and such that $\int_{B_{\Gamma, \Omega_{0}}} m>0$. Indeed, clearly the existence of such a $B_{\Gamma, \Omega_{0}}$ implies $P(m)>0$. Suppose now $P(m)>0$. For $j \in \mathbb{N}$, let $m_{j}=\min \{j, m\}$ and let $\tilde{m}_{j}, \tilde{m}$ be defined by
(1.3). So $\tilde{m}_{j}(t)=\min \{j, \tilde{m}(t)\}$. Moreover, $\left\{\tilde{m}_{j}\right\}_{j \in \mathbb{N}}$ is a nondecreasing sequence that converges a.e. to $\tilde{m}$. Now, $m_{j} \in L^{s}\left(L^{v}\right)$ and so $\tilde{m}_{j}^{-} \in L^{s}\left(L^{v}\right)$. Then $\tilde{m}_{j} \in L^{s}\left(L^{v}\right)$. Also, $0 \leqslant \tilde{m}_{j}+\tilde{m}^{-} \leqslant \tilde{m}_{j+1}+\tilde{m}^{-}, j \in \mathbb{N}$. Thus $\lim _{j \rightarrow \infty} P\left(m_{j}\right)=P(m)$ and so $P\left(m_{j_{0}}\right)>0$ for some $j_{0}$. Since $m_{j_{0}}$ is bounded from above, Lemma 3.4 in [5] gives a bounded domain $\Omega_{0}$ and $\Gamma \in C^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ such that $\int_{B_{\Gamma, \Omega_{0}}} m_{j_{0}}>0$ and so $\int_{B_{\Gamma, \Omega_{0}}} m>0$.

We will need the following result about perturbation of simple eigenvalues due to Crandall and Rabinowitz (see [1, Lemma 1.3]).

Lemma 2.6. Let $X$ be a real Banach space. Let $T_{0}$ be a bounded operator on $X$, and assume that $r_{0}$ is an algebraically simple eigenvalue of $T_{0}$. Then there exists $\delta>0$ such that whenever $\left\|T-T_{0}\right\|<\delta$, there is a unique $r(T) \in \mathbb{R}$ satisfying $\left|r(T)-r_{0}\right|<\delta$ for which $r(T) I-T$ is singular. Moreover, the map $T \rightarrow r(T)$ is analytic and $r(T)$ is an algebraically simple eigenvalue of $T$. Finally, it can be chosen an eigenvector associated $v(T)$ such that also the map $T \rightarrow v(T)$ is also analytic.

We have the following proposition.

Proposition 2.7. The map $(\lambda, m) \rightarrow \mu_{m}(\lambda)$ is real analytic from $\mathbb{R} \times L^{s}\left(L^{v}\right)$ into $\mathbb{R}$. Moreover, a positive eigenfunction $u_{\lambda, m}$ for (2.5) can be chosen such that $(\lambda, m) \rightarrow u_{\lambda, m}$ is also real analytic from $\mathbb{R} \times L^{s}\left(L^{v}\right)$ into $C_{T}$.

Proof. Let us show that $(\lambda, m) \rightarrow \mu_{m}(\lambda)$ is continuous. Let $\left\{\left(\lambda_{j}, m_{j}\right)\right\}_{j \in \mathbb{N}}$ be an arbitrary sequence that converges in $\mathbb{R} \times L^{s}\left(L^{v}\right)$ to some $\left(\lambda_{0}, m_{0}\right)$. As in the proof of Lemma 3.2 in [5] we get that $\left\{\mu_{m_{j}}\left(\lambda_{j}\right)\right\}_{j \in \mathbb{N}}$ is bounded. After passing to some subsequence we can assume that $\mu_{m_{j}}\left(\lambda_{j}\right)$ converges to some $\mu \in \mathbb{R}$. Let $\tilde{u}_{\lambda_{j}, m_{j}}$ be a positive solution of (2.5) (taking there $\lambda=\lambda_{j}, m=m_{j}$ ) normalized by $\left\|\tilde{u}_{\lambda_{j}, m_{j}}\right\|_{\infty}=1$. Remark 2.2 gives a subsequence $\tilde{u}_{\lambda_{j_{k}}, m_{j_{k}}}$ that converges to some $u$ satisfying $L u=\lambda m u+\mu u$. Moreover, $u>0$ and then $\mu=\mu_{m}(\lambda)$. So, $\left\{\mu_{m_{j}}\left(\lambda_{j}\right)\right\}_{j \in \mathbb{N}}$ has a subsequence that converges to $\mu_{m}(\lambda)$. This proves that $(\lambda, m) \rightarrow \mu_{m}(\lambda)$ is continuous.

Now, for $\left(\lambda_{0}, m_{0}\right) \in \mathbb{R} \times L^{s}\left(L^{v}\right)$, let $V_{\lambda_{0}, m_{0}}=\left(\lambda_{0}-\delta, \lambda_{0}+\delta\right) \times B_{R}^{s, v}(0)$ with $\delta, R$ positive and small enough, and let $k>k_{0}\left(R, \lambda_{0}+\delta\right)$ with $k_{0}$ as in Lemma 2.3. Since $(\lambda, m) \rightarrow \mu_{m}(\lambda)$ is continuous, the same is true for $(\lambda, m) \rightarrow \rho_{\lambda, m}$ where $\rho_{\lambda, m}$ is the spectral radius (and so the algebraically simple positive principal eigenvalue) of $T_{\lambda, m}:=$ $(L+\lambda(k-m))^{-1}: C_{T} \rightarrow C_{T}$. Since $(\lambda, m) \rightarrow T_{\lambda, m}$ is real analytic (see the proof of Theorem 3.9 in [5]), Lemma 2.6 concludes the proof.

Let

$$
\begin{equation*}
\mathcal{M}=\left\{m \in L^{s}\left(L^{v}\right): P(m)>0\right\} \tag{2.7}
\end{equation*}
$$

with $P(m)$ defined by (1.4). By Remark 2.5 it is clear that $\mathcal{M}$ is an open set in $L^{s}\left(L^{v}\right)$.

Corollary 2.8. For $m \in \mathcal{M}$ and $\lambda=\lambda_{1}(m)$, a positive eigenfunction $u_{m}$ of problem (1.5) can be chosen such that $m \rightarrow u_{m}$ is real analytic from $\mathcal{M}$ into $C_{T}$.

Proof. We know that $m \rightarrow \lambda_{1}(m)$ is real analytic (cf. [5, Theorem 3.9]). Let $u_{\lambda, m}$ be the eigenfunction for (2.5) provided by Proposition 2.7. Taking $u_{m}=u_{\lambda_{1}(m), m}$ the corollary follows.

For $\lambda>0$, let

$$
\begin{equation*}
D_{\lambda}=\left\{m \in L^{s}\left(L^{v}\right): \mu_{m}(\lambda)>0\right\} . \tag{2.8}
\end{equation*}
$$

By Proposition 2.7, $D_{\lambda}$ is open in $L^{s}\left(L^{v}\right)$. Let us observe that for $\lambda>0$ the condition $\mu_{m}(\lambda)>0$ is equivalent to: $0<\lambda<\lambda_{1}(m)$ if $\lambda_{1}(m)$ exists and to $\lambda>0$ if the weight $m$ has no positive principal eigenvalue.

Lemma 2.9. Let $\lambda \in(0, \infty)$ and let $(m, h) \in D_{\lambda} \times L^{r}\left(L^{p}\right)$. Then the problem,

$$
\begin{cases}L u=\lambda m u+h & \text { in } \Omega \times \mathbb{R},  \tag{2.9}\\ u=0 & \text { on } \partial \Omega \times \mathbb{R}, \\ u T \text {-periodic in } t, & \end{cases}
$$

has a unique solution $u \in C_{T}$. Moreover:
(a) Let $S_{\lambda}(m, h)$ denote the solution operator for (2.9). Then $S_{\lambda}(m, \cdot): L^{r}\left(L^{p}\right) \rightarrow C_{T}$ is compact, and if $h>0$, then $S_{\lambda}(m, h)(x, t)>0$ a.e. $(x, t) \in \Omega \times \mathbb{R}$.
(b) The operator $S_{\lambda}(., h): D_{\lambda} \rightarrow C_{T}$ is compact.

Proof. For $k$ large enough let $T=(L+\lambda(k-m))^{-1}$. Now, (2.9) is equivalent to

$$
\begin{equation*}
\left(\frac{1}{\lambda k} I-T\right) u=\frac{1}{\lambda k} T h . \tag{2.10}
\end{equation*}
$$

Let $\rho(T)$ denote the spectral radius of $\left.T\right|_{C_{T}}$. Since $\mu_{m}(\lambda)>0$, we have $\rho(T)<1 /(\lambda k)$ and thus $\left(\frac{1}{\lambda k} I-T\right)^{-1}: C_{T} \rightarrow C_{T}$ is a well defined and bounded operator. Then, (2.10) is equivalent to $u=\left(\frac{1}{\lambda k} I-T\right)^{-1} \frac{1}{\lambda k} T h$ and so (2.9) has a unique solution $u \in C_{T}$. Also, the last formula together with Lemma 2.3 give the compactness of $S_{\lambda}(m, \cdot)$ and the positivity follows from Theorem 3.10 in [5].

To see (b), let $m \in D_{\lambda}$, let $\left\{m_{j}\right\}_{j \in \mathbb{N}}$ be a sequence in $D_{\lambda}$ that converges weakly to $m$ in $L^{s}\left(L^{v}\right)$ and let $u_{j}=S_{\lambda, h}\left(m_{j}\right)$. Then $\left\{u_{j}\right\}_{j \in \mathbb{N}}$ is bounded in $C_{T}$. Indeed, if for some subsequence $\lim _{k \rightarrow \infty}\left\|u_{j_{k}}\right\|_{\infty}=\infty$, from

$$
L\left(\frac{u_{j_{k}}}{\left\|u_{j_{k}}\right\|_{\infty}}\right)=\lambda m \frac{u_{j_{k}}}{\left\|u_{j_{k}}\right\|_{\infty}}+\frac{h}{\left\|u_{j_{k}}\right\|_{\infty}}
$$

and going to the limit, by Remark 2.2 we get that $\lambda=\lambda_{1}(m)$ contradicting that $m \in D_{\lambda}$. Now, since $\sup _{j}\left\|u_{j}\right\|_{\infty}<\infty$, from $L u_{j}=\lambda m_{j} u_{j}+h$, the same compactness argument gives a subsequence $u_{j_{k}}$ that converges to the solution of (2.9), i.e., to $S_{\lambda, h}(m)$. Since $\left\{m_{j}\right\}_{j \in \mathbb{N}}$ was arbitrary, this ends the proof.

Lemma 2.10. Let $\mathcal{N}$ be the set of the functions $m \in L^{s}\left(L^{v}\right)$ such that $(L+m)^{-1}$ : $L^{r}\left(L^{p}\right) \rightarrow C_{T}$ is a well defined and bounded operator. Then $\mathcal{N}$ is open in $L^{s}\left(L^{v}\right)$ and the map $m \rightarrow(L+m)^{-1}$ is continuous from $\mathcal{N}$ into $B\left(L^{r}\left(L^{p}\right), C_{T}\right)$.

Proof. Let $m_{0} \in \mathcal{N}$ and $m \in L^{s}\left(L^{v}\right)$. For $f \in L^{r}\left(L^{p}\right)$, the equation $L u+m u=f$ is equivalent to $u=\left(L+m_{0}\right)^{-1}\left(m_{0}-m\right) u+\left(L+m_{0}\right)^{-1} f$. Since

$$
\left\|\left(L+m_{0}\right)^{-1}\left(m_{0}-m\right)\right\|_{C_{T}} \leqslant\left\|\left(L+m_{0}\right)^{-1}\right\|_{L^{r}\left(L^{p}\right), C_{T}}\left\|m_{0}-m\right\|_{L^{s}\left(L^{v}\right)}
$$

it follows that for $m$ close enough in $L^{s}\left(L^{v}\right)$ to $m_{0}$,

$$
\left(I-\left(L+m_{0}\right)^{-1}\left(m_{0}-m\right)\right)^{-1}: C_{T} \rightarrow C_{T}
$$

is a well defined and bounded operator. Thus, for such $m$ we have

$$
\begin{equation*}
u=\left(I-\left(L+m_{0}\right)^{-1}\left(m_{0}-m\right)\right)^{-1}\left(L+m_{0}\right)^{-1} f \tag{2.11}
\end{equation*}
$$

but, (2.11) implies that for $m$ close enough to $m_{0},(L+m)^{-1}$ is a well defined and bounded operator from $L^{r}\left(L^{p}\right)$ into $C_{T}$. So $\mathcal{N}$ is open. Moreover, $\left\|(L+m)^{-1}\right\|_{L^{r}\left(L^{p}\right), C_{T}}$ remains bounded for $m$ running on a small neighborhood of $m_{0}$. Since for such $m$

$$
(L+m)^{-1}-\left(L+m_{0}\right)^{-1}=\left(L+m_{0}\right)^{-1}\left[\left(I-\left(m_{0}-m\right)\left(L+m_{0}\right)^{-1}\right)^{-1}-I\right]
$$

the lemma follows.
For $\varepsilon>0$, let $\Omega_{\varepsilon}=\{x \in \Omega: d(x, \partial \Omega)>\varepsilon\}$ and let $A_{\varepsilon}=\Omega-\Omega_{\varepsilon}$. We will need the following Harnack type inequality for the positive eigenfunctions of (1.5).

Proposition 2.11. Let $R, \Lambda \in(0, \infty)$. Then, for each $\varepsilon>0$ there exists $c>0$ such that if $m \in B_{R}^{s, v}, \lambda \in[0, \Lambda]$ and $u \in C_{T}$ is a positive solution of (1.5), then $\|u\|_{\infty} \leqslant$ $c \operatorname{essinf}_{\Omega_{\varepsilon} \times(0, T)} u$.

Proof. Let $1<\tilde{s}, \tilde{v}<\infty$ be defined by $r^{-1}=s^{-1}+\tilde{s}^{-1}, p^{-1}=v^{-1}+\tilde{v}^{-1}$ and for $j=1,2$, let $\theta_{j} \in(0,1)$ be defined by $\tilde{s}^{-1}=\left(1-\theta_{1}\right)$ and $\tilde{v}^{-1}=1-\theta_{2}$. From (1.5) we have

$$
\begin{aligned}
\|u\|_{\infty} & \leqslant \lambda\left\|L^{-1}\right\|_{L^{r}\left(L^{p}\right), C_{T}}\|m\|_{L^{s}\left(L^{v}\right)}\|u\|_{L^{\tilde{s}}\left(L^{\tilde{v}}\right.} \leqslant c_{1}\|u\|_{L^{\tilde{s}}\left(L^{\tilde{v}}\right)} \\
& \leqslant c_{1}\|u\|_{L^{\infty}\left(L^{\tilde{v}}\right)}^{\theta_{1}}\|u\|_{L^{1}\left(L^{\tilde{v}}\right)}^{1-\theta_{1}} \leqslant c_{2}\|u\|_{\infty}^{\theta_{1}}\|u\|_{L_{T}^{\tilde{v}}}^{1-\theta_{1}} \\
& \leqslant c_{2}\|u\|_{\infty}^{\theta_{1}}\left[\|u\|_{\infty}^{\theta_{2}}\|u\|_{L_{T}^{1}}^{1-\theta_{2}}\right]^{1-\theta_{1}}=c_{2}\|u\|_{\infty}^{\theta_{1}+\theta_{2}-\theta_{1} \theta_{2}}\|u\|_{L_{T}^{1}}^{1-\left(\theta_{1}+\theta_{2}-\theta_{1} \theta_{2}\right)}
\end{aligned}
$$

for some $c_{1}, c_{2}>0$. Since $1-\left(\theta_{1}+\theta_{2}-\theta_{1} \theta_{2}\right)>0$ we get

$$
\begin{equation*}
\|u\|_{\infty} \leqslant c_{3}\|u\|_{L_{T}^{1}} \tag{2.12}
\end{equation*}
$$

for some $c_{3}>0$. Now, $\|u\|_{L_{T}^{1}\left(A_{\varepsilon} \times(0, T)\right)} \leqslant\left|A_{\varepsilon}\right| T\|u\|_{\infty} \leqslant c_{3} T\left|A_{\varepsilon}\right|\|u\|_{L_{T}^{1}}$. Thus, if $\varepsilon$ is small enough such that $c_{3} T\left|A_{\varepsilon}\right|<1 / 2$ we obtain

$$
\begin{equation*}
\|u\|_{L_{T}^{1}\left(\Omega_{\varepsilon} \times(0, T)\right)} \geqslant \frac{1}{2}\|u\|_{L_{T}^{1}} . \tag{2.13}
\end{equation*}
$$

From (2.12), (2.13), using Theorem 5.1 in [12], and taking into account the periodicity of $u$, it follows that $\|u\|_{\infty} \leqslant c \operatorname{essinf}_{\Omega_{\varepsilon} \times(0, T)} u$ for some $c>0$, with $c$ depending on $\varepsilon, p, r, R, \Lambda$, $\Omega$ and the operator $L$.

Corollary 2.12. Let $R, \Lambda \in(0, \infty)$. Then there exists $\Phi \in L_{T}^{\infty}$ with $\Phi(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$ such that if $m \in B_{R}^{s, v}, \lambda \in[0, \Lambda]$ and $u \in C_{T}$ is a positive solution of (1.5), then $u(x, t) \geqslant\|u\|_{\infty} \Phi(x, t)$ for all $(x, t) \in \Omega \times \mathbb{R}$.

Proof. We can assume that $\|u\|_{\infty}=1$. For $j \in \mathbb{Z}$, let

$$
A_{j}=\left\{x \in \Omega: 2^{-j-1}<d(x, \partial \Omega) \leqslant 2^{-j}\right\} .
$$

Thus $\Omega=\bigcup_{j \in \mathbb{Z}} A_{j}$. For $j$ such that $A_{j} \neq \emptyset$, let $c_{j}$ be the constant given by Proposition 2.11 taking $\varepsilon=2^{-j-1}$. For $(x, t) \in A_{j} \times \mathbb{R}$ we set $\Phi(x, t)=1 / c_{j}$. So $\Phi(x, t)>0$ for all $(x, t)$. Now, Proposition 2.11 implies that $u(x, t) \geqslant \operatorname{essinf}_{\Omega_{2-j-1} \times(0, T)} u \geqslant \frac{1}{c_{j}}=\Phi(x, t)$ for all $(x, t) \in A_{j} \times \mathbb{R}$.

## 3. The main results

Let $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfying the following conditions:
$\left(\mathrm{H}^{\prime}\right)(x, t) \rightarrow g(x, t, \xi)$ is measurable for all $\xi \in[0, \infty)$ and $T$-periodic in $t$, and $\xi \rightarrow$ $g(x, t, \xi)$ is continuous in $[0, \infty)$ a.e. $(x, t) \in \Omega \times \mathbb{R}$.
$\left(\mathrm{H} 2^{\prime}\right) \lim _{\xi \rightarrow 0^{+}} g(x, t, \xi) / \xi$ exists a.e. $(x, t) \in \Omega \times \mathbb{R}$.
$\left(\mathrm{H}^{\prime}\right)$ For all $\rho>0 \inf _{0<\xi \leqslant \rho} g(x, t, \xi) / \xi \in L^{s}\left(L^{v}\right)$ and $\sup _{0<\xi} g(x, t, \xi) / \xi \in L^{s}\left(L^{v}\right)$.
(H4') For all $\rho>0, \int_{0}^{T} \operatorname{esssup}_{x \in \Omega} \inf _{0<\xi \leqslant \rho} g(x, t, \xi) / \xi>0$.
For $u: \Omega \times \mathbb{R} \rightarrow[0, \infty)$, we set

$$
m_{u}(x, t)= \begin{cases}\frac{g(x, t, u(x, t))}{u(x, t)} & \text { if } u(x, t) \neq 0  \tag{3.1}\\ \lim _{\xi \rightarrow 0^{+}} \frac{g(x, t, \xi)}{\xi} & \text { if } u(x, t)=0\end{cases}
$$

Observe that if $u \in \bar{B}_{\rho}^{C_{T}}(0)$ then

$$
\begin{equation*}
\inf _{0<\xi \leqslant \rho} \frac{g(x, t, \xi)}{\xi} \leqslant m_{u} \leqslant \sup _{0<\xi \leqslant \rho} \frac{g(x, t, \xi)}{\xi} \tag{3.2}
\end{equation*}
$$

Let $g(u)$ be the Nemytskii operator defined by $g(u)(x, t)=g(x, t, u(x, t))$. If $g$ satisfies $\left(\mathrm{H} 1^{\prime}\right)-\left(\mathrm{H} 4^{\prime}\right)$, from the Lebesgue dominated convergence theorem it follows easily that $u \rightarrow g(u)$ and $u \rightarrow m_{u}$ are continuous maps from $C_{T}$ into $L^{s}\left(L^{v}\right)$.

Let $\mathcal{M}$ be defined by (2.7) and for $m \in \mathcal{M}$, let $\Phi_{1}^{(m)}$ denote the positive principal eigenfunction associated to $\lambda_{1}(m)$, normalized by $\left\|\Phi_{1}^{(m)}\right\|_{\infty}=1$. Corollary 2.8 implies that $m \rightarrow \Phi_{1}^{(m)}$ is continuous from $\mathcal{M}$ into $C_{T}$. It follows that $u \rightarrow \Phi_{1}^{\left(m_{u}\right)}$ is a continuous map from $C_{T}$ into $C_{T}$.

Proposition 3.1. Let $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfying $\left(\mathrm{H}^{\prime}\right)-\left(\mathrm{H} 4^{\prime}\right)$. Then, for each $\rho>0$, (1.2) has a positive eigenvalue with a positive and T-periodic eigenfunction associated $u_{\rho} \in C_{T}$ satisfying $\left\|u_{\rho}\right\|_{\infty}=\rho$. Moreover, $u_{\rho}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$.

Proof. We extend $g(x, t, \cdot)$ to the whole real line defining $g(x, t, \xi)=-g(x, t,-\xi)$ for $\xi<0$. By ( $\mathrm{H} 2^{\prime}$ ) and ( $\left.\mathrm{H} 3^{\prime}\right) \partial g / \partial \xi \mid \xi=0 \in L^{s}\left(L^{v}\right)$. Let $\rho>0$. From (H3'), (H4') and Remark 2.5, it follows that there exists a domain $\Omega_{0}$ and a $T$ periodic curve $\Gamma \in C^{2}\left(\mathbb{R}, \mathbb{R}^{N}\right)$ such that $B_{\Gamma, \Omega_{0}} \subset \Omega \times \mathbb{R}$ and $\int_{B_{\Gamma, \Omega_{0}}} \inf _{0<\xi \leqslant \rho} g(x, t, \xi) / \xi>0$. For $w \in \bar{B}_{\rho}^{C_{T}}(0)$, let $m_{w}$ be defined as in (3.1). Thus, (3.2) and (H3') imply that $m_{w} \in L^{s}\left(L^{v}\right)$ and $\int_{B_{\Gamma, \Omega_{0}}} m_{w}>0$ (i.e., $P\left(m_{w}\right)>0$ ). So, there exists $\lambda_{1}\left(m_{w}\right)$.

Let $T: \bar{B}_{\rho}^{C_{T}}(0) \rightarrow \bar{B}_{\rho}^{C_{T}}(0)$ be defined by $T(w)=\rho \Phi_{1}^{\left(m_{w}\right)}$. Then $T$ is a compact map. Indeed, $T$ is continuous. Now, let $\left\{w_{j}\right\}_{j \in \mathbb{N}}$ be a sequence in $\bar{B}_{\rho}^{C_{T}}$. From (3.2) we have $\left\|m_{w_{j}}\right\|_{L^{s}\left(L^{v}\right)} \leqslant c$ for some $c>0$ and all $j$. Moreover, (3.2) and Proposition 3.1 in [5] imply that $\left\{\lambda_{1}\left(m_{w_{j}}\right)\right\}_{j \in \mathbb{N}}$ is bounded. So $\left\{\rho \lambda_{1}\left(m_{w_{j}}\right) m_{w_{j}} \Phi_{1}^{\left(m_{w_{j}}\right)}\right\}_{j \in \mathbb{N}}$ is bounded in $L^{r}\left(L^{p}\right)$, and hence the compactness of $T$ follows from Remark 2.2.

Now, Schauder's fixed point theorem (e.g., [4, Corollary 11.2]) gives a fixed point $u_{\rho} \in \bar{B}_{\rho}^{C_{T}}$ for $T$. Then $u_{\rho}$ is positive, $\left\|u_{\rho}\right\|_{\infty}=\rho$ and $L u_{\rho}=\lambda_{1}\left(m_{u_{\rho}}\right) g\left(x, t, u_{\rho}\right)$. Finally, since $u_{\rho}$ satisfies $L u_{\rho}=\lambda_{1}\left(m_{u_{\rho}}\right) m_{u_{\rho}} u_{\rho}$, Corollary 2.12 says that $u_{\rho}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$.

Proposition 3.2. Let $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfying $\left(\mathrm{H}^{\prime}\right)-\left(\mathrm{H} 3^{\prime}\right)$ and $(\mathrm{H} 4)$. Let $h$ be a nonnegative and nonzero function in $L^{r}\left(L^{p}\right)$. Then for all $0<\lambda<\lambda_{1}(\bar{m})$ the problem,

$$
\begin{cases}L u=\lambda g(x, t, u)+h(x, t) & \text { in } \Omega \times \mathbb{R},  \tag{3.3}\\ u=0 & \text { on } \partial \Omega \times \mathbb{R}, \\ u T \text {-periodic in } t, & \end{cases}
$$

has a positive solution $u_{\lambda} \in C_{T}$. Moreover, $u_{\lambda}(x, t)>0$ a.e. $(x, t) \in \Omega \times \mathbb{R}$.
Proof. We extend $g$ as in the proof of Proposition 3.1. Let $D_{\lambda}$ be defined by (2.8) and for $m \in D_{\lambda}$, let $S_{\lambda, h}(m)$ be the solution of (2.9). For $w \in C_{T}$, let $m_{w}$ be defined by (3.1). Since $0<\lambda<\lambda_{1}(\bar{m})$ and since $m_{w} \leqslant \bar{m}$, the comparison principle stated in [5, Remark 3.7] gives $0<\kappa<\lambda_{1}\left(m_{w}\right)$ and so $m_{w} \in D_{\lambda}$ for all $w \in C_{T}$. Moreover, there exists $R>0$ such that

$$
\begin{equation*}
\left\|S_{\lambda, h}\left(m_{w}\right)\right\|_{\infty} \leqslant R \tag{3.4}
\end{equation*}
$$

for all $w \in C_{T}$. Indeed, if not, let $\left\{w_{j}\right\}_{j \in \mathbb{N}}$ be a sequence in $C_{T}$ such that

$$
\lim _{j \rightarrow \infty}\left\|S_{\lambda, h}\left(m_{w_{j}}\right)\right\|_{\infty}=\infty
$$

and let $u_{w_{j}}=S_{\lambda, h}\left(m_{w_{j}}\right)$. Since $\left\{m_{w_{j}}\right\}_{j \in \mathbb{N}}$ is bounded in $L^{s}\left(L^{v}\right)$ we can assume, after passing to some subsequence, that $m_{w_{j}}$ converges weakly in $L^{s}\left(L^{v}\right)$ to some $m$. From

$$
L\left(\frac{u_{w_{j}}}{\left\|u_{w_{j}}\right\|_{\infty}}\right)=\lambda m_{w_{j}} \frac{u_{w_{j}}}{\left\|u_{w_{j}}\right\|_{\infty}}+\frac{h}{\left\|u_{w_{j}}\right\|_{\infty}}
$$

and Remark 2.2, we get that $L u=\lambda m u$ has a positive solution. But $m \leqslant \bar{m}$ and so (by [5, Remark 3.7]) we get $\lambda<\lambda_{1}(\bar{m}) \leqslant \lambda_{1}(m)$. Contradiction.

For $w \in C_{T}$ we set $\tilde{S}(w)=S_{\lambda, h}\left(m_{w}\right)$. Then, since $w \rightarrow m_{w}$ is continuous from $C_{T}$ into $L^{s}\left(L^{v}\right)$, it follows from Lemma 2.9(b) that $\tilde{S}: C_{T} \rightarrow C_{T}$ is a compact map. Now, let
$R$ satisfying (3.4). We have $\tilde{S}\left(\bar{B}_{R}^{C_{T}}(0)\right) \subset \bar{B}_{R}^{C_{T}}(0)$ and so, the Schauder theorem gives a positive solution for (3.3). The last assertion follows from Lemma 2.9(a).

For $g$ satisfying (H1), we extend $g$ to a function $\tilde{g}: \Omega \times \mathbb{R} \times(-1, \infty) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\tilde{g}(x, t, \xi)=\xi \lim _{\xi \rightarrow 0^{+}} \frac{g(x, t, \xi)}{\xi}, \quad \xi \in(-1,0) . \tag{3.5}
\end{equation*}
$$

Definition 3.3. Let $V$ be the open subset of $C_{T}$ defined by $V=\left\{v \in C_{T}: v(x, t)>\right.$ $-1,(x, t) \in \bar{\Omega} \times \mathbb{R}\}$ and let

$$
D=\left\{(\lambda, u) \in(0, \infty) \times C_{T}: u \in V \text { and } \tilde{g}_{\xi}(u) \in D_{\lambda}\right\}
$$

with $D_{\lambda}$ given by (2.8). We recall that the condition $\tilde{g}_{\xi}(u) \in D_{\lambda}$ is equivalent to: $0<\lambda<$ $\lambda_{1}\left(\tilde{g}_{\xi}(u)\right)$ if $\lambda_{1}\left(\tilde{g}_{\xi}(u)\right)$ exists and $\lambda>0$ if $\lambda_{1}\left(\tilde{g}_{\xi}(u)\right)$ does not exist.

Let $F: D \rightarrow C_{T}$ be defined by

$$
F(\lambda, u)=\left(L-\lambda \tilde{g}_{\xi}(u)\right)^{-1} \tilde{g}(u) .
$$

Note that by Lemma 2.9 $F$ is well defined.
Lemma 3.4. Suppose that $g$ satisfies $(\mathrm{H} 1)$. Then $D$ is open in $\mathbb{R} \times C_{T}$.
Proof. We proceed by contradiction. Suppose that $(\lambda, u) \in D$ and that $\left\{\left(\lambda_{j}, u_{j}\right)\right\}_{j \in \mathbb{N}}$ is a sequence in $\mathbb{R} \times C_{T}$ such that $\lim _{j \rightarrow \infty}\left(\lambda_{j}, u_{j}\right)=(\lambda, u)$ and $\left(\lambda_{j}, u_{j}\right) \notin D$ for all $j$. Clearly $u_{j} \in V$ for $j$ large enough. Let $R=1+\|u\|_{\infty}$. Thus there exists $j_{0}$ such that $\left|u_{j}(x, t)\right| \leqslant R$ for all $(x, t) \in \bar{\Omega} \times \mathbb{R}, j \geqslant j_{0}$.

Suppose first that $\lambda_{1}\left(\tilde{g}_{\xi}(u)\right)$ exists. Then $\int_{B_{\Gamma, \Omega_{0}}} \tilde{g}_{\xi}(u)>0$ for some $B_{\Gamma, \Omega_{0}}$ as in Remark 2.5. Since $\tilde{g}_{\xi}\left(u_{j}\right)$ converges to $\tilde{g}_{\xi}(u)$ we have, enlarging $j_{0}$ if necessary, that $\int_{B_{\Gamma, \Omega_{0}}} \tilde{g}_{\xi}\left(u_{j}\right)>0$ for $j \geqslant j_{0}$. Thus there exists $\lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j}\right)\right)$ for such a $j$. Moreover, $\lim _{j \rightarrow \infty} \lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j}\right)\right)=\lambda_{1}\left(\tilde{g}_{\xi}(u)\right)>\lambda$ (the inequality because $(\lambda, u) \in D$ ). Now, since $\lambda_{j} \rightarrow \lambda$ we have $\lambda_{j}<\lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j}\right)\right)$ and so $\left(\lambda_{j}, u_{j}\right) \in D$ for $j$ large enough. Contradiction.

Suppose now that $\lambda_{1}\left(\tilde{g}_{\xi}(u)\right)$ does not exist. Let

$$
J_{e}=\left\{j \in \mathbb{N}: \lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j}\right)\right) \text { exists }\right\} .
$$

If $J_{e}$ is finite then $\left(\lambda_{j}, u_{j}\right) \in D$ for $j$ large enough. We claim that if $J_{e}$ is not finite then $\left\{\lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j}\right)\right): j \in J_{e}\right\}$ is unbounded. To see this we proceed by contradiction. Let $w_{j} \in C_{T}$ be a positive eigenfunction associated to the weight $\tilde{g}_{\xi}\left(u_{j}\right)$ normalized by $\left\|w_{j}\right\|_{\infty}=1$. Since we have assumed that $\lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j}\right)\right) \leqslant c$ for some $c$ and all $j \in J_{e}$, (H1) and Hölder's inequality give that $\left\|\lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j}\right)\right) \tilde{g}_{\xi}\left(u_{j}\right) w_{j}\right\|_{L^{r}\left(L^{p}\right)} \leqslant c^{\prime}$ for some $c^{\prime}$ and all $j \in J_{e}$. Then there exists a subsequence $\lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j_{k}}\right)\right) \tilde{g}_{\xi}\left(u_{j_{k}}\right) w_{j_{k}}$ that is weakly convergent to some $f \in L^{r}\left(L^{p}\right)$ and so Theorem 5.1(a) in [2] (applied with $q=\infty$ ) implies that $w_{j_{k}}$ converges in the $L^{\infty}$ norm to some $w$. Thus $w \in C_{T}$ and $f=\lambda_{1}\left(\tilde{g}_{\xi}(u)\right) \tilde{g}_{\xi}(u) w$. Moreover, $w>0$ and $L w=\lambda_{1}\left(\tilde{g}_{\xi}(u)\right) \tilde{g}_{\xi}(u) w$. Contradiction. So our claim is proved. Thus, for some subsequence $u_{j_{k}}$ with $j_{k} \in J_{e}$ we have

$$
\lim _{k \rightarrow \infty} \lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j_{k}}\right)\right)=\infty
$$

Since $\lambda_{j}$ converges we have $\lambda_{j}<\lambda_{1}\left(\tilde{g}_{\xi}\left(u_{j_{k}}\right)\right)$ for $k$ large enough and then $\left(\lambda_{j_{k}}, u_{j_{k}}\right) \in D$ for such $k$. Contradiction.

Lemma 3.5. Suppose that $g$ satisfies (H1). Then $F: D \rightarrow C_{T}$ is a continuous map. Moreover, for each $\left(\lambda_{0}, u_{0}\right) \in D$ there exists a neighborhood $U_{\delta}=\left(\lambda_{0}-\delta, \lambda_{0}+\delta\right) \times$ $B_{\delta}\left(u_{0}\right)$ such that $\left.F\right|_{U_{\delta}}$ is a compact map.

Proof. From (H1), the map $(\lambda, u) \rightarrow-\lambda \tilde{g}_{\xi}(u)$ is continuous from $D$ into $L^{s}\left(L^{v}\right)$. So, by Lemma $2.10(\lambda, u) \rightarrow\left(L-\lambda \tilde{g}_{\xi}(u)\right)^{-1}$ is continuous from $D$ into $B\left(L^{r}\left(L^{p}\right), C_{T}\right)$. Then, for $\delta$ small enough, $\left\|\left(L-\lambda \tilde{g}_{\xi}(u)\right)^{-1}\right\|_{L^{r}\left(L^{p}\right), C_{T}}$ remains bounded for $(\lambda, u)$ running on $U_{\delta}$. Since $(\lambda, u) \rightarrow \tilde{g}(u)$ is also continuous we get that $F$ is continuous and so, for a smaller $\delta$ if necessary, $F\left(U_{\delta}\right)$ is bounded in $C_{T}$. For such a $\delta$, let $\left\{\left(\lambda_{j}, u_{j}\right)\right\}_{j \in \mathbb{N}}$ be a sequence in $U_{\delta}$ and let $w_{j}=F\left(\lambda_{j}, u_{j}\right)$. Now,

$$
\begin{equation*}
L w_{j}=\lambda_{j} \tilde{g}_{\xi}\left(u_{j}\right) w_{j}+\tilde{g}\left(u_{j}\right) \tag{3.6}
\end{equation*}
$$

Since $F\left(U_{\delta}\right)$ is bounded in $C_{T}$ we have $\left\|w_{j}\right\|_{\infty} \leqslant c$ and then, by (H1), the sequence of the $L^{s}\left(L^{v}\right)$ norms of the right member of (3.6) is bounded. Thus, the same is true for its $L^{r}\left(L^{p}\right)$ norms and so Remark 2.2 gives the compactness assertion.

Remark 3.6. Lemma 3.5 allows us to apply an extension to Banach spaces of Peano's theorem about local existence of solutions for initial value problems (as stated, e.g., in [8, Chapter 6, Theorem 3.6]) in order to obtain that, for $(\lambda, u) \in D$, there exists a neighborhood $U_{\lambda, u}=(\lambda-\varepsilon, \lambda+\varepsilon) \times \bar{B}_{\varepsilon}^{C_{T}}(u)$ and $\delta>0$ such that for all $(\tilde{\lambda}, \tilde{u}) \in U_{\lambda, u}$ a solution for the initial value problem,

$$
\left\{\begin{array}{l}
\frac{d u_{\lambda}}{d \lambda}=F\left(\lambda, u_{\lambda}\right), \\
u_{\tilde{\lambda}}=\tilde{u},
\end{array}\right.
$$

is defined for $\lambda \in(\tilde{\lambda}-\delta, \tilde{\lambda}+\delta)$.
Theorem 3.7. Let $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfying (H1)-(H5). Then (1.2) has a positive solution $u_{\lambda} \in C_{T}$ if and only if $\lambda_{1}(\bar{m})<\lambda<\lambda_{1}(\underline{m})$. Moreover, $u_{\lambda}$ can be chosen such that $\lambda \rightarrow u_{\lambda}$ is a $C^{1}$ map from $\left(\lambda_{1}(\bar{m}), \lambda_{1}(\underline{m})\right.$ into $C_{T}$ and $u_{\lambda}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$. We also have that $\lim _{\lambda \rightarrow \lambda_{1}(\bar{m})^{+}}\left\|u_{\lambda}\right\|_{\infty}=0$ and $\lim _{\lambda \rightarrow \lambda_{1}(\underline{m})^{-}} u_{\lambda}(x, t)=\infty$ for all $(x, t) \in \Omega \times \mathbb{R}$.

Proof. If ( $\lambda, u_{\lambda}$ ) solves (1.2) with $u_{\lambda}>0$, let $m_{u_{\lambda}}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be defined by (3.1). By (H4), $m_{u_{\lambda}} \in L^{s}\left(L^{v}\right)$. Since $L u_{\lambda}=\lambda m_{u_{\lambda}} u_{\lambda}$ we have $\lambda=\lambda_{1}\left(m_{u_{\lambda}}\right)$. Now, $\underline{m} \leqslant m_{u_{\lambda}} \leqslant \bar{m}$. Moreover, it is easy to see using (H3) that the strict inequalities hold in a subset of positive measure and so [5, Remark 3.7] gives that $\lambda_{1}(\bar{m})<\lambda<\lambda_{1} \underline{(\underline{m})}$.

To prove the remaining assertions of the theorem, we start with the solution $\left(\lambda_{0}, u_{0}\right)$ of (1.2) given by Proposition 3.1. Since $u_{0}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$, we have that $\lambda_{0}=\lambda_{1}\left(g\left(u_{0}\right) / u_{0}\right)$. Also, (H2) implies that $g_{\xi}\left(u_{0}\right) \leqslant g\left(u_{0}\right) / u_{0}$. Moreover, if $\delta>0$ and $\left(x_{0}, t_{0}\right) \in \partial \Omega \times \mathbb{R}$ are given by (H3) we have the strict inequality a.e. $(x, t) \in$ $B_{\delta}\left(x_{0}, t_{0}\right) \cap(\Omega \times \mathbb{R})$. So, by [5, Remark 3.7], we have $\lambda_{0}<\lambda_{1}\left(g_{\xi}\left(u_{0}\right)\right)$ if $\lambda_{1}\left(g_{\xi}\left(u_{0}\right)\right)$
exists and then $\left(\lambda_{0}, u_{0}\right) \in D$. Taking into account Remark 3.6 we have a local solution for the Cauchy initial value problem,

$$
\left\{\begin{array}{l}
\frac{d u_{\lambda}}{d \lambda}=F\left(\lambda, u_{\lambda}\right),  \tag{3.7}\\
u_{\lambda_{0}}=u_{0} .
\end{array}\right.
$$

Consider a maximal solution (i.e., with maximal connected domain) for this problem and let $I=(\alpha, \beta)$ be its domain. Observe that $F$ is continuous and so $\lambda \rightarrow u_{\lambda}$ is continuously differentiable from $I$ into $C_{T}$. Now, $d u_{\lambda} / d \lambda=F\left(\lambda, u_{\lambda}\right)$ can be read $\left(L-\lambda \tilde{g}_{\xi}\left(u_{\lambda}\right)\right) d u_{\lambda} / d \lambda=\tilde{g}\left(u_{\lambda}\right)$ and so, in a distributional sense, we have $L\left(d u_{\lambda} / d \lambda\right)=$ $\tilde{g}\left(u_{\lambda}\right)+\lambda \tilde{g}_{\xi}\left(u_{\lambda}\right) d u_{\lambda} / d \lambda$, i.e., $d / d \lambda\left(L u_{\lambda}\right)=d / d \lambda\left(\lambda \tilde{g}\left(u_{\lambda}\right)\right)$. Hence, $L u_{\lambda}-\lambda \tilde{g}\left(u_{\lambda}\right)$ does not depend on $\lambda$. Since it is zero for $\lambda=\lambda_{0}$ we have $L u_{\lambda}=\lambda \tilde{g}\left(u_{\lambda}\right)$ for all $\lambda \in I$.

Let us divide the rest of the proof in three steps.
Step 1. There exists an open interval $I_{0}$ around $\lambda_{0}$ such that $u_{\lambda}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}, \lambda \in I_{0}$.

Let $\tilde{m}_{u_{\lambda}}$ be defined by (3.1) with $\tilde{g}$ in place of $g$. For $\lambda \in I$, (H5) implies that $P\left(\tilde{m}_{u_{\lambda}}\right)>0$ and so $\lambda_{1}\left(\tilde{m}_{u_{\lambda}}\right)$ exists. Clearly we have $\lambda_{0}=\lambda_{1}\left(\tilde{m}_{u_{\lambda_{0}}}\right)$. Now, since $\lambda \rightarrow \tilde{m}_{u_{\lambda}}$ is continuous, Theorem 3.9 in [5] gives that $\lambda \rightarrow \lambda_{1}\left(\tilde{m}_{u_{\lambda}}\right)$ is also continuous. So, given $\varepsilon>0$ there exists $\delta>0$ such that $\lambda_{1}\left(\tilde{m}_{u_{\lambda}}\right)^{-1} \in\left(1 / \lambda_{0}-\varepsilon, 1 / \lambda_{0}+\varepsilon\right)$ for $\lambda \in\left(\lambda_{0}-\delta, \lambda_{0}+\delta\right)$. On the other hand, $\lambda_{1}\left(\tilde{m}_{u_{\lambda}}\right)^{-1} \in \sigma\left(L^{-1} M_{\lambda}\right)$, where $M_{\lambda}$ denotes the operator multiplication by $\tilde{m}_{u_{\lambda}}$ and where $\sigma\left(L^{-1} M_{\lambda}\right)$ denotes the spectrum of $L^{-1} M_{\lambda}: C_{T} \rightarrow C_{T}$. Since $\lambda^{-1} \in$ $\sigma\left(L^{-1} M_{\lambda}\right)$, taking $\varepsilon>0$ small enough, the Crandall-Rabinowitz lemma implies that $\lambda=\lambda_{1}\left(\tilde{m}_{u_{\lambda}}\right)$ for $\lambda$ close enough to $\lambda_{0}$ and so $u_{\lambda}>0$ for such $\lambda$. Moreover, Corollary 2.12 says that $u_{\lambda}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$.

Step 2. $u_{\lambda}>0$ for all $\lambda \in I$.
Consider the maximal open subinterval $J$ of $I$ containing $\lambda_{0}$ such that $u_{\lambda}(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}, \lambda \in J$. We will prove that $J=I$. Let

$$
\begin{aligned}
& \lambda^{+}=\sup \left\{\lambda \in I: u_{\eta}(x, t)>0 \text { for }(x, t) \in \Omega \times \mathbb{R}, \eta \in\left[\lambda_{0}, \lambda\right)\right\}, \\
& \lambda^{-}=\inf \left\{\lambda \in I: u_{\eta}(x, t)>0 \text { for }(x, t) \in \Omega \times \mathbb{R}, \eta \in\left(\lambda, \lambda_{0}\right]\right\} .
\end{aligned}
$$

It is enough to prove that $\lambda^{-}=\alpha, \lambda^{+}=\beta$. Let us show that $\lambda^{+}=\beta$. We proceed by contradiction. Suppose $\lambda^{+}<\beta$. We already know that $\lambda^{+}>\lambda_{0}$. We claim that this implies that $\lambda^{+} \in J$. Indeed, let $\Phi$ be the function provided by Corollary 2.12 taking there $\Lambda=\lambda^{+}$and $R=\|\underline{m}\|_{L^{s}\left(L^{v}\right)}+\|\bar{m}\|_{L^{s}\left(L^{v}\right)}$. Now, since $L u_{\lambda}=\lambda m_{u_{\lambda}} u_{\lambda}$ we get that $u_{\lambda} \geqslant\left\|u_{\lambda}\right\|_{\infty} \Phi$ for all $\lambda \in\left[\lambda_{0}, \lambda^{+}\right)$. Suppose first that $\left\|u_{\lambda}\right\|_{\infty} \geqslant c$ for some $c>0$ and all $\lambda \in\left[\lambda_{0}, \lambda^{+}\right)$. Then $u_{\lambda^{+}} \geqslant c \Phi>0$ and so $\lambda^{+} \in J$. If there is not such a $c$, then we have $\lim _{j \rightarrow \infty}\left\|u_{\lambda_{j}}\right\|_{\infty}=0$ for some sequence $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}} \subset\left[\lambda_{0}, \lambda^{+}\right.$). After passing to a subsequence we can assume that $\lambda_{j} \rightarrow \tilde{\lambda}$ for some $\tilde{\lambda} \in\left[\lambda_{0}, \lambda^{+}\right]$. Then $u_{\tilde{\lambda}}=0$ and so $\tilde{\lambda}=\lambda^{+}$. On the other hand, (H2) implies that $m_{u_{\lambda_{j}}}$ converges to $\bar{m}$ in $L^{s}\left(L^{v}\right)$ and then $\lambda_{1}\left(m_{u_{\lambda_{j}}}\right) \rightarrow \lambda_{1}(\bar{m})$. But $L u_{\lambda_{j}}=\lambda_{j} m_{u_{\lambda_{j}}} u_{\lambda_{j}}$ with $u_{\lambda j}>0$ and so $\lambda_{j}=\lambda_{1}\left(m_{u_{\lambda_{j}}}\right)$. Thus, $\lambda_{1}(\bar{m})=\lambda^{+}<\lambda_{0}$. Contradiction. Thus we have proved that $\lambda^{+} \in J$. Now, reasoning as in the proof of the existence of $I_{0}$ but now with $\lambda^{+}$and $u_{\lambda^{+}}$instead of $\lambda_{0}$ and $u_{0}$, respectively, we find an interval around $\lambda^{+}$where each $u_{\lambda}$ is positive, contradicting the definition of $\lambda^{++}$. So $\lambda^{+}=\beta$.

On the other side, clearly $\lambda^{-}<\lambda_{0}$. As above, if $\left\|u_{\lambda}\right\|_{\infty} \geqslant c$ for some $c>0$ and all $\lambda \in\left(\lambda^{-}, \lambda_{0}\right.$ ], we would have $\lambda^{-} \in J$ and this leads to a contradiction with the definition of $\lambda^{-}$. Thus $\lim _{j \rightarrow \infty}\left\|u_{\lambda_{j}}\right\|_{\infty}=0$ for some sequence $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}} \subset\left(\lambda^{-}, \lambda_{0}\right]$. The dominated convergence theorem implies that $m_{u_{\lambda_{j}}}$ converges in $L^{s}\left(L^{v}\right)$ to $\bar{m}$, and so $\lambda_{j}=\lambda_{1}\left(m_{u_{\lambda_{j}}}\right) \rightarrow \lambda_{1}(\bar{m})$. Since $\alpha \leqslant \lambda^{-} \leqslant \lambda_{j}$ we conclude that $\lambda^{-}=\alpha$.

Step 3. $I=\left(\lambda_{1}(\bar{m}), \lambda_{1}(\underline{m})\right)$.
Let $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}}$ be a sequence in $I$ such that $\lambda_{j} \rightarrow \beta$. Then, as above, we have $\inf _{j}\left\|u_{\lambda_{j}}\right\|_{\infty}>0$ (if not, we get $\lambda_{1}(\bar{m})=\beta$ which contradicts the fact $\lambda_{1}(\bar{m})<\beta$ ). Suppose first that $c_{1} \leqslant\left\|u_{\lambda_{j}}\right\|_{\infty} \leqslant c_{2}$ for some $c_{1}, c_{2}>0$ and all $j$. Then $\left\|\lambda_{j} m_{u_{\lambda_{j}}} u_{\lambda_{j}}\right\|_{L^{r}\left(L^{p}\right)} \leqslant c$ for all $j$, and thus Remark 2.2 gives a subsequence $u_{\lambda_{j_{k}}}$ convergent to some $u>0$ that satisfies $L u=\beta m_{u} u$. So $\beta=\lambda_{1}\left(m_{u}\right)$. Moreover, $(\beta, u) \in D$. In fact, this is true if $g_{\xi}(u)$ has no positive principal eigenvalue. If $\lambda_{1}\left(g_{\xi}(u)\right)$ exists, by (H2) and (H3) we have $g_{\xi}(u) \leqslant m_{u}$ with strict inequality on a subset of positive measure, then $\beta<\lambda_{1}\left(g_{\xi}(u)\right)$ and so $(\beta, u) \in D$. Thus, by Remark 3.6, there exists a neighborhood $U_{\beta, u}=(\beta-\varepsilon, \beta+\varepsilon) \times$ $\bar{B}_{\varepsilon}^{C_{T}}(u)$ and $\delta>0$ such that for all $(\tilde{\beta}, \tilde{u}) \in U_{\beta, u}$ there exists $\lambda \rightarrow u_{\lambda}$ defined for $\lambda \in(\beta-\delta$, $\beta+\delta)$ that solves the Cauchy problem $d u_{\lambda} / d \lambda=F\left(\lambda, u_{\lambda}\right)$ with initial value $u_{\tilde{\beta}}=\tilde{u}$. Taking $(\tilde{\beta}, \tilde{u})=\left(\lambda_{j_{k}}, u_{\lambda_{j_{k}}}\right)$ with $k$ large enough, we get a contradiction with the maximality of $I$. Then we have proved that $\lim _{j \rightarrow \infty}\left\|u_{\lambda_{j}}\right\|_{\infty}=\infty$ and so, by Corollary 2.12, we have $\lim _{j \rightarrow \infty} u_{\lambda_{j}}(x, t)=\infty$ for each $(x, t) \in \Omega \times \mathbb{R}$. So $\lim _{j \rightarrow \infty} m_{u_{\lambda_{j}}}=\underline{m}$ in $L^{S}\left(L^{v}\right)$ and then $\beta=\lambda_{1} \underline{(m)}$. A similar argument gives that if $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}}$ is a sequence such that $\lambda_{j} \rightarrow \alpha$, then necessarily $\left\|u_{\lambda_{j}}\right\|_{\infty} \rightarrow 0$ and so $\alpha=\lambda_{1}(\bar{m})$.

As an immediate consequence we have
Corollary 3.8. Let $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfying (H1)-(H5). Then the semilinear periodic parabolic problem,

$$
\begin{cases}L u=g(x, t, u) & \text { in } \Omega \times \mathbb{R}, \\ u=0 & \text { on } \partial \Omega \times \mathbb{R}, \\ u T \text {-periodic in } t, & \end{cases}
$$

has a positive solution $u \in C_{T}$ if and only if $\lambda_{1}(\bar{m})<1<\lambda_{1} \underline{(\underline{m})}$. Moreover, $u(x, t)>0$ for all $(x, t) \in \Omega \times \mathbb{R}$.

We have also the following related maximum principle.
Theorem 3.9. Let $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfying $(\mathrm{H} 1)-(\mathrm{H} 5)$ and let $h$ be a nonnegative and nonzero function in $L^{r}\left(L^{p}\right)$. Then, for all $0<\lambda<\lambda_{1}(\bar{m})$, (3.3) has a positive solution $u_{\lambda} \in C_{T}$ satisfying that $\lambda \rightarrow u_{\lambda}$ is a $C^{1}$ map from $\left(0, \lambda_{1}(\bar{m})\right)$ into $C_{T}$ and $u_{\lambda}(x, t)>0$ a.e. $(x, t) \in \Omega \times \mathbb{R}$.

Proof. We start with a solution (given by Proposition 3.2) ( $\lambda_{0}, u_{0}$ ) of the Dirichlet problem $L u_{0}=\lambda_{0} g\left(x, t, u_{0}\right)+h$ with $0<\lambda_{0}<\lambda_{1}(\bar{m})$ and $u_{0}>0$. Let $\tilde{g}$ be defined by (3.5). Since $\bar{m} \geqslant m_{u_{0}}>g_{\xi}\left(u_{0}\right)$ we have $\left(\lambda_{0}, u_{0}\right) \in D$. As in Theorem 3.7, consider a maximal solution $\lambda \rightarrow u_{\lambda}$ for (3.7) defined on some interval $I=(\alpha, \beta) \subset\left(0, \lambda_{1}(\bar{m})\right)$ with $\lambda_{0} \in I$. As there,
$\lambda \rightarrow u_{\lambda}$ is continuously differentiable from $I$ into $C_{T}$ and $L u_{\lambda}=\lambda \tilde{g}\left(x, t, u_{\lambda}\right)+h$ for all $\lambda \in I$, i.e. $L u_{\lambda}=\lambda \tilde{m}_{u_{\lambda}} u_{\lambda}+h$, where $\tilde{m}_{u_{\lambda}}$ is defined by (3.1) with $\tilde{g}$ in place of $g$. Since $0<\lambda<\lambda_{1}(\bar{m})$ we have $0<\lambda<\lambda_{1}\left(\tilde{m}_{u_{\lambda}}\right)$ and so Lemma 2.9(a) implies that $u_{\lambda}(x, t)>0$, a.e. $(x, t) \in \Omega \times \mathbb{R}$.

To prove that $I=\left(0, \lambda_{1}(\bar{m})\right)$ we proceed by contradiction. Suppose that $\beta<\lambda_{1}(\bar{m})$. Consider a sequence $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}} \subset I$ such that $\lambda_{j} \rightarrow \beta$. From Remark 2.2 and since $h>$ 0 it is easy to see that $\inf _{j}\left\|u_{\lambda_{j}}\right\|_{\infty}>0$. If $\left\|u_{\lambda_{j}}\right\|_{\infty} \leqslant c$ for some $c>0$ and all $j$, a compactness argument gives a solution $u>0$ of the problem $L u=\beta m_{u} u+h$, i.e. of $L u=\beta g(x, t, u)+h$. But $\lambda_{1}\left(m_{u}\right) \geqslant \lambda_{1}(\bar{m})>\beta$ and so $(\beta, u) \in D$. Then, as in the end of the proof of Theorem 3.7, recalling Remark 3.6 we get a contradiction with the maximality of $I$. Thus $\lim _{k \rightarrow \infty}\left\|u_{\lambda_{j_{k}}}\right\|_{\infty}=\infty$ for some subsequence $u_{\lambda_{j_{k}}}$, but, if this is the case, from $L u_{\lambda} /\left\|u_{\lambda}\right\|=\lambda m_{u_{\lambda}} u_{\lambda} /\left\|u_{\lambda}\right\|+h /\left\|u_{\lambda}\right\|$, Remark 2.2 gives a positive solution $w$ of $L w=\beta m w$ where $m$ is the weak limit of a suitable subsequence of $m_{u_{\lambda_{j}}}$. So $\beta=\lambda_{1}(m) \geqslant \lambda_{1}(\bar{m})$, contradicting $\beta<\lambda_{1}(\bar{m})$. Therefore $\beta=\lambda_{1}(\bar{m})$.

Suppose now that $\alpha>0$. Let $\left\{\lambda_{j}\right\}_{j \in \mathbb{N}} \subset I$ such that $\lambda_{j} \rightarrow \alpha$. Proceeding as above, we obtain that $\inf _{j}\left\|u_{\lambda_{j}}\right\|_{\infty}>0$. Moreover, if $\left\|u_{\lambda_{j}}\right\|_{\infty} \leqslant c$ for some $c>0$, then $L u=$ $\alpha g(x, t, u)+h$ for some $u>0$. Hence, since $\alpha<\beta=\lambda_{1}(\bar{m}) \leqslant \lambda_{1}\left(m_{u}\right)$, we have that $(\alpha, u) \in D$ and this leads to a contradiction. So, $\lim _{k \rightarrow \infty}\left\|u_{\lambda_{j_{k}}}\right\|_{\infty}=\infty$ for some subsequence $u_{\lambda_{j_{k}}}$. But then, reasoning as above, by Remark 2.2 we have a positive solution $u$ of $L u=\alpha m u$ where $m$ is the weak limit of some subsequence of $m_{j_{k}}$. Thus $\alpha=\lambda_{1}(m) \geqslant \lambda_{1}(\bar{m})=\beta$, contradiction.

Theorem 3.10. Let $g: \Omega \times \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ satisfying (H1'), (H2), (H4) and (H5). Then (1.2) has a positive solution $u_{\lambda} \in C_{T}$ for all $\lambda \in\left(\lambda_{1}(\bar{m}), \lambda_{1} \underline{(m)}\right)$. Moreover, if (1.2) has a positive solution for some $\lambda>0$, then $\lambda \in\left[\lambda_{1}(\bar{m}), \lambda_{1} \underline{(\underline{m})}\right]$.

Proof. The second assertion follows as in Theorem 3.7. In order to prove the first one, we first prove that the theorem holds if ( $\mathrm{H}^{\prime}$ ) is replaced by ( H 1 ). To see this, let $\psi_{0} \in C^{1}([0, \infty))$ satisfying $\psi_{0}^{\prime}(\xi)<0$ for all $\xi, \psi_{0}(0)=1$ and $\lim _{\xi \rightarrow \infty} \psi_{0}(\xi)=0$ and for $0<\varepsilon<1$, let $g_{\varepsilon}(x, t, \xi)=g(x, t, \xi)+\varepsilon \xi \psi_{0}(\xi)$. Thus, for each $\varepsilon, g_{\varepsilon}$ satisfies (H1)(H5). Let $\underline{m}_{\varepsilon}=\lim _{\xi \rightarrow \infty} g_{\varepsilon}(x, t, \xi) / \xi, \bar{m}_{\varepsilon}=\lim _{\xi \rightarrow 0} g_{\varepsilon}(x, t, \xi) / \xi$. Observe that $\underline{m}_{\varepsilon}$ and $\bar{m}_{\varepsilon}$ converge in $L^{s}\left(L^{v}\right)$ to $\underline{m}$ and $\bar{m}$ as $\varepsilon$ tends to zero, and therefore $\lim _{\varepsilon \rightarrow 0} \lambda_{1}\left(\underline{m_{\varepsilon}}\right)=\lambda_{1}(\underline{m})$ and $\lim _{\varepsilon \rightarrow 0} \lambda_{1}\left(\bar{m}_{\varepsilon}\right)=\lambda_{1}(\bar{m})$. Now, $\lambda_{1}(\bar{m})<\lambda<\lambda_{1} \underline{(\underline{m})}$ implies that $\lambda_{1}\left(\bar{m}_{\varepsilon}\right)<\lambda<\lambda_{1}\left(\underline{m}_{\varepsilon}\right)$ for $\varepsilon$ small enough. Thus, by Theorem 3.7 we have a positive solution $u_{\lambda}^{(\varepsilon)}$ for (1.2) with $g_{\varepsilon}$ in place of $g$, i.e.,

$$
L u_{\lambda}^{(\varepsilon)}=\lambda g_{\varepsilon}\left(x, t, u_{\lambda}^{(\varepsilon)}\right)=\lambda\left[\frac{g\left(x, t, u_{\lambda}^{(\varepsilon)}\right)}{u_{\lambda}^{(\varepsilon)}}+\varepsilon \psi_{0}\left(u_{\lambda}^{(\varepsilon)}\right)\right] u_{\lambda}^{(\varepsilon)} .
$$

Let $m_{\varepsilon, \lambda}$ be the expression inside the brackets. Then the norms $\left\|m_{\varepsilon, \lambda}\right\|_{L^{s}\left(L^{v}\right)}$ have an upper bound independent of $\varepsilon$. Let $\left\{\varepsilon_{j}\right\}_{j \in \mathbb{N}}$ be a sequence that converges to zero. We claim that $\left\|u_{\lambda}^{\left(\varepsilon_{j}\right)}\right\|_{\infty} \leqslant c$ for some $c>0$ and all $j$. In fact, if not, we would have for some subsequence that $\lim _{k \rightarrow \infty}\left\|u_{\lambda}^{\left(\varepsilon_{j_{k}}\right)}\right\|_{\infty}=\infty$, and so, by Corollary $2.12, \lim _{k \rightarrow \infty} u_{\lambda}^{\left(\varepsilon_{j_{k}}\right)}(x, t)=\infty$ for all $(x, t)$ and consequently $\lim _{k \rightarrow \infty} m_{\varepsilon_{j_{k}}, \lambda}=\underline{m}$ in $L^{s}\left(L^{v}\right)$. Let $w_{k}=u_{\lambda}^{\left(\varepsilon_{j_{k}}\right)} /\left\|u_{\lambda}^{\left(\varepsilon_{j_{k}}\right)}\right\|_{\infty}$. From
$L w_{k}=\lambda m_{\varepsilon_{j_{k}, \lambda}} w_{k}$, using Remark 2.2 we get easily that $\lambda=\lambda_{1} \underline{(\underline{m})}$. Contradiction. Thus, if $\varepsilon_{j} \rightarrow 0$, we have $\left\|u_{\lambda}^{\left(\varepsilon_{j}\right)}\right\|_{\infty} \leqslant c$ with $c$ independent of $\varepsilon$. Also, if for some subsequence $\lim _{k \rightarrow \infty}\left\|u_{\lambda}^{\left(\varepsilon_{j_{k}}\right)}\right\|_{\infty}=0$ we would get $\lambda=\lambda_{1}(\bar{m})$. From these facts and the compactness of $L^{-1}$ we obtain (going to the limit as $\varepsilon$ goes to 0 ) that (1.2) has a positive solution.

Finally, suppose that $g$ satisfies the hypothesis of the theorem. Let $\tilde{g}$ be defined by (3.5). We set $\psi(x, t, \xi)=\lim _{\xi \rightarrow 0^{+}} \tilde{g}(x, t, \xi) / \xi$ if $-1<\xi \leqslant 0$ and $\psi(x, t, \xi)=g(x, t, \xi) / \xi$ if $\xi>0$. Let $\phi \in C^{\infty}(\mathbb{R})$ with $\operatorname{supp}(\phi) \subset[-1,1], 0 \leqslant \phi \leqslant 1$ and $\int_{\mathbb{R}} \phi=1$. Also, for $\varepsilon>0$, let $\phi_{\varepsilon} \in C^{\infty}(\mathbb{R})$ be defined by $\phi_{\varepsilon}(\xi)=\frac{1}{\varepsilon} \phi(\xi / \varepsilon)$ and let $\tilde{g}_{\varepsilon}(x, t, \xi)=\xi\left(\psi(x, t, \cdot) * \phi_{\varepsilon}\right)(\xi)$. It is easy to check that for $\varepsilon$ small enough $\left.\tilde{g}_{\varepsilon}\right|_{[0, \infty)}$ satisfies (H1), (H2), (H4) and (H5). Thus, for $\lambda \in\left(\lambda_{1}(\bar{m}), \lambda_{1} \underline{(\underline{m})}\right)$ we have (by the first part of the proof) a positive solution $u_{\lambda}^{(\varepsilon)}$ for $L u_{\lambda}^{(\varepsilon)}=\left.\lambda \tilde{g}_{\varepsilon}\right|_{[0, \infty)}\left(x, t, u_{\lambda}^{(\varepsilon)}\right)$. Now, similar arguments as we have used above give the theorem.

Remark 3.11. Let us mention that all our results remain true for the stationary case, i.e., for semilinear elliptic problems, replacing $L^{s}\left(L^{v}\right)$ by $L^{r}(\Omega), r>N / 2$.

## References

[1] M. Crandall, P. Rabinowitz, Bifurcation, perturbation of simple eigenvalues and linearized stability, Arch. Rational Mech. Anal. 52 (1973) 161-180.
[2] D. Daners, Domain perturbation for linear and nonlinear parabolic equations, J. Differential Equations 129 (1996) 358-402.
[3] D. De Figueiredo, Positive Solutions of Semilinear Elliptic Problems, in: Lecture Notes in Math., Vol. 957, Springer-Verlag, 1982, pp. 34-87.
[4] D. Gilbarg, N. Trudinger, Elliptic Partial Differential Equations of Second Order, Springer-Verlag, 1983.
[5] T. Godoy, U. Kaufmann, On principal eigenvalues for periodic parabolic problems with optimal condition on the weight function, J. Math. Anal. Appl. 262 (2001) 208-220.
[6] P. Hess, Periodic-Parabolic Boundary Value Problems and Positivity, Longman, New York, 1992, copublished in the United States with Wiley.
[7] J.L. Lions, E. Magenes, Non-Homogeneous Boundary Value Problems and Applications, Vol. I, SpringerBerlin, Berlin, 1972.
[8] R. Martin Jr., Nonlinear Operators and Differential Equations in Banach Spaces, Wiley, New York, 1976.
[9] P. Rabinowitz, Some global results for nonlinear eigenvalue problems, J. Funct. Anal. 7 (1971) 487-513.
[10] M. Schechter, K. Tintarev, Families of 'first eigenfunctions' for semilinear elliptic eigenvalue problems, Duke Math. J. 62 (1991) 453-465.
[11] K. Taira, K. Umezu, Positive solutions of sublinear elliptic boundary value problems, Nonlinear Anal. 29 (1997) 761-771.
[12] N. Trudinger, Pointwise estimates and quasilinear parabolic equations, Comm. Pure Appl. Math. 21 (1968) 205-226.


[^0]:    * Partially supported by CONICET, Secyt-UNC and Agencia Cordoba Ciencia.
    * Corresponding author.

    E-mail addresses: godoy@mate.uncor.edu (T. Godoy), kaufmann@mate.uncor.edu (U. Kaufmann).
    0022-247X/02/\$ - see front matter © 2002 Elsevier Science (USA). All rights reserved.
    PII: S0022-247X(02)00527-9

