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Abstract

For a bounded domainΩ in R
N ,N � 2, satisfying a weak regularity condition, we study existence

of positive andT -periodic weak solutions for the periodic parabolic problemLuλ = λg(x, t, uλ)

in Ω × R, uλ = 0 on ∂Ω × R. We characterize the set of positive eigenvalues with positive
eigenfunctions associated, under the assumptions thatg is a Caratheodory function such thatξ →
g(x, t, ξ)/ξ is nonincreasing in(0,∞) a.e.(x, t) ∈ Ω × R satisfying some integrability conditions
in (x, t) and

T∫
0

esssup
x∈Ω

inf
ξ>0

g(x, t, ξ)

ξ
dt > 0.

 2002 Elsevier Science (USA). All rights reserved.

1. Introduction

LetΩ be a bounded domain inRN ,N � 2, satisfying the following regularity condition:
there existsρ0 > 0 andδ0 ∈ (0,1) such that for allx ∈ ∂Ω and allρ � ρ0∣∣Bρ(x)∩Ω

∣∣ � (1− δ0)
∣∣Bρ(x)

∣∣, (1.1)

whereBρ(x) denotes the open ball inRN centered atx with radiusρ and|Bρ(x)| denotes
its Lebesgue measure.
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ForT > 0 and 1� p,q � ∞, letLp(Lq) be the space of the measurable andT -periodic
functionsf onΩ × R (i.e., satisfyingf (x, t)= f (x, t + T ) a.e.(x, t) ∈Ω × R) such that
‖f ‖Lp(Lq) < ∞ where‖f ‖Lp(Lq) = ‖‖f (x, t)‖Lq(Ω,dx)‖Lp((0,T ),dt). Provided with this
norm Lp(Lq) is a Banach space. Similarly, letLp

T be the Banach space ofT -periodic
functionsf :Ω ×R → R such thatf |Ω×(0,T ) ∈ Lp(Ω × (0, T )), equipped with its natural
norm ‖f ‖Lp

T
= ‖f |Ω×(0,T )‖Lp(Ω×(0,T )). Finally, letCT be the space of continuous and

T -periodic functions onΩ̄ × R provided with theL∞ norm.
Let us fix for the whole paperv, s ∈ R ∪ {∞} such thatN/(2v) + 1/s < 1, with

s > 2. Let {ai,j }1�i,j�N , {bj }1�,j�N be two families ofT -periodic functions satisfying
ai,j ∈L∞

T , ai,j = aj,i for 1 � i, j � N andbj ∈L∞(L2v). Assume that∑
i,j

ai,j (x, t)ξiξj � α0|ξ |2

for someα0 > 0 and all(x, t) ∈ Ω × R, ξ ∈ R
N . Let A be theN × N matrix whosei, j

entry isai,j , let b = (b1, . . . , bN), let c0 � 0 be a function inLs(Lv), and letL be the
parabolic operator given by

Lu = ut − div(A∇u)+ 〈b,∇u〉 + c0u,

where〈 , 〉 denotes the standard inner product onR
N .

Let

W =
{
u ∈L2((0, T ),H 1

0 (Ω)
)
:
du

dt
∈L2((0, T ),H−1(Ω)

)}
.

Given f ∈ L2(Lp) with p > 2N(N + 2)−1, we say thatu is a weak solution of theT -
periodic problemLu = f in Ω × R, u = 0 on∂Ω × R, if u|Ω×(0,T t) ∈ W , u is T -periodic
in t and∫

Ω×(0,T )

[
−u

∂h

∂t
+ 〈A∇u,∇h〉 + 〈b,∇u〉h+ c0uh

]
=

∫
Ω×(0,T )

f h

for all h ∈C∞
c (Ω×(0, T )). It is well known (see, e.g., [2,7]) that this problem has a unique

T -periodic weak solutionu with u|Ω×(0,T ) ∈L2((0, T ),H 1
0 (Ω)).

Let us consider, in the above weak sense, existence of positive solutions for some
nonlinear eigenvalue problems of the form{

Lu= λg(x, t, u) in Ω × R,

u= 0 on∂Ω × R,

u T -periodic int,
(1.2)

whereg is a given function onΩ × R × [0,∞). The linear caseg(x, t, ξ)=m(x, t)ξ with
m ∈ Ls(Lv) is studied in [5]. Form ∈Ls(Lv), let

m̃(t) = esssup
x∈Ω

m(x, t) (1.3)

and let

P(m) =
T∫

0

m̃(t) dt. (1.4)
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It is proved in [5], Theorem 3.6, that form ∈ Ls(Lv), P(m) > 0 is a necessary and
sufficient condition for the existence of a positive principal eigenvalue (with associated
eigenfunctions inLr(Lp)) for the problem{

Lu= λmu in Ω × R,

u= 0 on∂Ω × R,

u T -periodic int, u > 0.
(1.5)

Moreover, such a positive eigenvalue (denoted byλ1(m)) is unique and algebraically
simple.

The conditionP(m) > 0 perhaps needs some explanation. Observe that the casem̃ /∈
L1(0, T ) is, a priori, possible. However,P(m) is well defined. Indeed, sincẽm(t) � m(x, t)

a.e.(x, t) ∈ Ω × R it holds thatm̃−(t) � |m(x, t)| and soP(m) is well defined (the value
+∞ is allowed).

Looking for nonlinear cases, ifΩ is aC2+θ bounded domain with 0< θ < 1 andL
is a parabolic operator (in nondivergence form) with Hölder continuous coefficients, it
is well known (see, e.g., [6], Section 27) that ifg = g(x, t, ξ) is a concave function inξ
satisfyinggξ ∈Cθ (Ω̄×R×[0,∞)) andg(x, t,0)= 0, then there exists aC1 curveλ → uλ
of positive solutions for (1.2). In [6], these results follow from some global bifurcation
theorems due to Rabinowitz (cf. [9]) and the implicit function theorem. On the other
hand, analogous elliptic problems are studied for selfadjoint operators in [3] assuming
that g ∈ Cθ (Ω̄ × [0,∞)) and thatξ → g(x, ξ)/ξ is nonincreasing. For the particular
caseg(x, ξ) = g(ξ), results of similar nature are given in [10] under the assumption
g ∈ C([0,∞)) and, forg ∈ Cθ(Ω̄ × [0,∞)) and more general boundary conditions, in
[11]. In order to relate these results to those in [6], observe that ifg(x, ξ) is concave inξ
andg(x,0)� 0, theng(x, ξ)/ξ is nonincreasing.

Our aim in this paper is to show (see Theorem 3.7), following a different approach, that
if g :Ω × R × [0,∞)→ R satisfies the following conditions:

(H1) (x, t) → g(x, t, ξ) is measurable for allξ ∈ [0,∞) andT -periodic int , g(x, t, ·) ∈
C1[0,∞) a.e.(x, t) ∈Ω × R, and sup0�ξ�ρ |gξ (x, t, ξ)| ∈Ls(Lv) for all ρ > 0;

(H2) ξ → g(x, t, ξ)/ξ is nonincreasing in(0,∞) a.e.(x, t) ∈ Ω × R;
(H3) there existδ > 0 and(x0, t0) ∈ ∂Ω × R such that∂/∂ξ(g(x, t, ξ)/ξ) < 0 for all

ξ ∈ (0, δ) a.e.(x, t) ∈Bδ(x0, t0) ∩ (Ω × R);
(H4) the functionsm̄(x, t) := supξ>0g(x, t, ξ)/ξ ,m(x, t) := infξ>0g(x, t, ξ)/ξ belong to

Ls(Lv);
(H5)

∫ T

0 esssupx∈Ω m(x, t) dt > 0;

then

(a) (1.2) has a positive solutionuλ ∈ CT if and only if

λ1(m̄) < λ< λ1(m);
(b) uλ can be chosen such thatλ → uλ is a C1 map from (λ1(m̄), λ1(m)) into CT ,

satisfying limλ→λ1(m̄)+ ‖uλ‖∞ = 0 and limλ→λ1(m)− uλ(x, t) = ∞ for all (x, t) ∈
Ω × R. Moreover,uλ(x, t) > 0 for all (x, t) ∈ Ω × R.
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Moreover, we prove also (see Theorem 3.10) that forλ ∈ (λ1(m̄), λ1(m)), the existence
of positive solutions for (1.2) remains true if (H3) is removed and (H1) is replaced by
the assumption thatg is aT -periodic Caratheodory function. Finally, a related maximum
principle is presented in Theorem 3.9.

2. Some facts about linear problems with weight

Let us start with some comments about results concerning principal eigenvalues for
periodic parabolic problems with weight contained in [5].

Remark 2.1. In [5], Lemma 2.1, it is shown that fors, v as in the introduction, there
existp,q, r,w such that 2� q , r < ∞, r � s, p � w, 2N(N + 2)−1 < p < ∞, 1/w =
1/q + 1/v andN/2(1/p − 1/q) + 1/r < 1. For suchp, r it is proved in Theorem 3.6
that form ∈ Ls(Lv), the conditionP(m) > 0 is necessary and sufficient for the existence
of a unique positive principal eigenvalueλ1(m) for (1.5) with a positive eigenfunction
associated inLr(Lp). The above conditions onp,q, r,w were imposed in order to apply
results in [2] (namely Corollary 5.2, and so Theorems 5.1(a) and 4.4) without any regularity
assumptions onΩ . However, we actually deal with domains satisfying condition (1.1) and
thus q = ∞ is allowed in Theorem 4.4 in [2] (see [2], Remark 4.6(b)) and so also in
Theorem 5.1(a) and Corollary 5.2. It follows that under condition (1.1) all results in [5]
remain true taking thereq = ∞, w = v, andp, r satisfying 2� r < ∞, r < s, p < v,
p <∞ andN/(2p)+ 1/r < 1. We fix from now onp, r satisfying these conditions (since
N/(2v)+ 1/s < 1 suchp, r exist).

Remark 2.2. Forf ∈ Lr(Lp), the (unique) solutionu of the DirichletT -periodic problem
Lu = f belongs toCT . Moreover,L−1 :Lr(Lp) → CT is a compact operator. Indeed,
taking into account (1.1) and Remark 4.6(b) in [2], we get thatu ∈ CT and, as we said
before, Theorem 5.1(a) in [2] remains true forq = ∞ and gives the compactness.

If X,Y are Banach spaces, letB(X,Y ) be the Banach space of the linear and bounded
operators fromX into Y. If S ∈ B(X,Y ) we will write ‖S‖X,Y for its operator norm and
if S ∈ B(X,X) its norm will be denoted by‖S‖X . ForR > 0 andf ∈ Ls(Lv) or f ∈ CT

we will write B̄
s,v
R (f ) or B̄CT

R (f ) respectively for the closed balls centered atf and with
radiusR in the respective spaces.

Let R,Λ ∈ (0,∞). Recalling (1.1), we can takeq = ∞ in [5], Proposition 2.4. An
inspection of its proof shows that there existsk0 = k0(R,Λ) such that fork � k0 the
operator(L+ λ(k −m))−1 :Lr(Lp)→ L∞

T is compact and positive. In fact, we have

Lemma 2.3. LetR,Λ ∈ (0,∞) and letk � k0 with k0 as above. Then, for allm ∈ B̄
s,v
R (0),

λ ∈ [0,Λ] we have(
L+ λ(k −m)

)−1(
Lr

(
Lp

)) ⊂ CT . (2.1)

Moreover,(L+ λ(k −m))−1|CT :CT →CT is a compact operator.
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Proof. As in Proposition 2.4 in [5], forf ∈ Lr(Lp), the equation(L + λ(k − m))u = f

can be written as(
I − λ

(
L+ λ(k +m−)

)−1
m+)

u= (
L+ λ(k +m−)

)−1
f. (2.2)

Now, Remark 2.2 (applied toL + λ(k + m−) instead ofL) gives that((L + λ(k +
m−))−1m+)(L∞

T )⊂ CT . Also, for k large enough∥∥λ(
L+ λ(k +m−)

)−1
m+∥∥

CT
�

∥∥λ(
L+ λ(k +m−)

)−1
m+∥∥

L∞
T
< 1,

where the last inequality follows from Lemma 2.3 in [5] taking thereq = ∞. Thus, for such
ak, (I −λ(L+λ(k+m−))−1m+)−1|CT :CT → CT is a well defined and bounded operator
and so (2.1) follows from (2.2). Since(L+λ(k −m))−1 :Lr(Lp)→ L∞

T is compact, (2.1)
gives the last assertion of the lemma.✷

Lemma 2.3 implies that the principal eigenfunctions inLr(Lp) for problem (1.5)
actually belong toCT .

Remark 2.4. Let R,Λ,k0, k, λ,m be as in Lemma 2.3. Then, the spectrum of(
L+ λ(k −m)

)−1∣∣
CT

:CT →CT (2.3)

agrees with the spectrum of(
L+ λ(k −m)

)−1 :Lr
(
Lp

) → Lr
(
Lp

)
(2.4)

and, for a given eigenvalue, these operators have the same generalized eigenspaces.
In particular, they have the same spectral radiusρk,λ,m. Moreover, sinceρk,λ,m is an
algebraically simple eigenvalue for (2.4) (see [5, Remark 2.7]), the same is true for (2.3).

For λ > 0, m ∈ Ls(Lv), let µm(λ) be defined byρλ,k,m = (λk + µm(λ))
−1 (taking k

large enough). Thusµm(λ) does not depend onk and can be characterized as the unique
µ ∈ R such that the problem


Luλ,m = λmuλ,m +µuλ,m in Ω × R,

uλ,m = 0 on∂Ω × R,

uλ,m T -periodic int,
(2.5)

has a positive solutionuλ,m in Lr(Lp), i.e., by Remark 2.4, inCT . We recall thatµm is
real analytic, concave andµm(0) > 0 (cf. [5], Lemma 3.2 and Remark 3.3).

Remark 2.5. Let Ω0 be a bounded domain inRN and letΓ :R → R
N be aC2 andT -

periodic curve. We set

BΓ,Ω0 = {
(x, t): x ∈ Γ (t)+Ω0, t ∈ (0, T )

}
. (2.6)

For m ∈ Ls(Lv), let P(m) be defined by (1.4). Observe thatP(m) > 0 is equivalent
to the following condition: there existΩ0 and Γ as above withBΓ,Ω0 ⊂ Ω × R and
such that

∫
BΓ,Ω0

m> 0. Indeed, clearly the existence of such aBΓ,Ω0 impliesP(m) > 0.

Suppose nowP(m) > 0. For j ∈ N, let mj = min{j,m} and letm̃j , m̃ be defined by
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(1.3). Som̃j (t) = min{j, m̃(t)}. Moreover,{m̃j }j∈N is a nondecreasing sequence that
converges a.e. tõm. Now,mj ∈ Ls(Lv) and som̃−

j ∈ Ls(Lv). Thenm̃j ∈ Ls(Lv). Also,
0 � m̃j + m̃− � m̃j+1 + m̃−, j ∈ N. Thus limj→∞ P(mj )= P(m) and soP(mj0) > 0 for
somej0. Sincemj0 is bounded from above, Lemma 3.4 in [5] gives a bounded domainΩ0
andΓ ∈C2(R,RN) such that

∫
BΓ,Ω0

mj0 > 0 and so
∫
BΓ,Ω0

m> 0.

We will need the following result about perturbation of simple eigenvalues due to
Crandall and Rabinowitz (see [1, Lemma 1.3]).

Lemma 2.6. Let X be a real Banach space. LetT0 be a bounded operator onX, and
assume thatr0 is an algebraically simple eigenvalue ofT0. Then there existsδ > 0 such
that whenever‖T − T0‖ < δ, there is a uniquer(T ) ∈ R satisfying|r(T ) − r0| < δ for
which r(T )I − T is singular. Moreover, the mapT → r(T ) is analytic andr(T ) is an
algebraically simple eigenvalue ofT . Finally, it can be chosen an eigenvector associated
v(T ) such that also the mapT → v(T ) is also analytic.

We have the following proposition.

Proposition 2.7. The map(λ,m) → µm(λ) is real analytic fromR × Ls(Lv) into R.
Moreover, a positive eigenfunctionuλ,m for (2.5)can be chosen such that(λ,m) → uλ,m
is also real analytic fromR ×Ls(Lv) into CT .

Proof. Let us show that(λ,m) →µm(λ) is continuous. Let{(λj ,mj )}j∈N be an arbitrary
sequence that converges inR × Ls(Lv) to some(λ0,m0). As in the proof of Lemma 3.2
in [5] we get that{µmj (λj )}j∈N is bounded. After passing to some subsequence we can
assume thatµmj (λj ) converges to someµ ∈ R. Let ũλj ,mj be a positive solution of
(2.5) (taking thereλ = λj , m = mj ) normalized by‖ũλj ,mj ‖∞ = 1. Remark 2.2 gives
a subsequencẽuλjk ,mjk

that converges to someu satisfyingLu = λmu + µu. Moreover,
u > 0 and thenµ = µm(λ). So,{µmj (λj )}j∈N has a subsequence that converges toµm(λ).
This proves that(λ,m)→ µm(λ) is continuous.

Now, for (λ0,m0) ∈ R × Ls(Lv), let Vλ0,m0 = (λ0 − δ,λ0 + δ) × B
s,v
R (0) with δ,R

positive and small enough, and letk > k0(R,λ0 + δ) with k0 as in Lemma 2.3. Since
(λ,m) → µm(λ) is continuous, the same is true for(λ,m) → ρλ,m whereρλ,m is the
spectral radius (and so the algebraically simple positive principal eigenvalue) ofTλ,m :=
(L + λ(k − m))−1 :CT → CT . Since(λ,m) → Tλ,m is real analytic (see the proof of
Theorem 3.9 in [5]), Lemma 2.6 concludes the proof.✷

Let

M = {
m ∈Ls

(
Lv

)
: P(m) > 0

}
(2.7)

with P(m) defined by (1.4). By Remark 2.5 it is clear thatM is an open set inLs(Lv).

Corollary 2.8. For m ∈ M andλ = λ1(m), a positive eigenfunctionum of problem(1.5)
can be chosen such thatm→ um is real analytic fromM intoCT .
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Proof. We know thatm → λ1(m) is real analytic (cf. [5, Theorem 3.9]). Letuλ,m be the
eigenfunction for (2.5) provided by Proposition 2.7. Takingum = uλ1(m),m the corollary
follows. ✷

Forλ > 0, let

Dλ = {
m ∈ Ls

(
Lv

)
: µm(λ) > 0

}
. (2.8)

By Proposition 2.7,Dλ is open inLs(Lv). Let us observe that forλ > 0 the condition
µm(λ) > 0 is equivalent to: 0< λ < λ1(m) if λ1(m) exists and toλ > 0 if the weightm
has no positive principal eigenvalue.

Lemma 2.9. Letλ ∈ (0,∞) and let(m,h) ∈Dλ ×Lr(Lp). Then the problem,{
Lu= λmu+ h in Ω × R,

u= 0 on∂Ω × R,

u T -periodic in t,
(2.9)

has a unique solutionu ∈ CT . Moreover:

(a) Let Sλ(m,h) denote the solution operator for(2.9). ThenSλ(m, ·) :Lr(Lp) → CT is
compact, and ifh > 0, thenSλ(m,h)(x, t) > 0 a.e.(x, t) ∈ Ω × R.

(b) The operatorSλ(., h) :Dλ →CT is compact.

Proof. Fork large enough letT = (L+ λ(k −m))−1. Now, (2.9) is equivalent to(
1

λk
I − T

)
u = 1

λk
T h. (2.10)

Let ρ(T ) denote the spectral radius ofT |CT . Sinceµm(λ) > 0, we haveρ(T ) < 1/(λk)
and thus( 1

λk
I − T )−1 :CT → CT is a well defined and bounded operator. Then, (2.10) is

equivalent tou = ( 1
λk
I − T )−1 1

λk
T h and so (2.9) has a unique solutionu ∈ CT . Also, the

last formula together with Lemma 2.3 give the compactness ofSλ(m, ·) and the positivity
follows from Theorem 3.10 in [5].

To see (b), letm ∈ Dλ, let {mj }j∈N be a sequence inDλ that converges weakly tom
in Ls(Lv) and letuj = Sλ,h(mj ). Then{uj }j∈N is bounded inCT . Indeed, if for some
subsequence limk→∞ ‖ujk‖∞ = ∞, from

L

(
ujk

‖ujk‖∞

)
= λm

ujk

‖ujk‖∞
+ h

‖ujk‖∞
and going to the limit, by Remark 2.2 we get thatλ = λ1(m) contradicting thatm ∈ Dλ.
Now, since supj ‖uj‖∞ < ∞, from Luj = λmjuj + h, the same compactness argument
gives a subsequenceujk that converges to the solution of (2.9), i.e., toSλ,h(m). Since
{mj }j∈N was arbitrary, this ends the proof.✷
Lemma 2.10. Let N be the set of the functionsm ∈ Ls(Lv) such that(L + m)−1 :
Lr(Lp) → CT is a well defined and bounded operator. ThenN is open inLs(Lv) and
the mapm→ (L+m)−1 is continuous fromN into B(Lr (Lp),CT ).
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Proof. Let m0 ∈ N andm ∈ Ls(Lv). For f ∈ Lr(Lp), the equationLu + mu = f is
equivalent tou= (L+m0)

−1(m0 −m)u+ (L+m0)
−1f . Since∥∥(L+m0)

−1(m0 −m)
∥∥
CT

�
∥∥(L+m0)

−1
∥∥
Lr(Lp),CT

‖m0 −m‖Ls(Lv)

it follows that form close enough inLs(Lv) to m0,(
I − (L+m0)

−1(m0 −m)
)−1 :CT → CT

is a well defined and bounded operator. Thus, for suchm we have

u= (
I − (L+m0)

−1(m0 −m)
)−1

(L+m0)
−1f, (2.11)

but, (2.11) implies that form close enough tom0, (L+m)−1 is a well defined and bounded
operator fromLr(Lp) into CT . SoN is open. Moreover,‖(L +m)−1‖Lr(Lp),CT

remains
bounded form running on a small neighborhood ofm0. Since for suchm

(L+m)−1 − (L+m0)
−1 = (L+m0)

−1[(I − (m0 −m)(L+m0)
−1)−1 − I

]
the lemma follows. ✷

For ε > 0, let Ωε = {x ∈ Ω : d(x, ∂Ω) > ε} and letAε = Ω − Ωε. We will need the
following Harnack type inequality for the positive eigenfunctions of (1.5).

Proposition 2.11. Let R,Λ ∈ (0,∞). Then, for eachε > 0 there existsc > 0 such
that if m ∈ B

s,v
R , λ ∈ [0,Λ] and u ∈ CT is a positive solution of(1.5), then ‖u‖∞ �

cessinfΩε×(0,T ) u.

Proof. Let 1< s̃, ṽ < ∞ be defined byr−1 = s−1 + s̃−1, p−1 = v−1 + ṽ−1 and for
j = 1,2, let θj ∈ (0,1) be defined bỹs−1 = (1 − θ1) and ṽ−1 = 1 − θ2. From (1.5) we
have

‖u‖∞ � λ
∥∥L−1

∥∥
Lr(Lp),CT

‖m‖Ls(Lv)‖u‖Ls̃ (Lṽ) � c1‖u‖Ls̃(Lṽ)

� c1‖u‖θ1
L∞(Lṽ)

‖u‖1−θ1
L1(Lṽ)

� c2‖u‖θ1∞‖u‖1−θ1

Lṽ
T

� c2‖u‖θ1∞
[‖u‖θ2∞‖u‖1−θ2

L1
T

]1−θ1 = c2‖u‖θ1+θ2−θ1θ2∞ ‖u‖1−(θ1+θ2−θ1θ2)

L1
T

for somec1, c2 > 0. Since 1− (θ1 + θ2 − θ1θ2) > 0 we get

‖u‖∞ � c3‖u‖L1
T

(2.12)

for somec3 > 0. Now,‖u‖L1
T (Aε×(0,T )) � |Aε|T ‖u‖∞ � c3T |Aε|‖u‖L1

T
. Thus, ifε is small

enough such thatc3T |Aε|< 1/2 we obtain

‖u‖L1
T (Ωε×(0,T )) � 1

2
‖u‖L1

T
. (2.13)

From (2.12), (2.13), using Theorem 5.1 in [12], and taking into account the periodicity ofu,
it follows that‖u‖∞ � cessinfΩε×(0,T ) u for somec > 0, withc depending onε,p, r,R,Λ,
Ω and the operatorL. ✷



172 T. Godoy, U. Kaufmann / J. Math. Anal. Appl. 277 (2003) 164–179

Corollary 2.12. Let R,Λ ∈ (0,∞). Then there existsΦ ∈ L∞
T with Φ(x, t) > 0 for all

(x, t) ∈ Ω × R such that ifm ∈ B
s,v
R , λ ∈ [0,Λ] andu ∈ CT is a positive solution of(1.5),

thenu(x, t) � ‖u‖∞Φ(x, t) for all (x, t) ∈Ω × R.

Proof. We can assume that‖u‖∞ = 1. Forj ∈ Z, let

Aj = {
x ∈ Ω : 2−j−1 < d(x, ∂Ω)� 2−j

}
.

ThusΩ = ⋃
j∈Z

Aj . For j such thatAj �= ∅, let cj be the constant given by Proposi-

tion 2.11 takingε = 2−j−1. For(x, t) ∈ Aj × R we setΦ(x, t) = 1/cj . SoΦ(x, t) > 0 for
all (x, t). Now, Proposition 2.11 implies thatu(x, t)� essinfΩ2−j−1×(0,T ) u� 1

cj
=Φ(x, t)

for all (x, t) ∈ Aj × R. ✷

3. The main results

Let g :Ω × R × [0,∞)→ R satisfying the following conditions:

(H1′) (x, t) → g(x, t, ξ) is measurable for allξ ∈ [0,∞) andT -periodic in t , andξ →
g(x, t, ξ) is continuous in[0,∞) a.e.(x, t) ∈Ω × R.

(H2′) limξ→0+ g(x, t, ξ)/ξ exists a.e.(x, t) ∈ Ω × R.
(H3′) For allρ > 0 inf0<ξ�ρ g(x, t, ξ)/ξ ∈ Ls(Lv) and sup0<ξ g(x, t, ξ)/ξ ∈Ls(Lv).

(H4′) For allρ > 0,
∫ T

0 esssupx∈Ω inf0<ξ�ρ g(x, t, ξ)/ξ > 0.

Foru :Ω × R → [0,∞), we set

mu(x, t)=
{

g(x,t,u(x,t))
u(x,t)

if u(x, t) �= 0,

limξ→0+ g(x,t,ξ)
ξ

if u(x, t)= 0.
(3.1)

Observe that ifu ∈ B̄
CT
ρ (0) then

inf
0<ξ�ρ

g(x, t, ξ)

ξ
� mu � sup

0<ξ�ρ

g(x, t, ξ)

ξ
. (3.2)

Let g(u) be the Nemytskii operator defined byg(u)(x, t) = g(x, t, u(x, t)). If g satisfies
(H1′)–(H4′), from the Lebesgue dominated convergence theorem it follows easily that
u→ g(u) andu→ mu are continuous maps fromCT intoLs(Lv).

Let M be defined by (2.7) and form ∈ M, let Φ(m)
1 denote the positive principal

eigenfunction associated toλ1(m), normalized by‖Φ(m)
1 ‖∞ = 1. Corollary 2.8 implies

thatm → Φ
(m)
1 is continuous fromM into CT . It follows thatu→ Φ

(mu)
1 is a continuous

map fromCT intoCT .

Proposition 3.1. Letg :Ω×R×[0,∞)→ R satisfying(H1′)–(H4′). Then, for eachρ > 0,
(1.2) has a positive eigenvalue with a positive andT -periodic eigenfunction associated
uρ ∈ CT satisfying‖uρ‖∞ = ρ. Moreover,uρ(x, t) > 0 for all (x, t) ∈Ω × R.
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Proof. We extendg(x, t, ·) to the whole real line definingg(x, t, ξ) = −g(x, t,−ξ)

for ξ < 0. By (H2′) and (H3′) ∂g/∂ξ |ξ=0 ∈ Ls(Lv). Let ρ > 0. From (H3′), (H4′)
and Remark 2.5, it follows that there exists a domainΩ0 and a T periodic curve
Γ ∈ C2(R,RN) such thatBΓ,Ω0 ⊂ Ω × R and

∫
BΓ,Ω0

inf0<ξ�ρ g(x, t, ξ)/ξ > 0. For

w ∈ B̄
CT
ρ (0), letmw be defined as in (3.1). Thus, (3.2) and (H3′) imply thatmw ∈ Ls(Lv)

and
∫
BΓ,Ω0

mw > 0 (i.e.,P(mw) > 0). So, there existsλ1(mw).

Let T : B̄CT
ρ (0) → B̄

CT
ρ (0) be defined byT (w) = ρΦ

(mw)
1 . ThenT is a compact map.

Indeed,T is continuous. Now, let{wj }j∈N be a sequence in̄BCT
ρ . From (3.2) we have

‖mwj ‖Ls(Lv) � c for somec > 0 and allj . Moreover, (3.2) and Proposition 3.1 in [5] imply

that{λ1(mwj )}j∈N is bounded. So{ρλ1(mwj )mwjΦ
(mwj

)

1 }j∈N is bounded inLr(Lp), and
hence the compactness ofT follows from Remark 2.2.

Now, Schauder’s fixed point theorem (e.g., [4, Corollary 11.2]) gives a fixed point
uρ ∈ B̄

CT
ρ for T . Thenuρ is positive,‖uρ‖∞ = ρ andLuρ = λ1(muρ )g(x, t, uρ). Finally,

sinceuρ satisfiesLuρ = λ1(muρ )muρuρ , Corollary 2.12 says thatuρ(x, t) > 0 for all
(x, t) ∈ Ω × R. ✷
Proposition 3.2. Letg :Ω × R × [0,∞)→ R satisfying(H1′)–(H3′) and(H4). Leth be a
nonnegative and nonzero function inLr(Lp). Then for all0< λ< λ1(m̄) the problem,{

Lu= λg(x, t, u)+ h(x, t) in Ω × R,

u= 0 on∂Ω × R,

u T -periodic in t,
(3.3)

has a positive solutionuλ ∈ CT . Moreover,uλ(x, t) > 0 a.e.(x, t) ∈Ω × R.

Proof. We extendg as in the proof of Proposition 3.1. LetDλ be defined by (2.8) and for
m ∈ Dλ, letSλ,h(m) be the solution of (2.9). Forw ∈ CT , letmw be defined by (3.1). Since
0< λ< λ1(m̄) and sincemw � m̄, the comparison principle stated in [5, Remark 3.7] gives
0< κ < λ1(mw) and somw ∈ Dλ for all w ∈ CT . Moreover, there existsR > 0 such that∥∥Sλ,h(mw)

∥∥∞ � R (3.4)

for all w ∈CT . Indeed, if not, let{wj }j∈N be a sequence inCT such that

lim
j→∞

∥∥Sλ,h(mwj )
∥∥∞ = ∞

and letuwj = Sλ,h(mwj ). Since{mwj }j∈N is bounded inLs(Lv) we can assume, after
passing to some subsequence, thatmwj converges weakly inLs(Lv) to somem. From

L

(
uwj

‖uwj ‖∞

)
= λmwj

uwj

‖uwj ‖∞
+ h

‖uwj ‖∞
and Remark 2.2, we get thatLu = λmu has a positive solution. Butm � m̄ and so (by [5,
Remark 3.7]) we getλ < λ1(m̄)� λ1(m). Contradiction.

For w ∈ CT we setS̃(w) = Sλ,h(mw). Then, sincew → mw is continuous fromCT

into Ls(Lv), it follows from Lemma 2.9(b) that̃S :CT → CT is a compact map. Now, let
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R satisfying (3.4). We havẽS(B̄CT

R (0)) ⊂ B̄
CT

R (0) and so, the Schauder theorem gives a
positive solution for (3.3). The last assertion follows from Lemma 2.9(a).✷

Forg satisfying (H1), we extendg to a functiong̃ :Ω × R × (−1,∞)→ R defined by

g̃(x, t, ξ)= ξ lim
ξ→0+

g(x, t, ξ)

ξ
, ξ ∈ (−1,0). (3.5)

Definition 3.3. Let V be the open subset ofCT defined byV = {v ∈ CT : v(x, t) >

−1, (x, t) ∈ Ω̄ × R} and let

D = {
(λ,u) ∈ (0,∞)×CT : u ∈ V andg̃ξ (u) ∈ Dλ

}
with Dλ given by(2.8). We recall that the conditioñgξ (u) ∈ Dλ is equivalent to: 0< λ<

λ1(g̃ξ (u)) if λ1(g̃ξ (u)) exists andλ > 0 if λ1(g̃ξ (u)) does not exist.

Let F :D → CT be defined by

F(λ,u) = (
L− λg̃ξ (u)

)−1
g̃(u).

Note that by Lemma 2.9F is well defined.

Lemma 3.4. Suppose thatg satisfies(H1). ThenD is open inR ×CT .

Proof. We proceed by contradiction. Suppose that(λ,u) ∈ D and that{(λj , uj )}j∈N is a
sequence inR×CT such that limj→∞(λj , uj )= (λ,u) and(λj , uj ) /∈ D for all j . Clearly
uj ∈ V for j large enough. LetR = 1+‖u‖∞. Thus there existsj0 such that|uj (x, t)| � R

for all (x, t) ∈ Ω̄ × R, j � j0.
Suppose first thatλ1(g̃ξ (u)) exists. Then

∫
BΓ,Ω0

g̃ξ (u) > 0 for someBΓ,Ω0 as in

Remark 2.5. Sincẽgξ (uj ) converges tog̃ξ (u) we have, enlargingj0 if necessary, that∫
BΓ,Ω0

g̃ξ (uj ) > 0 for j � j0. Thus there existsλ1(g̃ξ (uj )) for such aj . Moreover,

limj→∞ λ1(g̃ξ (uj )) = λ1(g̃ξ (u)) > λ (the inequality because(λ,u) ∈ D). Now, since
λj → λ we haveλj < λ1(g̃ξ (uj )) and so(λj , uj ) ∈ D for j large enough. Contradiction.

Suppose now thatλ1(g̃ξ (u)) does not exist. Let

Je = {
j ∈ N: λ1

(
g̃ξ (uj )

)
exists

}
.

If Je is finite then(λj , uj ) ∈ D for j large enough. We claim that ifJe is not finite
then {λ1(g̃ξ (uj )): j ∈ Je} is unbounded. To see this we proceed by contradiction. Let
wj ∈ CT be a positive eigenfunction associated to the weightg̃ξ (uj ) normalized by
‖wj‖∞ = 1. Since we have assumed thatλ1(g̃ξ (uj )) � c for somec and allj ∈ Je, (H1)
and Hölder’s inequality give that‖λ1(g̃ξ (uj ))g̃ξ (uj )wj‖Lr(Lp) � c′ for somec′ and all
j ∈ Je. Then there exists a subsequenceλ1(g̃ξ (ujk ))g̃ξ (ujk )wjk that is weakly convergent
to somef ∈ Lr(Lp) and so Theorem 5.1(a) in [2] (applied withq = ∞) implies thatwjk

converges in theL∞ norm to somew. Thusw ∈ CT andf = λ1(g̃ξ (u))g̃ξ (u)w. Moreover,
w > 0 andLw = λ1(g̃ξ (u))g̃ξ (u)w. Contradiction. So our claim is proved. Thus, for some
subsequenceujk with jk ∈ Je we have

lim
k→∞λ1

(
g̃ξ (ujk )

) = ∞.
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Sinceλj converges we haveλj < λ1(g̃ξ (ujk )) for k large enough and then(λjk , ujk ) ∈ D

for suchk. Contradiction. ✷
Lemma 3.5. Suppose thatg satisfies(H1). ThenF :D → CT is a continuous map.
Moreover, for each(λ0, u0) ∈ D there exists a neighborhoodUδ = (λ0 − δ,λ0 + δ) ×
Bδ(u0) such thatF |Uδ is a compact map.

Proof. From (H1), the map(λ,u) → −λg̃ξ (u) is continuous fromD into Ls(Lv). So, by
Lemma 2.10(λ,u) → (L − λg̃ξ (u))

−1 is continuous fromD into B(Lr (Lp),CT ). Then,
for δ small enough,‖(L−λg̃ξ (u))

−1‖Lr (Lp),CT
remains bounded for(λ,u) running onUδ .

Since(λ,u) → g̃(u) is also continuous we get thatF is continuous and so, for a smallerδ

if necessary,F(Uδ) is bounded inCT . For such aδ, let {(λj , uj )}j∈N be a sequence inUδ

and letwj = F(λj ,uj ). Now,

Lwj = λj g̃ξ (uj )wj + g̃(uj ). (3.6)

SinceF(Uδ) is bounded inCT we have‖wj‖∞ � c and then, by (H1), the sequence of
theLs(Lv) norms of the right member of (3.6) is bounded. Thus, the same is true for its
Lr(Lp) norms and so Remark 2.2 gives the compactness assertion.✷
Remark 3.6. Lemma 3.5 allows us to apply an extension to Banach spaces of Peano’s
theorem about local existence of solutions for initial value problems (as stated, e.g., in [8,
Chapter 6, Theorem 3.6]) in order to obtain that, for(λ,u) ∈D, there exists a neighborhood
Uλ,u = (λ− ε,λ+ ε)× B̄

CT
ε (u) andδ > 0 such that for all(λ̃, ũ) ∈ Uλ,u a solution for the

initial value problem,{
duλ
dλ

= F(λ,uλ),

uλ̃ = ũ,

is defined forλ ∈ (λ̃− δ, λ̃+ δ).

Theorem 3.7. Let g :Ω × R × [0,∞) → R satisfying (H1)–(H5). Then (1.2) has a
positive solutionuλ ∈ CT if and only ifλ1(m̄) < λ < λ1(m). Moreover,uλ can be chosen
such thatλ → uλ is a C1 map from(λ1(m̄), λ1(m)) into CT and uλ(x, t) > 0 for all
(x, t) ∈ Ω × R. We also have thatlimλ→λ1(m̄)+ ‖uλ‖∞ = 0 andlimλ→λ1(m)− uλ(x, t)= ∞
for all (x, t) ∈ Ω × R.

Proof. If (λ,uλ) solves (1.2) withuλ > 0, let muλ :Ω × R → R be defined by (3.1). By
(H4), muλ ∈ Ls(Lv). SinceLuλ = λmuλuλ we haveλ = λ1(muλ). Now, m � muλ � m̄.
Moreover, it is easy to see using (H3) that the strict inequalities hold in a subset of positive
measure and so [5, Remark 3.7] gives thatλ1(m̄) < λ < λ1(m).

To prove the remaining assertions of the theorem, we start with the solution(λ0, u0)

of (1.2) given by Proposition 3.1. Sinceu0(x, t) > 0 for all (x, t) ∈ Ω × R, we have
that λ0 = λ1(g(u0)/u0). Also, (H2) implies thatgξ (u0) � g(u0)/u0. Moreover, ifδ > 0
and (x0, t0) ∈ ∂Ω × R are given by (H3) we have the strict inequality a.e.(x, t) ∈
Bδ(x0, t0) ∩ (Ω × R). So, by [5, Remark 3.7], we haveλ0 < λ1(gξ (u0)) if λ1(gξ (u0))
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exists and then(λ0, u0) ∈ D. Taking into account Remark 3.6 we have a local solution for
the Cauchy initial value problem,{

duλ
dλ

= F(λ,uλ),

uλ0 = u0.
(3.7)

Consider a maximal solution (i.e., with maximal connected domain) for this problem
and let I = (α,β) be its domain. Observe thatF is continuous and soλ → uλ is
continuously differentiable fromI into CT . Now, duλ/dλ = F(λ,uλ) can be read
(L − λg̃ξ (uλ))duλ/dλ = g̃(uλ) and so, in a distributional sense, we haveL(duλ/dλ) =
g̃(uλ) + λg̃ξ (uλ)duλ/dλ, i.e.,d/dλ(Luλ) = d/dλ(λg̃(uλ)). Hence,Luλ − λg̃(uλ) does
not depend onλ. Since it is zero forλ = λ0 we haveLuλ = λg̃(uλ) for all λ ∈ I .

Let us divide the rest of the proof in three steps.

Step 1. There exists an open intervalI0 aroundλ0 such thatuλ(x, t) > 0 for all
(x, t) ∈ Ω × R, λ ∈ I0.

Let m̃uλ be defined by (3.1) withg̃ in place of g. For λ ∈ I , (H5) implies that
P(m̃uλ) > 0 and soλ1(m̃uλ) exists. Clearly we haveλ0 = λ1(m̃uλ0

). Now, sinceλ → m̃uλ

is continuous, Theorem 3.9 in [5] gives thatλ → λ1(m̃uλ) is also continuous. So, given
ε > 0 there existsδ > 0 such thatλ1(m̃uλ)

−1 ∈ (1/λ0−ε,1/λ0+ε) for λ ∈ (λ0−δ,λ0+δ).
On the other hand,λ1(m̃uλ)

−1 ∈ σ(L−1Mλ), whereMλ denotes the operator multiplication
by m̃uλ and whereσ(L−1Mλ) denotes the spectrum ofL−1Mλ :CT → CT . Sinceλ−1 ∈
σ(L−1Mλ), taking ε > 0 small enough, the Crandall–Rabinowitz lemma implies that
λ = λ1(m̃uλ) for λ close enough toλ0 and souλ > 0 for suchλ. Moreover, Corollary 2.12
says thatuλ(x, t) > 0 for all (x, t) ∈ Ω × R.

Step 2. uλ > 0 for all λ ∈ I .
Consider the maximal open subintervalJ of I containingλ0 such thatuλ(x, t) > 0 for

all (x, t) ∈Ω × R, λ ∈ J . We will prove thatJ = I. Let

λ+ = sup
{
λ ∈ I : uη(x, t) > 0 for (x, t) ∈Ω × R, η ∈ [λ0, λ)

}
,

λ− = inf
{
λ ∈ I : uη(x, t) > 0 for (x, t) ∈ Ω × R, η ∈ (λ,λ0]

}
.

It is enough to prove thatλ− = α, λ+ = β . Let us show thatλ+ = β . We proceed
by contradiction. Supposeλ+ < β . We already know thatλ+ > λ0. We claim that this
implies thatλ+ ∈ J . Indeed, letΦ be the function provided by Corollary 2.12 taking
thereΛ = λ+ andR = ‖m‖Ls(Lv) + ‖m̄‖Ls(Lv). Now, sinceLuλ = λmuλuλ we get that
uλ � ‖uλ‖∞Φ for all λ ∈ [λ0, λ

+). Suppose first that‖uλ‖∞ � c for somec > 0 and
all λ ∈ [λ0, λ

+). Thenuλ+ � cΦ > 0 and soλ+ ∈ J . If there is not such ac, then we
have limj→∞ ‖uλj ‖∞ = 0 for some sequence{λj }j∈N ⊂ [λ0, λ

+). After passing to a

subsequence we can assume thatλj → λ̃ for someλ̃ ∈ [λ0, λ
+]. Thenuλ̃ = 0 and so

λ̃ = λ+. On the other hand, (H2) implies thatmuλj
converges tom̄ in Ls(Lv) and then

λ1(muλj
) → λ1(m̄). But Luλj = λjmuλj

uλj with uλj > 0 and soλj = λ1(muλj
). Thus,

λ1(m̄) = λ+ < λ0. Contradiction. Thus we have proved thatλ+ ∈ J . Now, reasoning as in
the proof of the existence ofI0 but now withλ+ anduλ+ instead ofλ0 andu0, respectively,
we find an interval aroundλ+ where eachuλ is positive, contradicting the definition ofλ+·.
Soλ+ = β .
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On the other side, clearlyλ− < λ0. As above, if‖uλ‖∞ � c for somec > 0 and
all λ ∈ (λ−, λ0], we would haveλ− ∈ J and this leads to a contradiction with the
definition ofλ−. Thus limj→∞ ‖uλj ‖∞ = 0 for some sequence{λj }j∈N ⊂ (λ−, λ0]. The
dominated convergence theorem implies thatmuλj

converges inLs(Lv) to m̄, and so

λj = λ1(muλj
) → λ1(m̄). Sinceα � λ− � λj we conclude thatλ− = α.

Step 3. I = (λ1(m̄), λ1(m)).
Let {λj }j∈N be a sequence inI such thatλj → β . Then, as above, we have

infj ‖uλj ‖∞ > 0 (if not, we getλ1(m̄)= β which contradicts the factλ1(m̄) < β). Suppose
first thatc1 � ‖uλj ‖∞ � c2 for somec1, c2 > 0 and allj . Then‖λjmuλj

uλj ‖Lr(Lp) � c

for all j , and thus Remark 2.2 gives a subsequenceuλjk
convergent to someu > 0

that satisfiesLu = βmuu. Soβ = λ1(mu). Moreover,(β,u) ∈ D. In fact, this is true if
gξ (u) has no positive principal eigenvalue. Ifλ1(gξ (u)) exists, by (H2) and (H3) we have
gξ (u)� mu with strict inequality on a subset of positive measure, thenβ < λ1(gξ (u)) and
so(β,u) ∈ D. Thus, by Remark 3.6, there exists a neighborhoodUβ,u = (β − ε,β + ε)×
B̄
CT
ε (u) andδ > 0 such that for all(β̃, ũ) ∈ Uβ,u there existsλ → uλ defined forλ ∈ (β−δ,

β + δ) that solves the Cauchy problemduλ/dλ = F(λ,uλ) with initial value uβ̃ = ũ.
Taking(β̃, ũ)= (λjk , uλjk ) with k large enough, we get a contradiction with the maximality
of I . Then we have proved that limj→∞ ‖uλj ‖∞ = ∞ and so, by Corollary 2.12, we have
limj→∞ uλj (x, t)= ∞ for each(x, t) ∈ Ω ×R. So limj→∞muλj

=m in Ls(Lv) and then
β = λ1(m). A similar argument gives that if{λj }j∈N is a sequence such thatλj → α, then
necessarily‖uλj ‖∞ → 0 and soα = λ1(m̄). ✷

As an immediate consequence we have

Corollary 3.8. Let g :Ω × R × [0,∞) → R satisfying(H1)–(H5). Then the semilinear
periodic parabolic problem,{

Lu= g(x, t, u) in Ω × R,

u= 0 on∂Ω × R,

u T -periodic in t,

has a positive solutionu ∈CT if and only ifλ1(m̄) < 1< λ1(m). Moreover,u(x, t) > 0 for
all (x, t) ∈ Ω × R.

We have also the following related maximum principle.

Theorem 3.9. Letg :Ω×R×[0,∞)→ R satisfying(H1)–(H5)and leth be a nonnegative
and nonzero function inLr(Lp). Then, for all0< λ< λ1(m̄), (3.3)has a positive solution
uλ ∈CT satisfying thatλ → uλ is aC1 map from(0, λ1(m̄)) intoCT anduλ(x, t) > 0 a.e.
(x, t) ∈ Ω × R.

Proof. We start with a solution (given by Proposition 3.2)(λ0, u0) of the Dirichlet problem
Lu0 = λ0g(x, t, u0)+h with 0< λ0 < λ1(m̄) andu0 > 0. Let g̃ be defined by (3.5). Since
m̄� mu0 > gξ (u0) we have(λ0, u0) ∈ D. As in Theorem 3.7, consider a maximal solution
λ → uλ for (3.7) defined on some intervalI = (α,β) ⊂ (0, λ1(m̄)) with λ0 ∈ I . As there,
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λ → uλ is continuously differentiable fromI into CT andLuλ = λg̃(x, t, uλ) + h for all
λ ∈ I , i.e.Luλ = λm̃uλuλ + h, wherem̃uλ is defined by (3.1) with̃g in place ofg. Since
0< λ < λ1(m̄) we have 0< λ < λ1(m̃uλ) and so Lemma 2.9(a) implies thatuλ(x, t) > 0,
a.e.(x, t) ∈ Ω × R.

To prove thatI = (0, λ1(m̄)) we proceed by contradiction. Suppose thatβ < λ1(m̄).
Consider a sequence{λj }j∈N ⊂ I such thatλj → β . From Remark 2.2 and sinceh >

0 it is easy to see that infj ‖uλj ‖∞ > 0. If ‖uλj ‖∞ � c for some c > 0 and all j ,
a compactness argument gives a solutionu > 0 of the problemLu = βmuu + h, i.e.
of Lu = βg(x, t, u) + h. But λ1(mu) � λ1(m̄) > β and so(β,u) ∈ D. Then, as in the
end of the proof of Theorem 3.7, recalling Remark 3.6 we get a contradiction with the
maximality of I . Thus limk→∞ ‖uλjk ‖∞ = ∞ for some subsequenceuλjk , but, if this is
the case, fromLuλ/‖uλ‖ = λmuλuλ/‖uλ‖+h/‖uλ‖, Remark 2.2 gives a positive solution
w of Lw = βmw wherem is the weak limit of a suitable subsequence ofmuλj

. So
β = λ1(m)� λ1(m̄), contradictingβ < λ1(m̄). Thereforeβ = λ1(m̄).

Suppose now thatα > 0. Let {λj }j∈N ⊂ I such thatλj → α. Proceeding as above,
we obtain that infj ‖uλj ‖∞ > 0. Moreover, if‖uλj ‖∞ � c for somec > 0, thenLu =
αg(x, t, u) + h for some u > 0. Hence, sinceα < β = λ1(m̄) � λ1(mu), we have
that (α,u) ∈ D and this leads to a contradiction. So, limk→∞ ‖uλjk ‖∞ = ∞ for some
subsequenceuλjk . But then, reasoning as above, by Remark 2.2 we have a positive
solutionu of Lu = αmu wherem is the weak limit of some subsequence ofmjk . Thus
α = λ1(m)� λ1(m̄)= β , contradiction. ✷
Theorem 3.10. Let g :Ω × R × [0,∞) → R satisfying(H1′), (H2), (H4)and (H5). Then
(1.2)has a positive solutionuλ ∈ CT for all λ ∈ (λ1(m̄), λ1(m)). Moreover, if (1.2)has a
positive solution for someλ > 0, thenλ ∈ [λ1(m̄), λ1(m)].

Proof. The second assertion follows as in Theorem 3.7. In order to prove the first one,
we first prove that the theorem holds if (H1′) is replaced by (H1). To see this, let
ψ0 ∈ C1([0,∞)) satisfyingψ ′

0(ξ) < 0 for all ξ , ψ0(0) = 1 and limξ→∞ψ0(ξ) = 0 and
for 0< ε < 1, let gε(x, t, ξ) = g(x, t, ξ) + εξψ0(ξ). Thus, for eachε, gε satisfies (H1)–
(H5). Letmε = limξ→∞ gε(x, t, ξ)/ξ , m̄ε = limξ→0gε(x, t, ξ)/ξ . Observe thatmε andm̄ε

converge inLs(Lv) to m andm̄ asε tends to zero, and therefore limε→0λ1(mε) = λ1(m)

and limε→0λ1(m̄ε)= λ1(m̄). Now,λ1(m̄) < λ < λ1(m) implies thatλ1(m̄ε) < λ < λ1(mε)

for ε small enough. Thus, by Theorem 3.7 we have a positive solutionu
(ε)
λ for (1.2) with

gε in place ofg, i.e.,

Lu
(ε)
λ = λgε

(
x, t, u

(ε)
λ

) = λ

[
g(x, t, u

(ε)
λ )

u
(ε)
λ

+ εψ0
(
u
(ε)
λ

)]
u
(ε)
λ .

Letmε,λ be the expression inside the brackets. Then the norms‖mε,λ‖Ls(Lv) have an upper
bound independent ofε. Let {εj }j∈N be a sequence that converges to zero. We claim that

‖u(εj )λ ‖∞ � c for somec > 0 and allj . In fact, if not, we would have for some subsequence

that limk→∞ ‖u(εjk )λ ‖∞ = ∞, and so, by Corollary 2.12, limk→∞ u
(εjk )

λ (x, t) = ∞ for all

(x, t) and consequently limk→∞ mεjk ,λ
= m in Ls(Lv). Letwk = u

(εjk )

λ /‖u(εjk )λ ‖∞. From
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Lwk = λmεjk ,λ
wk , using Remark 2.2 we get easily thatλ = λ1(m). Contradiction. Thus,

if εj → 0, we have‖u(εj )λ ‖∞ � c with c independent ofε. Also, if for some subsequence

limk→∞ ‖u(εjk )λ ‖∞ = 0 we would getλ = λ1(m̄). From these facts and the compactness of
L−1 we obtain (going to the limit asε goes to 0) that (1.2) has a positive solution.

Finally, suppose thatg satisfies the hypothesis of the theorem. Letg̃ be defined by (3.5).
We setψ(x, t, ξ) = limξ→0+ g̃(x, t, ξ)/ξ if −1 < ξ � 0 andψ(x, t, ξ) = g(x, t, ξ)/ξ if
ξ > 0. Letφ ∈ C∞(R) with supp(φ) ⊂ [−1,1], 0� φ � 1 and

∫
R
φ = 1. Also, forε > 0,

let φε ∈C∞(R) be defined byφε(ξ) = 1
ε
φ(ξ/ε) and letg̃ε(x, t, ξ)= ξ(ψ(x, t, ·) ∗ φε)(ξ).

It is easy to check that forε small enoughg̃ε|[0,∞) satisfies (H1), (H2), (H4) and (H5).
Thus, forλ ∈ (λ1(m̄), λ1(m)) we have (by the first part of the proof) a positive solution
u
(ε)
λ for Lu(ε)λ = λg̃ε|[0,∞)(x, t, u

(ε)
λ ). Now, similar arguments as we have used above give

the theorem. ✷
Remark 3.11. Let us mention that all our results remain true for the stationary case, i.e.,
for semilinear elliptic problems, replacingLs(Lv) by Lr(Ω), r > N/2.
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