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Abstract
Determination of ballistic performance of an armor solution is a complicated task and evolved significantly with the application of finite
element methods (FEM) in this research field. The traditional armor design studies performed with FEM requires sophisticated procedures and
intensive computational effort, therefore simpler and accurate numerical approaches are always worthwhile to decrease armor development time.
This study aims to apply a hybrid method using FEM simulation and artificial neural network (ANN) analysis to approximate ballistic limit
thickness for armor steels. To achieve this objective, a predictive model based on the artificial neural networks is developed to determine ballistic
resistance of high hardness armor steels against 7.62 mm armor piercing ammunition. In this methodology, the FEM simulations are used to
create training cases for Multilayer Perceptron (MLP) three layer networks. In order to validate FE simulation methodology, ballistic shot tests
on 20 mm thickness target were performed according to standard Stanag 4569. Afterwards, the successfully trained ANN(s) is used to predict the
ballistic limit thickness of 500 HB high hardness steel armor. Results show that even with limited number of data, FEM-ANN approach can be
used to predict ballistic penetration depth with adequate accuracy.
Copyright © 2015, China Ordnance Society. Production and hosting by Elsevier B.V. All rights reserved.
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1. Introduction

The ballistic penetration modeling has become of prime
importance in development of armor solutions and continues
to be a challenging research field for engineers. Due to its
complexity, in investigation of ballistic penetration problems,
three modeling approaches are quite popular. These are
experimentally derived empirical formulation, analytical
model derivation and numerical simulation. Numerous
empirical formulations were derived with the tests conducted
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in laboratory environment and used in solution of ballistic
problems [1]. In contrary to straight forward methodology of
deriving empiric formulation, their limited applicability to
various cases is a bottleneck for widespread usage. Analytical
models are quite useful due to their direct applicability on
various problems but derivation always requires simplified
assumptions in governing equations which results in deviation
from realistic outcomes [2,3]. It is inherent that, empirical and
analytic approaches cannot capture the complex nature of
impact phenomenon, thus numerical simulation has become a
necessary tool for the study of ballistic penetration. Numerical
methods and subsequent computing technologies have been
developed to the level where mentioned complex penetration
behavior can be truly estimated. A review of the impact
simulation literature shows that the researches under this topic
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have been focused on the implementing explicit hydro-codes
[4e8].

Although FE analysis is a powerful tool, due to the diffi-
culty of development procedure and high computational cost,
easy to apply approaches are always valuable for armor
development studies. Especially, a computational tool which is
based on limited data will decrease the number of computa-
tionally high cost numerical simulations and physical tests.
The neural network approach is one of the most powerful
computer analysis techniques which is based on the statistical
regression. The neural network is currently used in many fields
of engineering especially for modeling complex relationships
which are physically difficult to explain. One of the dis-
tinguishing characteristic of neural networks is their potential
to gain knowledge of problems by means of training and, after
sufficient training to be able to solve problems of the same
class.

Artificial Neural Networks (ANNs) have been developed
over last three decades, started with the modeling of the
functions of human brain by McCulloch and Pits [9] and have
been used in solution of many problems in science and engi-
neering [10e12]. In some of the studies, neural network
models were not used to predict only the system behavior but
also inverse form of ANNs were developed to optimize per-
formance of complex engineering systems by finding best
input parameters [13]. In the recent studies, there is a signif-
icant attempt to use ANN(s) with FE simulations especially to
reduce computational time where extensive number of FE
simulations required. Arndt et al. [14] was implemented a
FEM-ANN approach to an optimization problem from
groundwater engineering. The proposed approach simply uses
the FE results in training and testing of the developed ANN,
and the trained ANN is used for further predictions to perform
optimization loop. In that case, the process time was decreased
by 60% when compared with simulation based solution.
Similar approach has been used successfully by a few more
researchers [15e20]. Hambli (et al.) [15,16] used FEM-ANN
approach in various applications in mechanics. Gudur and
Dixit [17] developed a hybrid model consist of radial basis
neural networks, which was applied for the modeling of cold
flat rolling process. The required training, testing and valida-
tion data have been prepared by using finite element code.
Shabani and Mazahery [18] developed neural network
modeling in order to predict the mechanical properties of
A356. Haj-Ali et al. [19] presented a FEM-ANN modeling
approach to characterize the indentation behavior of inelastic
and nonlinear materials. Literature survey on FEM-ANN
method shows that, it is significantly beneficial in replacing
time consuming repeated FE simulations.

When ballistic penetration limit of an armor solution is
required for various impact velocities and thicknesses, it is
impractical to simulate all combinations to find an accurate
value due to computational cost. FE simulation of such a
complex ballistic problem requires high level computational
sources. The integrated FEM and ANN methodology proposed
in this study can predict the ballistic limit thickness for various
cases. Fig. 1 presents the framework of the methodology for
the process of penetration depth determination. From Fig. 1, it
can be seen that, the preliminary study starts with a reliable FE
model preparation. After reasonable correlation achieved be-
tween tests and FE simulations, data generated for ANN
model. With a well trained ANN, the required number of
prediction can be easily produced with a simple personal
computer in minutes to find ballistic penetration limit for a
given velocity.

In this paper, ballistic limit thickness of 500 HB hardness
armor steel, (Secure 500) was determined against 7.62 mm
54R B32 API ammunition by using FE and neural networks.
In order to eliminate memorizing behavior of ANN, the data
set for training and test are intentionally chosen from 450 to
750 m/s speed range and trained model was used in prediction
penetration depth at 854 m/s bullet impact velocity. The
network trained with FE generated data shows significant
ability to predict penetration depth, thus ballistic limit thick-
ness was found with reasonable error.

2. Data generation with FE simulations
2.1. FE model establishment
In ballistic performance studies, it is important to use well
defined threat identification both in test and simulations. For
ballistic tests, numerous international standards have been
developed to standardize protection levels according to am-
munitions available for civilian and military applications. In
this study a widespread standard, NATO Stanag 4569 [21] will
be used. In Stanag 4569, protection level for logistic and
armored vehicles specified in five classes. The kinetic energy
threat subject to this study is denoted by Level-3, in which the
ammunition is named as 7.62 � 54 B32 API and specified
impact velocity is 854 m/s with a tolerance of þ/20 m/s. The
7.62 mm armor piercing bullet geometry is shown in Fig. 2
which has a total mass about 10 g. The bullet consists of a
hardened steel core which is inserted in a jacket. A cap of
lead-antimony is placed in front of the core to stabilize the
projectile during flight and penetration. A copper jacked is
wrapped over the core, cup and lead antimony cap.

In numerical model, the material is discretized into finite
sections over which, the conservation and constitutive equa-
tions are solved. The way in which this spatial discretization is
used leads to different numerical methods. The most
commonly performed discretizations are Euler, Lagrange,
Arbitrary Lagrange Euler (a mixture of Lagrange and Euler)
and SPH (Smooth Particles Hydrodynamics). Kilic and Ekici
[22] presented a comparative study to demonstrate applica-
bility of Lagrange and SPH techniques on determination of
ballistic performance and concluded that, Lagrange method is
more effective in visualizing target deformation pattern. In the
Lagrange method the numerical domain moves with the ma-
terial, which is ideal for following the motion and deformation
in regions of relatively low distortion, and possibly large
displacement. This formulation is extensively used because its
advantages, such as being able to follow accurately material
boundaries and integrate complicated material models.



Fig. 1. Integrated FEM and ANN framework.
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Conservation of mass is automatically satisfied in Lagrange
method and material interfaces are defined precisely. The
disadvantage of Lagrange is that the numerical domain can
become heavily distorted in a deformation region, which can
result in negative effects on the accuracy and extends the
computation time.

The geometric model consists of diameter 300 mm circular
armor steel target and ammunition as shown in Fig. 3. The
dimensions of the plate ensure that the stress waves reflected
from the edge induces no forces on the bullet during the course
of the penetration. In most of the studies, projectile model
consists of hardened steel core, only in a few recent researches
[8,23,24], projectile modeled including jacket, fillers and
sabot. During solution domain generation, a small radius was
introduced at the tip of the hardened steel for smooth mesh
generation. The head of the bullet core nose was modeled with
rigid elements to eliminate mesh tangling. The circular target
plate is divided into three mesh regions though radial direc-
tion. The mesh topology is coarsening from inner to outer
region with respect to point of contact of the bullet. The mesh



Fig. 2. General view and cross-section of 7.62 mm AP ammunition. 1 e Brass jacket, 2 e Lead antimony point filler, 3 e Hardened steel core, 4 e Lead antimony

base filler, 5 e Cup.
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transition between regions is good enough to eliminate stress
wave reflections at the transition surfaces. The armor plate is
meshed with hexagonal solid elements of 0.2e1 mm varying
size. Except front and rear lead-antimony caps, John-
soneCook model properties are assigned to all materials. The
lead-antimony caps are modeled with material card
ISOTROPIC-ELASTIC-FAILURE available in Ls-Dyna. This
material card introduces non-iterative plasticity behavior with
simple plastic strain failure model. When the effective plastic
strain reaches the failure strain, the element loses its ability to
carry tension. As the elements are eroded the mass remains
and continues to interact with the contacting surfaces.
2.2. Material modeling
Fig. 3. Numerical setup for the impact simulation.
Penetration mechanism during ballistic impact is a chal-
lenging task to represent numerically. Large deformations, high
strain-rates, temperatures, localization of failure of target ma-
terial needs complicated modeling of material behavior. The
material behavior model should include the stress-strain rela-
tionship at large strains or different strain rates. In this consti-
tutive model, also accumulation of damage and mode of failure
should be taken into account. A commonly used material model
in ballistic penetration studies is JohnsoneCook model which
also available in most of the commercial hydro-codes. The J-C
model is a visco-plastic model for ductile metals. This model
uses strain hardening, strain rate and thermal softening effects
on material behavior and fracture [25,26] and has been suc-
cessfully applied in former ballistic simulation studies.

The duration of ballistic impact is around 40 ms for the
associated velocities at 850 m/s which implies that the element
deformations will be large and the type of deformation will be
ductile plastic damage. Johnson and Cook [25] express the
equivalent stress as a function of plastic strain, strain rate and
temperature with an empirical relationship for the flow stress,
which is represented as

sy ¼
h
AþBεnp

ih
1þC ln _ε*p

i�
1� Tm

H

� ð1Þ

where εp is the equivalent plastic strain, _ε*p is the dimension-
less plastic strain rate for _ε0, TH is normalized temperature
TH ¼ ðT � TroomÞ=ðTmelting � TroomÞ. The five material con-
stants are A, B, C, n and m. The term in the first set of brackets
gives the stress as a function of _ε*p ¼ 1 and TH ¼ 0. The terms
in the second and third sets of brackets represents the behavior
of strain rate and thermal softening in that order. For each
phenomenon, strain hardening, strain rate hardening and
temperature an independent term is created. Multiplying the
terms of effective plastic strain, plastic strain rate and tem-
perature a flow stress is obtained. The constitutive model is
relatively easy to adjust since it allows the separation of
various effects. Due to this asset, the model is frequently used
in ballistic studies.

In order to represent ductile fracture, Johnson and Cook
[26] used a model combining the effects of stress triaxiality,
temperature and strain rate on failure strain. The J-C damage
model is a cumulative damage - fracture model. In other
words, model assumes that damage collected in the material
during plastic straining and the material breaks when the
damage reaches a critical value. Parameters of strain hard-
ening D1,D2 and D3 are mostly dependent of the stress state
and for metals predominant compared with two others; strain
rate hardening and thermal softening [26].

The damage of an element is defined on a cumulative
damage law by

D¼
XDε

ε
f

ð2Þ
in which Dε is the increment of the plastic strain during an

integration cycle and ε
f is the equivalent strain to fracture

under the current conditions of stress, strain rate and temper-
ature. The damage variable D take values between 0 and 1,
here D ¼ 0 for an undamaged material and failure of the el-
ements assumed to occur when D ¼ 1 [26].

The general expression for strain at fracture is given by

ε
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�
D3s

*
��h

1þD4 ln _ε*p

i�
1þD5T

m
H

� ð3Þ



Table 1

The mechanical properties of Secure 500 armor steel.

Hardness/Vickers Tensile

strength/MPa

Yield

strength/MPa

Elongation

at break/%

480e530 1600 1300 9

Fig. 5. Triaxiality versus fracture strain data evaluated by tensile tests per-

formed at quasi-static strain rates using notched specimens.
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The dimensionless pressure/stress ratio (s* is the ratio of
hydrostatic stress per effective stress) is a measure of triaxi-
ality of the stress state and defined as

s* ¼ sH

seq

¼
�
sx þ sy þ sz

�
=3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
x þ s2

y þ s2
z � sxsy � sysz � szsx þ 3

�
t2xy þ t2yz þ t2zx

�r

ð4Þ
where sH is hydrostatic stress and seq is effective or equivalent
stress. The dimensionless strain rate _ε�p as indicated in J-C
strength model is equal to _εp= _ε0 where _ε0 is reference strain
rate.

The armor material used in monolithic and layered ballistic
tests and simulations is a product of ThyssenKrupp Steel and
known as Secure 500. As defined in material specification
given by company, Secure 500 is an alloyed, liquid-quenched
and tempered high-strength special steel for civil use which
can be used for ballistic purposes. The mechanical properties
based on manufacturer data sheet are given in Table 1.

The detailed characterization of stress strain behavior of the
armor steel can be found in Kilic and Ekici [22] and the main
results are summarized below. The laboratory test data are
grouped in two types. The first series of tests were consisting
of the quasi-static cases at large strains performed at room
temperature. Quasi-static tests were performed on 10 mm
thickness flat specimens at four strain rates, which are 10�4,
10�3,10�2 and 0.1 s�1. Specimens were machined by wire
erosion cutting in transverse with respect rolling direction to
represent the lowest mechanical properties.
Fig. 4. Stress magnitudes at 2% plastic strain for quasi-static and high strain

rates.
The yield stress parameter, A and the strain hardening pa-
rameters B and n for the J-C constitutive relation in Eq. (1)
were determined from the quasi-static tensile tests. As
explained before the constitutive equations require knowledge
of the plastic deformation and after necking the true stress-
strain values are not exact values. Therefore in model deri-
vation the elastic part is subtracted from data. Setting A to
yield strength and the data sy � A versus εp are drawn in a log-
log graph then the parameters B and n were determined. In
order to determine the strain rate hardening parameter C, cy-
lindrical specimens used in Split Hopkinson pressure bar
(SHPB) test setup. Zukas [1] has classified impact response by
striking velocity. In 500 e1000 m/s range, primarily viscous
material strength is still significant and strain rates are around
103e104 s�1. Preliminary ballistics simulation studies have
shown that, during penetration mostly strain rates are around
1000e5000 s�1. Unfortunately, during SHPB tests strain rate
around 5000 s�1 cannot be reached and only strain rates 420,
780, 1050 and 1250 s�1 could be generated on specimens to
establish high strain rate dependency. In order to control strain
rate, 3 and 4 mm specimen diameters and 10, 15 and 30 mm
specimen gauge lengths were used. Stress value at 2% plastic
strain is collected from quasi-static and high strain rate tests
Fig. 6. Failure parameters curve fit with tensile test results performed at

various strain rates.



Fig. 7. Quasi e static and high strain rate test results.
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and a curve of stress versus deformation rate at logarithmic
scale is drawn as shown in Fig. 4, then the slope of this curve
calculated to find parameter C. Thermal softening parameter
“m” is taken as unity to identify linear temperature depen-
dence without performing tests.

In experimental studies of Hancock and Mackenzie [27],
they concluded that the strain to failure is mostly dependent on
the stress state, therefore parameters D1,D2 and D3 are
dominant when compared to others. Many authors used the
equation developed by Bridgman [28] that describes the
connection between necking radius and flow stress on a
notched specimen. In this study similar approach given by
Teng and Wierzbicki [29] was used. Failure parameters
determined by tensile tests performed in quasi-static
isothermal conditions. To find different stress triaxiality at
failure, specimens with the same cross section diameter but
different notch radius were used. The first is unnotched, the
second have a 2 mm, third have 4, and fourth have 10 mm
notch radius respectively. After the triaxial states of stress are
obtained for each specimen, then constants D1,D2 and D3

defined in Eq. (3) are estimated by curve fitting as shown in
Fig. 5. Since strain rate parameter can be taken into account in
Fig. 8. J-C constitutive parameters curve fit to calculate strain rate coefficient.
the separate bracket, there is no need to perform a high strain
rate test with notched specimen. Additionally, tests should
include the high strain rate condition that is similar with the
simulations. Therefore fracture strains are collected from cy-
lindrical specimens used in SHPB tests and included in Fig. 6
to found strain rate dependency and D4 was estimated by
calculating the slope of linear curve fit. As in the previous
cases, SHPB test were carried out at room temperature.

The armor piercing bullet used in this study has a hardened
steel core whose hardness is around 830-880 HV. The hard-
ened steel core gives the significant penetration capability to
the bullet therefore a detailed study on material characteriza-
tion will increase the consistency of the simulations. As in
target material case, material test program for bullet was
performed by IYTE dynamic test laboratory but due to logistic
reasons both dimensions and quantity of test specimens vary
greatly with respect to armor case. In this study miniature
specimens were prepared from cylindrical part of steel core
after cutting the ogive nose. The cylindrical parts machined to
have a smooth notched cross section to prevent early failures
during tensile tests without going into plastic deformation. The
test program includes both quasi-static tensile tests and SHPB
dynamic tests performed in room temperature conditions. As
expected due to high hardness values and brittle behavior of
specimens, most of the failures occurred without plastic de-
formations. On only a few specimens, reasonable test results
could be evaluated to develop J-C parameters. No doubt the
number of tests will not have a high confidence from statistical
point of view but will be beneficial to understand the at least
the main characteristics of steel core.

Similar approach defined in armor modeling is used. The
yield stress parameter, A and the strain hardening parameters B
and n for the J-C constitutive relation in Eq. (1) were deter-
mined from the quasi-static tensile tests. Fig. 7(a) shows the
measured quasi-static true stress versus true strain curves for
armor material until the fracture. In model derivation the
elastic part of quasi static tensile tests are subtracted and only
values before necking was used. Setting A to yield strength
and the data sy � A versus εp are drawn in a logelog graph



Table 2

Material parameters used in simulations.

Definition Symbol Target material [22] Bullet core [22] Cartridge brass [27]

Density r/(kg$m�3) 7850 7850 8960

Elastic modulus E/GPa 206 206 124

Shear modulus G/GPa 80 80 46

Poisson's ratio n 0.3 0.3 0.34

Strain hardening A/MPa 1200 1900 90

B/MPa 1580 1100 292

n 0.175 0.065 0.31

Strain rate hardening C 0.004 0.05 0.025

Reference strain rate _ε0/s
�1 1 � 10�4 1 � 10�3 1

Temperature softening Cp/(J$kg
�1 K�1) 450 477 386

Tr/K 300 300 300

Tm/K 1800 1800 1356

m 1 1 1.09

J-C failure D1 0.1 No failure criteria defined 0.54

D2 0.4 4.89

D3 �1.3 �3.03

D4 0.05 0.014

D5 0 1.12

_ε0/s
�1 1 � 10�4 1
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then the parameters B and n were determined. In order to
determine the strain rate hardening parameter C, cylindrical
specimens used in split Hopkinson pressure bar (SHPB) test
setup. The tensile test results for high strain rate case are
plotted in Fig. 7(b). As shown in Fig. 8 stress values at a
specific strain were plotted for three strain rates and J-C
constitutive parameters were derived using curve fit. Tem-
perature dependence is assumed to be linear and thermal
softening parameter “m” is taken as “1.0”. Failure parameter
evaluation was absent due to lack of appropriate specimens.
The materials model parameters of the target, bullet and jacket
used in the simulations are tabulated in Table 2.
2.3. FE simulation validation with ballistic tests
Numerical simulations for 20 mm thickness target have
been performed to investigate whether the computational
model is able to predict the experimentally found target
response, such as penetration depth or crater formation. The
penetration results are plotted in Fig. 9. In the first phase the
jacket indents the target plate and lead-antimony cap is
quickly eroded. The damage on the target increases in the
contact region due to plastic straining of the elements close to
projectile. As the cumulative damage reaches a threshold
Fig. 9. Deformation plots for 20 mm target at various time steps.
value, elements are eroded which means no strength remains
after deletion of an element.

In test the depth of crater was found between 12.3 mm and
12.9 mm and the approximate diameter of crater was around
13.1e15.5 mm. The conformity on penetration depth is quite
good for the experimental and numerical results. Although the
spall and cavity formation behavior is successively simulated
as shown in Fig. 10, prediction requires further improvement
on crater diameter which is underestimated by 20%. The back
face deformation found in experiments is also simulated suc-
cessfully. As a conclusion, the numerical model seems to
represent the perforation behavior can be used in data gener-
ation for ANN model.

3. Neural network model development

MLP is very popular and used more than other neural
network types for modeling complex relationships between
input and output variables. Although MLP is extensively used
in all engineering fields, the number of studies performed on
ballistics is rare. Fernandez-Fdz and Zarea [30] developed a
two levels MLP model to establish a toll for lightweight
ceramic-aluminum armor design. Their model was based on
hyperbolic tangent and logistic activation functions and 200
impact cases were created with FE simulations for learning,
cross validation and testing. Their study shows that MLP can
predict residual velocity with an accuracy of %7.5. A similar
study was performed by Renahan et al. [31] to find ballistic
penetration depth of ceramic target using MLP. The data used
in the ANN model were collected from experimental shot
trials on ceramics plates. Over 300 data vectors used to
develop the ANN to predict penetration depth. They found
that, for lower target thicknesses, the predicted and real values
have a good correlation but when the higher plate thicknesses
were considered, the error calculated between predictions and
tested goes up to 15%. Garcia-Crespo et al. [32] has developed



Fig. 10. Comparison of penetration depth found in test and simulation.
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a MLP back propagation network to predict the ballistic
behavior of steel armor against high speed impact. The data
was collected using FE simulations to train and validate neural
network. The network developed has a mean error less than
7%. This study shows that MLP is a promising tool for bal-
listic performance studies although the chosen network has
one of the simplest architecture available in literature.
Gonzalez-Carrasco et al. [33,34] has presented comprehensive
studies to find optimized parameters of neural network for
ballistic impact problems. They compared various neural
network types, training algorithms, error cost function selec-
tions and data selection methods for training. Their results
demonstrate that a well trained MLP can be used successively
in determination of ballistic limit velocity and mainly this
study is motivated by their outcomes.

For the ANN model, a three level MLP architecture was
chosen as shown in Fig. 11. The hidden layers, basically,
provide the networks ability to generalize performance of
outputs. In theory, a continuous function can be approximated
by one hidden layer with enough hidden units. In most cases,
one or sometimes two hidden layers are used. In this study one
hidden layer is chosen. The adequate number of hidden units
depends on many factors. Some of them are number of
training patterns, number of input and output units, type of
activation function, training algorithm. When too few hidden
units used, generally results in high training error due to under
fitting. When too many used, obviously results in low training
errors, but will make training unnecessarily slow. In other
words, there is not a general procedure for selecting the
Fig. 11. The multilayer perceptron structure used in simulation.
optimum number for hidden units. The reasonable strategy is
to try a series of hidden units and find a number which works
best. In this study, the maximum number of hidden unit is
chosen to be forty and decreased to investigate affect on
accuracy.

In order to show that, developed network models can learn
complex relationship between input and output parameters,
intentionally the number of inputs has been chosen to be as
few as possible. For a specific threat and type of armor, the
most affecting parameters on ballistic performance and
penetration are bullet incident velocity and thickness of the
armor. Therefore the number of inputs for neural model is
chosen to be two. In literature there is not a specific rule to
determine amount of training data set. Fernandez-Fdz and
Zarea [30] have randomly chosen training data set to be 85%.
Renahan et al. [31] has also chosen training data randomly and
amount is approximately 80% of data set. Gonzalez-Carrasco
et al. [35] has divided input data randomly to be 80% training
and 20% for testing. In this study, the high speed and high
hardness cases are eliminated from training data set and used
for testing and validation to demonstrate that neural networks
trained with low-medium incident velocity range, can predict
accurate results for higher velocities.

Since the main objective of this study is to decrease
computation time, using small number of data during training
without scarifying the accuracy of predictions has a significant
importance. Gonzales-Carrasca et al. [35] has achieved 6%
error with forty FE simulations which is the least one authors
are aware of. In this study only twenty impact simulations are
performed and tabulated in Table 3. In order to yield numerical
stability, normalization has been applied to transform input
and output variables into homogeneous and well-behaved
values. The below formulation was used to normalize values
between 0.1 and 0.9 for sigmoid function and between �0.9-
0.9 for hyperbolic tangent function

xn ¼ ðb� aÞ
	

xi � xmin

xmax � xmin



ð5Þ

Activation functions for the hidden units are required to
introduce non-linear weight adjustment to improve network



Table 3

Normalized data for ANN training, test and validation.

# Target thickness/mm Incident velocity/(m$s�1) Penetration depth/mm

Exact

value

Normalization

(0.1, 0.9)

Normalization

(-0.9, þ0.9)

Exact

value

Normalization (0.1, 0.9) Normalization

(-0.9, þ0.9)

Exact

value

Normalization

(0.1, 0.9)

Normalization

(�0.9, þ0.9)

Training

1 9 0,1025 �0,8943 450 0,6603 0,3606 6,68 0,1025 �0,8943

2 9 0,1129 �0,8710 600 0,9000 0,9000 9,00 0,1062 �0,8860

3 10 0,1129 �0,8710 450 0,8018 0,6792 6,58 0,1042 �0,8905

4 10 0,1129 �0,8710 600 0,6603 0,3606 9,81 0,1019 �0,8957

5 12 0,1035 �0,8922 450 0,6603 0,3606 6,32 0,1033 �0,8926

6 12 0,1082 �0,8816 600 0,9000 0,9000 9,16 0,1074 �0,8834

7 15 0,1025 �0,8943 450 0,5187 0,0421 6,33 0,1003 �0,8992

8 15 0,1082 �0,8816 600 0,5187 0,0421 8,72 0,1000 �0,9000

9 15 0,1110 �0,8752 750 0,6603 0,3606 11,50 0,1020 �0,8955

11 18 0,1035 �0,8922 450 0,5187 0,0421 6,38 0,1002 �0,8994

12 18 0,1129 �0,8710 600 0,5187 0,0421 8,45 0,1001 �0,8999

13 18 0,1054 �0,8879 750 0,5187 0,0421 10,83 0,1000 �0,9000

Test

14 12 0,1082 �0,8816 750 0,6603 0,3606 11,95 0,1023 �0,8949

15 20 0,1082 �0,8816 450 0,8018 0,6792 6,39 0,1049 �0,8890

16 20 0,1110 �0,8752 600 0,5187 0,0421 8,36 0,1001 �0,8999

17 20 0,1054 �0,8879 750 0,6603 0,3606 10,80 0,1027 �0,8940

Validation

18 20 0,1129 �0,8710 854 0,9000 0,9000 12,90 0,1062 �0,8860

19 18 0,1110 �0,8752 854 0,9000 0,9000 12,97 0,1063 �0,8859

20 15 0,1082 �0,8816 854 0,9000 0,9000 13,00 0,1063 �0,8858
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Table 4

Network architect optimization studies.

# Network type Transfer function Learning algorithm Hidden layer PEs Run Epoch MSE

1 Multi-layer perceptron Sigmoid LevenbergeMarq. 28 1 83 1.25E-28

2 Momentum-0.6 40 1 2000 0.001121

3 Momentum-0.7 31 1 2000 4.92E-05

4 Momentum-0.8 6 1 2000 0.001027

5 Tanh LevenbergeMarq. 31 1 21 2.12E-30

6 Momentum-0.6 39 2 2000 8.16E-05

7 Momentum-0.7 39 2 2000 3.42E-05

8 Momentum-0.8 29 1 2000 6.49E-06

9 Generalized feed forward network Sigmoid LevenbergeMarq. 9 1 66 1.98E-28

10 Momentum-0.6 40 1 2000 0.001679

11 Momentum-0.7 37 2 2000 0.002036

12 Momentum-0.8 40 2 2000 0.001117

13 Tanh LevenbergeMarq. 19 1 22 2.58E-30

14 Momentum-0.6 6 3 2000 0.002058

15 Momentum-0.7 33 1 2000 0.001897

16 Momentum-0.8 33 1 2000 0.001499
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prediction capability. The most common activation function is
sigmoid (logistic), which is typically used for mapping
continuous data sets and given by equation
f ðxÞ ¼ ð1þ expð�xÞÞ�1. The choice of activation functions
for each layer is commonly based on experience of re-
searchers. For example Gonzales-Carrasco et al. [35] has
chosen hyperbolic tangent activation function based on liter-
ature survey suggests sigmoid activation. A general rule in-
dicates that; for problems which involve learning about an
average behavior sigmoid function can be used and if the
problem involves learning about deviation from an average,
hyperbolic tangent function was proposed. The hyperbolic
tangent function is given by equa-
tionf ðxÞ ¼ ðexpðxÞ � expð�xÞÞ=ðexpðxÞ þ expð�xÞÞ. In this
study, both sigmoid and hyperbolic tangent functions are
investigated.

One of the significant features of the neural networks is the
back propagation algorithm which is known as gradient decent
and its convergence and speed is controlled by learning rate
and momentum coefficients. It is the most popular and easy to
learn algorithm for complex multilayer networks. Although its
widespread usage, due to its slow convergence, GauseNewton
algorithm was developed to increase the speed but this time,
stability advantage of gradient decent was lost. As an alter-
native to eliminate bottlenecks of back propagation and
GauseNewton algorithms, the LevenbergeMarquardt algo-
rithm proposed to find solution to slow convergence. This
algorithm is suitable for small-medium sized problems. The
basic idea of the LevenbergeMarquardt algorithm is that, it
performs a combination of gradient descent for stability and
GausseNewton algorithm for the speed of convergence [36].
3.1. Training of ANN(s)
Fig. 12. Correlation coefficients calculated for each network topology.
For the network design, three layer MLP and GFF archi-
tectures were selected. Sigmoid and hyperbolic activation
functions for hidden and output layers were used. As learning
algorithm, LevenbergeMarquardt and back propagation with
momentum coefficients 0.6, 0.7 and 0.8 were used. A network
learns most effectively if all neurons are learning roughly at
same speed. In this study, although learning rate in back
propagation will highly influence the convergence speed, the
default values proposed by code Neuro Solutions V5 were
used. As shown at Table 4, totally 16 different network to-
pologies were developed and for the each topology, by
changing number of hidden points and number of training
runs, the minimum value of the mean squared error (MSE)
was calculated. A preliminary study on epoch number for a set
of hidden points has shown that, MSE curve is reached its
minimum around epoch number 2000 and is almost linear
above this value. Therefore in the training the maximum epoch
number was chosen to be 2000. For the developed sixteen
network topologies, number of hidden layer points varied
between 1 and 40 and training runs between 1 and 3, totally
1920 training trials were performed to find minimum values
achieved for minimum MSE. Table 4 shows number of hidden
points, epoch number and number of training pass achieved for
the min MSE values. Based on training results, the minimum
MSE has achieved by topology #5, which is MLP with hy-
perbolic activation function, LevenbergeMarquardt learning
algorithm and includes 31 hidden points. The maximum MSE
has found on topology #14 which is GFF with hyperbolic
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tangent activation function, back propagation algorithm with
momentum value 0.6, 3 times training with 6 hidden points.
The advantage of using LevenbergeMarquardt algorithm on
convergence is easily shown by comparing epoch numbers.
With respect to back propagation, with LevenbergeMarquardt
learning algorithm around 30e90 times faster convergence
was achieved. In most cases regardless of the used learning
algorithm, using hyperbolic tangent activation has resulted
lower MSE values. In general MLP based networks and GFF
ones shows similar error values.
3.2. Testing of ANN(s)
After best number of hidden points and number of run
determined, each network topologies were tested with the data
given in Table 3. Correlation coefficients were calculated
during testing and presented for each network in Fig. 12.
Correlation coefficients are over 0.95 for all network topol-
ogies means that precise results can be achieved between input
variables and penetration depth. A significant reason of high
correlation coefficients found is definitely due to normaliza-
tion applied. In studies where the data set was generated with
the shot tests in laboratory environment, the correlation co-
efficients may not be as high as found in this study due to
noise affects. The high correlation values also show the ade-
quacy of FE simulation methodology used.

The percentage error calculated for each network topology
during test and validation and represented in Fig. 13. Network
topologies 1, 3, 5, 6, 7, 8, 9, 14 have the minimum MSE values
after training, shows percentage error over 5% according to
test and validation. The networks which have percentage error
over 5% were eliminated (topologies 1, 3 5, 6, 7, 8, 9, 13, 14,
15, 16) and only networks having error percentage below 5%
were taken into account (topologies 2, 4, 10, 11, 12) for further
studies. The networks represented by #2 and #12 have the
minimum error and maximum correlation coefficients. The
network topology denoted by #2 is a MLP with sigmoid
transfer function and back propagation learning algorithm with
Fig. 13. Percentage error calculated during ANN testing.
momentum coefficient of 0.6. The mentioned network has
forty hidden layer neurons, epoch number achieved is 2000
and number of training run is 2. The network has achieved
1.12 � 10�3 MSE value during training, in testing 2.19%
percentage error was found and correlation coefficient was
0.994. The percentage error was decreased to 1.48% in vali-
dation phase. The network topology denoted by # 12 is a GFF
with sigmoid transfer function and back propagation learning
algorithm with momentum coefficient of 0.8. The mentioned
network has thirtyseven hidden layer neurons, epoch number
achieved is 2000 and number of training run is 2. The network
has achieved 1.12 � 10�3 MSE value during training, in
testing 2.19% percentage error was found and correlation
coefficient was 0.994. In validation percentage error was
decreased to 1.04%.

In general, testing and validation results show significant
variation in error values when compared with training results.
Although in training with LevenbergeMarquardt learning al-
gorithm relatively low error values could be achieved, in test
and validation back propagation with higher momentum co-
efficients shows better results. Also it is interesting to see that
the activation functions show varying affects on results. Dur-
ing training, hyperbolic tangent activation has decreased error
values but in test and validation, sigmoid function shows better
results. The error percentage difference between test and
validation results is significantly low in topologies #2 and #12,
which also identifies the stability of these networks.

4. Results and discussions

The testing results for 15 mm target thickness at 600 and
750 m/s impact velocities, target thickness 18 mm at 450 m/s
and target thickness 12 mm at 600 m/s are graphically rep-
resented in Fig. 14. It is evident that, the networks chosen are
capable to predict penetration depth with high accuracy. As
mentioned formerly, the data set for training and testing was
intentionally chosen to have impact speeds lower than 750 m/s
and the validation data set is chosen to have impact speed of
854 m/s. By the way, it can be concluded that, the developed
networks can be used for prediction.
Fig. 14. Testing results for best GFF and MLP topology with respect to

original data.



Fig. 15. Penetration depth predicted for 854 m/s impact speed and target

thickness between 13 and 14 mm.
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Once a network is tested and validated, it can be used to
simulate the penetration depth of steel armor against Stanag
4569 level 3 threats. For this purpose penetration depth
calculated with ANN for the target thicknesses between 13 and
14 mm at 854 m/s impact speed, and results presented in
Fig. 15. The point where target thickness is equals to pene-
tration depth is defined as ballistic thickness. In other words,
the points where the line Penetration ¼ Target thickness
crossing the prediction lines are the ballistic penetration depth
for the given impact velocity. The ballistic thickness found by
developed networks is 13.4 and 13.5 mm with MLP and GFF
respectively. Kilic and Ekici [22] have found ballistic limit
thickness for this steel as 14.2 mm which is only 5% higher
than the artificial neural networks predicts. A single FE
simulation run on 36 CPU compute cluster with Xeon X5690
3.46 GHz processors takes 117 min. Which means the data
generation required to draw Fig. 15 with FE simulations takes
around 20 h computation time even with highly complicated
server. But with the developed ANN model, it takes only
10 min to generate same data set with an ordinary personal
computer.

5. Conclusions

This study shows the effective use of FEM-ANN approach
in determination of ballistic limit thickness of high hardness
steels against 7.62 mm armor piercing bullet. The developed
consistent FE model can be used to simulate complex nature
of ballistic penetration. From the testing of the various neural
network topologies and results given and discussed, the
following main outcomes can be drawn:

1) Even with the limited data created for training, the pro-
posed MLP and GFF networks assisted with FEM can
predict the penetration depth for a wide range of impact
velocities with accuracy and less computational time.

2) With enough number of hidden points, without necessity
of a large data set, reasonable results can be achieved.
3) Training results itself not sufficient to give the decision on
neural network topology.

4) The confidence of the data generated with FE simulations
has a benefit to eliminate uncertainty and noise factors that
a test based data may have. Therefore FEM based data
generation should be taken into consideration for the
effective use of ANN approach.

5) In the velocity range of 500e1000 m/s, mainly viscous
material strength is dominant. Without changing the ma-
terial behavior mechanism, ANN approach can be used to
determine ballistic performance of armor solutions at high
impact speeds with performing only low speed, low
thickness scenarios.

Although its superior performance in many engineering
problems, it should be noted that ANNs have also some lim-
itations. First they are not able to explain the physical rela-
tionship between input and output variables. Therefore as
commented above if the main mechanism of the system
behavior changes with altering input parameters, the model
predictions may not be accurate. For that reason, the devel-
oped ANN model works well for only 500e1000 m/s velocity
range. Secondly, there isn't a general guideline to set archi-
tecture for a given problem. The developed network archi-
tecture is valid only for the specified ballistic problem.
Another limitation of this study is, only two input parameters;
threat velocity and target thickness were used in ANN model
development. Increasing number of input variables may
improve the prediction performance.
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