
Vision Research 101 (2014) 11–31
Contents lists available at ScienceDirect

Vision Research

journal homepage: www.elsevier .com/locate /v isres
Neural population models for perception of motion in depth
http://dx.doi.org/10.1016/j.visres.2014.04.014
0042-6989/� 2014 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail address: eebert@ust.hk (B.E. Shi).
Qiuyan Peng, Bertram E. Shi ⇑
Department of Electronic and Computer Engineering and Division of Biomedical Engineering, Hong Kong University of Science and Technology, Clear Water Bay, Kowloon, Hong Kong

a r t i c l e i n f o a b s t r a c t
Article history:
Received 21 August 2013
Received in revised form 28 April 2014
Available online 9 May 2014

Keywords:
Motion in depth
Changing disparity
Interocular velocity difference
Visual motion
Stereo disparity
Neural development
Changing disparity (CD) and interocular velocity difference (IOVD) are two possible mechanisms for
stereomotion perception. We propose two neurally plausible models for the representation of motion-
in-depth (MID) via the CD and IOVD mechanisms. These models create distributed representations of
MID velocity as the responses from a population of neurons selective to different MID velocity. Estimates
of perceived MID velocity can be computed from the population response. They can be applied directly to
binocular image sequences commonly used to characterize MID perception in psychophysical
experiments. Contrary to common assumptions, we find that the CD and IOVD mechanisms cannot be
distinguished easily by random dot stereograms that disrupt correlations between the two eyes or
through time. We also demonstrate that the assumed spatial connectivity between the units in these
models can be learned through exposure to natural binocular stimuli. Our experiments with these
developmental models of MID selectivity suggest that neurons selective to MID are more likely to develop
via the CD mechanism than the IOVD mechanism.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Motion in depth (MID) or stereomotion, refers to motion
approaching or receding from the observer. Two mechanisms have
been proposed to explain MID perception: changing disparity (CD)
and interocular velocity difference (IOVD) (Rashbass &
Westheimer, 1961a, 1961b). The CD mechanism is assumed to
combine binocular information first to estimate static disparity
and to estimate the change in disparity over time second. The IOVD
mechanism is assumed to estimate monocular motion first and to
estimate the difference between the motion in the left and right
eyes second.

The extent to which these two mechanisms are employed by
human observers is still an open question. Researchers typically
attempt to address this question using modifications of the
random dot stereogram (RDS). The standard RDS is created by
generating a random dot pattern for the left eye, and presenting
the same pattern to the right eye shifted by a given disparity. Over
time, the random dots move coherently. This stimulus contains
both CD and IOVD cues. To evaluate the potential contributions
of the two mechanisms, researchers create stimuli that disrupt
correlations between the two eyes or over time.
The dynamic RDS (DRDS) breaks the correlation over time. A
new dot pattern is generated independently for every frame, but
left and right eye patterns are identical except for a shift by the
desired disparity. Since there is no coherent motion over time,
the DRDS stimulus contains only the CD cue. It is commonly
assumed that the ability to perceive MID from a DRDS stimulus
is evidence for the use of a CD mechanism, and that degradation
in perception of MID for DRDS stimuli in comparison with RDS
stimuli is evidence for the use of an IOVD mechanism. However,
this conclusion relies heavily upon the assumption that accurate
estimates of disparity for each frame are available to the CD mech-
anism. Given the low temporal and spatial resolution of stereopsis
(Norcia & Tyler, 1984; Regan & Beverley, 1973; Tyler, 1971), this
may not be true of the neural representation of disparity.

The uncorrelated RDS (URDS), also called the time correlated
RDS (TCRDS), breaks the correlation between the two eyes. The
dot patterns presented to the left and right eyes are generated
independently, but move coherently over time. The anticorrelated
RDS (ARDS) stimulus is similar to the URDS except that instead of
presenting independent dot patterns to the left and right eyes,
anticorrelated (i.e. contrast reversed) dot patterns are presented.
The URDS and ARDS stimuli contain spurious binocular
correlations between the left and right images, which may evoke
MID perception via a CD mechanism (Allison, Howard, & Howard,
1998). However, the CD cues in these stimuli are weaker than in
the RDS. Thus, it is commonly assumed that the ability to perceive
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MID from the URDS and ARDS stimuli is evidence for the use of an
IOVD cue. Quantifying the degree to which these spurious correla-
tions contribute to MID perception clearly depends upon the
neural representation of disparity.

Fully addressing these assumptions in order to interpret the
results of psychophysical experiments correctly will require the
development of neurally plausible computational models of MID
perception to proceed hand in hand with experimental work. To
date, work in this area has been limited. We are aware of only
two models of MID perception using cortically inspired operators:
one using the IOVD mechanism and one using the CD mechanism.
Sabatini et al. have demonstrated how a detector selective to MID
can be constructed from motion/disparity energy units commonly
used to model cortical neurons (Sabatini & Solari, 2004; Sabatini
et al., 2001, 2003). This detector uses the IOVD mechanism, since
it takes the difference between the two estimates of monocular
velocity computed using the normalized opponent motion energy.
Peng and Shi (2010) have proposed the CD energy model to con-
struct units selective to MID using the CD mechanism. This model
first constructs a distributed representation of binocular disparity
using a population of binocular disparity energy units, in which
peak response shifts as a function of disparity. The model then uses
a modification of the motion energy model to construct units tuned
to different speeds and directions of the shift in the peak response.

This paper presents a comprehensive comparison of the
responses of populations of model units that are selective for
MID using biologically plausible IOVD and CD mechanisms. The
inputs to these models are the visual stimuli commonly used in
psychophysical studies intended to tease out the relative contribu-
tions of these mechanisms to perception. We also present a devel-
opmental mechanism through which these units may emerge in
response to visual stimuli. This work makes several contributions.
First, to our knowledge, it is the first comparison of the responses
of neurally plausible models of the IOVD and CD mechanism to
visual stimuli. These models are comparable in that they consist
of similar processing stages, only reversed in order. Surprisingly,
we find that both CD and IOVD model predict the same perfor-
mance degradation trend for various types of stimuli (RDS, URDS,
DRDS, ARDS). This is inconsistent with common hypotheses that
the CD and IOVD mechanisms can be distinguished by breaking
the correlations in binocularity or time in stimuli (Brooks, 2001,
2002a; Brooks & Stone, 2004, 2006; Cumming & Parker, 1994;
Fernandez & Farell, 2005; Harris, McKee, & Watamaniuk, 1998;
Harris & Rushton, 2003; Regan & Beverley, 1973; Shioiri et al.,
2009, 2008; Shioiri, Saisho, & Yaguchi, 2000). Second, it extends
prior modeling work, which considered only the responses of sin-
gle units or pairs of units tuned to MID, to the construction of
entire populations of units tuned to different motions in depth.
This enables us for the first time to derive estimates MID velocity
from computational models of neuronal MID selectivity. Finally,
it is the first developmental model of MID selectivity. Here we find
evidence suggesting that units with the CD mechanism are easier
to develop than units with the IOVD mechanism.
2. The CD and IOVD energy models

This section presents biologically plausible models for popula-
tion responses of neurons selective to MID via the CD and IOVD
mechanisms. Because these models are constructed using the same
mathematical operations as used by the disparity energy (Ohzawa,
DeAngelis, & Freeman, 1990) and motion energy models (Adelson
& Bergen, 1985; Watson & Ahumada, 1985), which model the
responses of disparity and motion selective complex cells in the
primary visual cortex, we refer to these two models as the CD
and IOVD energy models. The first subsection gives an overview
of the CD and IOVD energy models. The second subsection defines
the mathematical operations used in each step of the models. The
third subsection derives a closed form expression for the outputs of
the models. The fourth subsection describes how MID can be
estimated from the outputs. The fifth subsection describes the
parameter settings used in our numerical experiments. The final
subsection describes the input stimuli applied to the models.
2.1. Overview

Fig. 1 shows the structure of the CD and IOVD energy models.
Both models consist of two stages. The models can be considered
dual in the sense that the two stages are similar, but their order
is reversed. In the CD energy model, disparity is encoded first by
combining inputs from the left and right eyes. Temporal changes
in disparity are encoded second by combining inputs from current
and delayed versions of the first stage disparity encodings. In the
IOVD energy model, velocity in the left and right eyes is encoded
first by monocularly combining current and delayed inputs. Veloc-
ity differences are encoded second by combining the left and right
eye velocity encodings from the first stage.

At each image location, both models take as input binocular
input sequences and produce as outputs the responses of
populations of neurons tuned to different MID. Left and right eye
inputs are passed through a spatial high pass filter (SHPF) with a
center-surround kernel, which approximates the processing taking
place in the retina and LGN.

As shown in Fig. 1(a), the CD model first constructs a distributed
representation of the spatial disparity between the left and right
eye images as the responses of a population of spatial disparity
units shown by the blocks labeled SDU. This stage is biologically
plausible, as the primary visual cortex of primates contains neu-
rons tuned to different disparities (Barlow, Blakemore, &
Pettigrew, 1967; Cumming & DeAngelis, 2001; Pettigrew, Nikara,
& Bishop, 1968) and it seems likely that the neural system encodes
stereo disparity as the distributed activity across a population of
such units (Qian, 1994). The response of each SDU combines infor-
mation from the left and right eye images according to the dispar-
ity energy model, which has been used to model the responses of
disparity tuned complex cells (Ohzawa, DeAngelis, & Freeman,
1990). The population is constructed by varying the phase param-
eter W, which determines the disparity tuning of the unit, from �p
to p. The original disparity energy model considered only the
instantaneous binocular input, and did not include the temporal
low pass filter (TLPF). Since we consider time varying input, we
include the temporal filter to account for the finite temporal ker-
nels of neurons in V1 (DeAngelis et al., 1999; DeAngelis, Ohzawa,
& Freeman, 1993; Ohzawa, DeAngelis, & Freeman, 1996). The nor-
malization stage makes the responses invariant to image contrast.

Our analysis below shows that at each spatial location and time
instant, the population response of the first stage varies smoothly
over phase W, and has a single peak, whose location changes with
the disparity between the left and right eyes. Thus, the shift in the
peak location over time is an indicator of MID via a CD mechanism.
The second stage of the CD energy model encodes this shift as the
distributed activity across a population of phase disparity units
(PDUs). Each PDU is tuned to a different phase shift between the
current and delayed versions of the normalized SDU population
response by a phase parameter H, which varies from �p to p.
The current and delayed versions of the normalized SDU popula-
tion response are obtained by two temporal filters (TCPF/TSPF) that
have similar kernels but differ in phase (CP = cosine phase,
SP = sine phase). The computations performed by the PDU are sim-
ilar to those of the SDU, except that the PDU combines information
from units that vary by phase, rather than spatial location. The



Fig. 1. The structure of the CD and IOVD energy models. (a) The CD energy model. The first stage constructs a distributed representation of binocular disparity by combining
left and right eye images in a population of spatial disparity units (SDUs). The second stage encodes temporal changes in disparity by combining current and delayed versions
disparity encoding from the first stage. Current/delayed versions are obtained by temporal filtering (TCPF/TSPF). (b) The IOVD energy model. The first stage constructs
distributed representation of monocular velocity by SDUs selective to spatial shifts (disparities) between current and delayed monocular inputs. The second stage encodes
interocular velocity differences by combining the first stage velocity encodings for the left and right eyes. Abbreviations: SHPF = Spatial High Pass Filter. TLPF = Temporal Low
Pass Filter. TCPF = Temporal Cosine Phase Filter. TSPF = Temporal Sine Phase Filter. SDU = Spatial Disparity Unit. PDU = Phase Disparity Unit.

Q. Peng, B.E. Shi / Vision Research 101 (2014) 11–31 13
magnitude and direction of MID can be estimated from the peak
location in the PDU population.

The IOVD energy model, shown in Fig. 1(b), uses the same
building blocks, but in the opposite order. Its first stage constructs
distributed representations of the monocular motion in the left and
right eye images. Motion in each eye is represented by a population
of SDUs, which are selective to different spatial disparities between
current and delayed versions of the input images. As in the second
stage of the CD energy model, these current and delayed versions
are obtained by passing the images through two temporal filters
(TCPF/TSPF). As in the first stage of the CD energy model, the
population is constructed by varying a phase parameter W from
�p to p.

The two population responses in the first stage each have a
single peak, whose location changes with the left and right eye
image velocities. Thus, an IOVD appears as a shift in the peak
location between the left and right eye SDU populations. As in
the CD energy model, the second stage of the IOVD energy
model encodes this shift using a population of PDUs. Unlike
the CD energy model, where the PDUs combine current and
delayed versions of the SDU population responses, in the IOVD
energy model, the PDUs combine SDU populations responses
from the left and right eyes.
2.2. Mathematical definitions

This section details the mathematical operations performed by
each of the blocks shown in Fig. 1.

The spatial high pass filters (SHPF) are implemented by taking
the original image and subtracting a spatially low pass filtered
version of the image. The kernel of the spatial low pass filter is a
circular Gaussian with variance of r2

x in both directions.
The temporal low pass filter (TLPF) has kernel

Gðtja; sÞ ¼ 1
CðaÞsa ta�1e�

t
suðtÞ ð1Þ

where C(a) is the standard Gamma function and u(t) is the unit step
function. The parameters a and s are known as the shape parameter
and time constant. In our experiments, the TLPFs in the first stage of
the CD energy model and the second stage of the IOVD model share
the same shape parameter a = 1, but may differ in their time
constants, which are denoted by sCD1 and sIOVD2.

The kernels of the temporal cosine phase filter (TCPF) and tem-
poral sine phase filter (TSPF) are the real and imaginary parts of a
complex valued kernel Gðtja; sÞejXt t . Intuitively, the TCPF output
depends largely on the current input, since if a = 1, then
Gðtja; sÞ ¼ s�1e�t=suðtÞ, and the kernel of the TCPF,
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Gðtja; sÞ cosðXttÞ, has maximum value at t = 0. The TSPF output
depends largely on the past input, since its kernel, Gðtja; sÞ sin
(Xtt), has maximum value at a time t > 0, which depends upon
the values of s and Xt and approaches t = p/(2Xt) for large s.

The spatial disparity unit is selective to the spatial disparity
between its two inputs. It combines two image inputs (left eye/
right eye or cosine phase/sine phase) using the disparity energy
model (Ohzawa, DeAngelis, & Freeman, 1990). The output of each
spatial disparity unit is called the disparity energy, and depends
upon space, time and a phase parameter W, which varies from
�p to p in the population. Denote the two inputs to this unit by
W1(x, y, t) and W2(x, y, t), The SDU first combines the two inputs
linearly over space according to

Z1ðx; y; t;WÞ
Z2ðx; y; t;WÞ

" #
¼
ZZ b1;1ðx� n; y� gÞ b1;2ðx� n; y� g;WÞ

b2;1ðx� n; y� gÞ b2;2ðx� n; y� g;WÞ

" #

�
W1ðn;g; tÞ
W2ðn;g; tÞ

" #
dndg

ð2Þ

The kernels of the spatial filters are Gabor functions with a
phase shift of W between the kernels applied to the first and
second inputs. The spatial filters used for computing Z1 and Z2

are identical, but in quadrature phase.

b1;1ðx; yÞ b1;2ðx; y;WÞ
b2;1ðx; yÞ b2;2ðx; y;WÞ

� �
¼ Nðx; yj0;CÞ

cosðXxxÞ cosðXxxþWÞ
sinðXxxÞ sinðXxxþWÞ

� �
ð3Þ

The spatial envelope Nðx; yj0;CÞ is the 2D Gaussian kernel with
zero mean and covariance matrix C. We assume C to be a diagonal
matrix with elements r2

x and r2
y ¼ ð2rxÞ2 so that the envelope is

longer in the vertical than in the horizontal direction. The param-
eter r2

x determines the spatial frequency bandwidth. The parame-
ter Xx determines the center spatial frequency. The disparity
energy is given by

Eðx; y; t;WÞ ¼ ðZ1ðx; y; t;WÞÞ2 þ ðZ2ðx; y; t;WÞÞ2 ð4Þ

This operation makes the disparity energy less sensitive to
small shifts in the position of the stimulus.

The phase disparity units are similar to the spatial disparity
units, except that they integrate information over the phase
parameter W in the population, rather than over space. By analogy
with the above, we refer to their outputs as phase energy. If
we denote the two inputs to the unit by W1(x, y, t, W) and
W2(x, y, t, W), the phase energy is given by

Eðx; y; t;HÞ ¼ ðZ1ðx; y; t;HÞÞ2 þ ðZ2ðx; y; t;HÞÞ2 ð5Þ

where Z1 and Z2 sum the outputs of phase filters applied the two
inputs, i.e.,

Z1ðx; y; t;HÞ
Z2ðx; y; t;HÞ

� �
¼ 1

2p

Z p

�p

b1;1ðWÞ b1;2ðW;HÞ
b2;1ðWÞ b2;2ðW;HÞ

� �
W1ðx; y; t;WÞ
W2ðx; y; t;WÞ

� �
dW

ð6Þ

and

b1;1ðWÞ b1;2ðW;HÞ
b2;1ðWÞ b2;2ðW;HÞ

� �
¼

cosðWÞ cosðWþHÞ
sinðWÞ sinðWþHÞ

� �
ð7Þ

Eq. (7) is simpler than Eq. (3) for the SDU. There is no need for
the spatial frequency parameter, which converts from spatial
coordinates to phase. There is also no need for the Gaussian
envelope, since phase is restricted to lie between �p and p.

The two normalization stages remove the effect of image
contrast. These normalize the energy at each unit by the average
energy across the population and the local average over space
and time. If the inputs to the normalization units are E(x, y, t, W),
the outputs are eEðx; y; t;WÞ ¼ Eðx; y; t;WÞ=Sðx; y; tÞ where the over-
bar indicates pooling over a spatial and temporal neighborhood.

Sðx; y; tÞ ¼ 1
2p

Z ZZZ
Nðn;gj0;r2

nIÞ � Gðcja; snÞ

� Eðx� n; y� g; t � c;WÞdndgdcdW ð8Þ

The spatial neighborhood is modeled by a circularly symmetric
Gaussian with variance r2

n. The temporal neighborhood is modeled
by a Gamma distribution envelope with parameters a and sn.

For both CD and IOVD models, the final output energy at stage
two is pooled over a spatial neighborhood modeled by a circularly
symmetric Gaussian with variance r2

p to account for the larger
receptive fields of complex cells and to improve estimation perfor-
mance (Fleet, Wagner, & Heeger, 1996; Heeger, 1987; Zhu & Qian,
1996).

2.3. Analysis of the population responses

This section gives mathematical expressions for the population
responses of the two stages of the models, and describes how these
population responses vary with the input disparity, motion or
motion in depth.

At each location (x,y) and time t, the SDU population response
as a function of phase has a stereotypical form, with a single peak
whose location varies with the input disparity. Defining Z = Z1 + jZ2

and applying Eqs. (2) and (3),

Zðx; y; t;WÞ ¼
ZZ
Nðx� n; y� gj0;CÞejXxðx�nÞ½1 ejW �

�
W1ðn;g; tÞ
W2ðn;g; tÞ

� �
dndg ¼ V1ðx; y; tÞ þ ejWV2ðx; y; tÞ

ð9Þ

where

Vhðx; y; tÞ ¼
ZZ
Nðx� n; y� gj0;CÞejXxðx�nÞWhðn;g; tÞdndg ð10Þ

for h e {1, 2}. Applying these equations to Eq. (4), we obtain

Eðx; y; t;WÞ ¼ kZðx; y; t;WÞk2

¼ Sðx; y; tÞ þ Pðx; y; tÞ cosðUðx; y; tÞ �WÞ ð11Þ

where (omitting the dependency on (x,y, t) to avoid clutter)

S ¼ jV1j2 þ jV2j2

P ¼ 2jV1 � V�2j
U ¼ argðV1 � V�2Þ

ð12Þ

Thus, the population response is a cosine in phase W with
magnitude P, offset S and achieves its peak value at U.

For the first stage of the CD energy model, the two inputs to the
SDU population, W1 and W2, come from the left and right eyes.
Chen and Qian (2004) show that the peak location U gives a
reliable estimate for the horizontal spatial disparity between the
left and right eyes according to

dest ¼
U
Xx

ð13Þ

The two inputs to the SDUs in the first stage of the IOVD model
are like current and delayed versions of the left or right images. The
outputs are similar to the motion energy described by Adelson and
Bergen (1985). In motion energy model, the spatio-temporal RF
profiles were spatio-temporal Gabor functions. In the model
presented here, the spatio-temporal RF profiles are temporally
causal variants of spatio-temporal Gabor functions when W ¼ p

2
or W ¼ � p

2. The corresponding motion energy units respond
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maximally to sine wave gratings with spatial frequency Xx moving
with speed Xt/Xx. The direction of motion resulting in the maximal
response depends on the sign of the phase shift. Changing the
magnitude of the phase shift does not change the velocity tuning,
but rather the direction selectivity of the units. If DW = 0, the
corresponding motion energy unit is still tuned to respond
maximally to sine wave gratings with spatial frequency Xx moving
with speed Xt/Xx, but responds equally well to gratings moving to
the left and to the right.

The peak location U in the population shifts with the image
velocity, and can be used to estimate the stimulus velocity reliably
(Meng & Shi, 2009). The velocity estimate changes monotonically,
although nonlinearly, with U. The nonlinearity arises because the
phase difference between the frequency response of the TCPF
and TSPF varies nonlinearity with frequency. If we replace the
cosine phase and sine phase paths by the current and previous
frame, then the estimate of the input stimulus velocity would
change linearly with U. However, an ideal delay would not be
consistent with the temporal responses of cortical cells.

For the PDUs in the second stages of the models, an analysis
similar to that above shows that the population response is also
given by Eqs. (11) and (12) with W replaced by H and a slight
change in the definitions of V1 and V2,

Vhðx; y; tÞ ¼
1

2p

Z p

�p
ejWWhðx; y; t;WÞdW ð14Þ

The peak location in the population is a reliable estimate for the
phase disparity between the two inputs, W1 and W2.

2.4. Estimation of MID velocity

The analysis above suggests that the population responses of
the CD and IOVD energy models are a distributed representation
of the MID velocity. If populations of such units were used by the
brain to encode MID velocity, the accuracy of MID perception
would depend upon two factors: (1) the accuracy of the MID
information contained in the population and (2) the mechanism
used to extract this information. Since this study is primarily
concerned with the first, we use the concept of ideal observer
analysis (Geisler, 2003) to estimate the limit of perception given
this representation. In particular, we estimate the MID vd from
the peak location Hp in the population responses of the PDUs in
the second stages of the CD and IOVD models by maximum-a
posteriori (MAP) estimation:

vd;est ¼ arg max
vd

pðvdjHpÞ ð15Þ

The MAP estimate is the optimal estimate assuming a 0–1 loss
function penalizing incorrect estimates. Thus, the quality of this
estimate of MID velocity is a measure of the amount of information
about the MID contained within the population.

According to Bayes rule,

pðvdjHpÞ ¼ pðHpjvdÞpðvdÞP
ipðH

pjvdiÞpðvdiÞ
ð16Þ

We approximate the conditional density p(Hp|vd) with a von
Mises distribution

pðHpjvdÞ ¼
1

2pI0ðrðvdÞ�2Þ
exp

cosðHp � lðvdÞÞ
rðvdÞ2

 !
ð17Þ

where I0(�) is a modified Bessel function of order 0. The functions
l(vd) and r(vd) are found by first estimating their values at a dis-
crete set of vd from data, and then interpolating and extrapolating
over a wider range of vd by a least squares fit of the estimates to
functions
lðvdÞ ¼ k1 arctanðk2vdÞ ð18Þ

and

rðvdÞ ¼ k3 þ k4 arctan jk5vd þ k6j ð19Þ

We assume that the prior p(vd) is uniformly distributed
between ±16 deg/s. Given these parameter fits and the assumption
about the prior, we can map each peak location Hp to an estimate
of the MID velocity. See the experimental results section for more
details.
2.5. Parameter settings

Our simulations discretize space and time into pixels and
frames. One arc minute of visual angle corresponds to one pixel.
One second corresponds to 120 frames.

The spatial filters used in the SDUs of the CD and IOVD models
(equation (3)) are identical. We use vertically oriented Gabor
functions with center spatial frequency tuning of 3.75 cycles per
degree and choose the spatial bandwidth to be 1.95 octaves with
aspect ratio of two. In discrete space, this corresponds to
Xx = 2p/16 radians per pixel, rx = 5 pixels and ry = 10 pixels. The
other spatial parameters are based on the choice of rx. The spatial
standard deviation used to compute the normalization factor
Sðx; y; tÞ is rn = 3rx. The Gaussian used to spatially pool the second
stage outputs has rp = 2rx.

Temporal filter parameters were chosen by setting the center
temporal frequencies (Xt,IOVD1 and Xt,CD2) and the time constants
(sIOVD1 and sCD2) of the TCPF/TSPF block in the first stage of the
IOVD model and the second stage of the CD model as free
parameters. The other temporal filter parameters were scaled
based on these. The time constants of the TLPF are sCD1 = 0.6sCD2

and sIOVD2 = 0.6sIOVD1. For the normalization factor Sðx; y; tÞ, the
temporal parameters are a = 1and sn = 1.6sIOVD1 or 1.6sCD2.

The free temporal filter parameters were chosen to minimize
the root mean squared error (RMSE) in the estimates of MID for
RDS stimuli with direct trajectories, while also ensuring that the
performance of two models were similar for these stimuli. In this
study, we are primarily interested in comparing the degradation
in the accuracy of the information about MID contained in the
two representations when temporal or inter-occular correlations
in the input are removed, rather than comparing the absolute
accuracy of the estimates from the CD or IOVD models. Equalizing
the performance of the two models for RDS stimuli ensures that
the two models start from similar baseline levels of performance.
We made this assumption in an attempt to make the comparison
of the two mechanisms unbiased, rather than based on any
assumption about the relative accuracy of these two mechanisms
in human observers.

Further details about how the parameters were chosen are
given in Appendix A. Here, we summarize the final parameter
choices. In order to ensure that the range of MID selectivity is
the same in both models, we chose Xt,CD2 = 2Xt,IOVD1. The factor
of two appears because the first stage of the IOVD model must
be selective to monocular velocities, while the second stage of
the CD model must be selective to their difference, which can be
twice as large for direct trajectories. Specifically, the temporal
frequencies used are Xt,IOVD1 = 5 Hz and Xt,CD2 = 10 Hz. The time
constants were chosen so that the relative time constant was
Xts = 0.2 cycles (sIOVD1 = 40 ms and sCD2 = 20 ms). In units of dis-
crete time, Xt,IOVD1 = 2p/24 radians per frame, sIOVD1 = 4.8 frames,
Xt,CD2 = 2p/12 radians per frame and sCD2 = 2.4 frames.

The parameters chosen are consistent with data published with
cortical cells in macaque (Dayan & Abbott, 2001; De Valois,
Albrecht, & Thorell, 1982; Foster et al., 1985). They are also
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consistent with those used in our previous work on CD energy
model (Peng & Shi, 2010).
2.6. Stimuli

Input stimuli used to characterize the model were generated
from random dot patterns covering 2.1 * 2.1 degrees of visual space
(128 * 128 pixels) with 50% dot density, where 50% indicates that
the stimulus contains 50% white and 50% black elements. Dot size
is 3 arcmin in diameter (3 * 3 pixels). Stimuli last for 1 s. We add
Gaussian white noise to all stimuli. The noise is independent across
space, time and eye with standard deviation equal to 2% percent of
the maximum value.

For the random dot stereogram (RDS) stimuli, left and right eye
image velocities, vL and vR, ranged between �2 and 2 deg/s in steps
of 0.1 deg/s, depending upon the desired MID trajectory. Negative
velocities correspond to leftward motion. The MID velocity is the
difference vd = vL � vR. The lateral (frontoparallel) velocity is deter-
mined by the average. For direct trajectories, where the surface
approaches or recedes from the observer directly, the left and right
eye image velocities have the same magnitude but opposite sign,
vL = �vR and there is no lateral component to the velocity. For obli-
que trajectories, the lateral component is nonzero. We characterize
the obliqueness by the ratio between the monocular image veloc-
ities c = vR/vL. For direct trajectories, c = �1. For stimuli moving
directly toward the right eye, c = 0. Trajectories with c 6 0 (c > 0)
are called Hit (Miss) trajectories (Brooks & Stone, 2004; Cynader
& Regan, 1978; Regan, 1993).

The initial disparity between the left and right stereograms is
set so that the disparity 67 ms before the end of the stimulus is
equal to the desired disparity pedestal. As the disparity pedestal
increases beyond the size of the spatial RF of the first stage, the left
and right eye inputs become more and more spatially uncorrelated
and the input approaches the uncorrelated random dot stereogram
(URDS). We generate URDS stimuli by generating the left and right
eye inputs independently and translating them according to the
desired left and right eye image velocities.

We generate dynamic random dot stereograms (DRDS) by gen-
erating a new random dot pattern independently at each frame and
setting the horizontal shift between the left and right images
according to the expected disparity. Since there is no coherent
monocular motion for these stimuli, they cannot have oblique tra-
jectories. However, they do have a well defined MID velocity,
which is determined by the rate of change of the disparity.

We generate stimuli with varying degrees of monocular motion
coherence by superimposing RDS and DRDS with different dot den-
sities. For example, a stimulus with 50% density and 80% coherence
is the combination of an RDS with 40% density and a DRDS with
10% density.
3. Results of parametric CD and IOVD energy models

3.1. Single unit tuning characteristics and population responses

The PDUs in the second stages of both the CD and IOVD energy
models are selective to MID. Fig. 2(a) and (b) show the tuning char-
acteristics of the PDU with H = p/2 in the CD and IOVD models in
response to RDS with different combinations of left and right
image velocities (vL and vR). Both units exhibit selectivity to MID,
since the response is maximal along the line vL � vR = 2.2 deg/s
for the CD model and vL � vR = 1.6 deg/s for the IOVD model, and
decreases with distance from the line. For pure MID selectivity,
the tuning characteristics responses of the units should be constant
along diagonal lines slanting from upper left to lower right, which
correspond to points with the same MID velocity but different
lateral velocities. Comparing the two heat maps, we observe that
the CD unit exhibits better invariance to oblique trajectories. How-
ever, for large enough lateral components, the response of the unit
does decay due to the temporal low pass filtering applied to the
monocular inputs (Fig. 2 in Peng and Shi (2010)).

On the other hand, the responses of the IOVD unit decay more
quickly as the lateral component of the 3D velocity increases.
The faster decay with the lateral velocity is due to the nonlinear
variation of the peak locations in the SDU populations of the first
stage with monocular input velocity, which is shown in Fig. 3.
The peak location saturates at phases of ±p for large velocities.
Consider two trajectories (vL, vR) and ðv 0L;v 0RÞ, with the same MID
velocity, vd ¼ vL � vR ¼ v 0L � v 0R, but different lateral velocities:
(vL + vR)/2 = 0 (direct) and ðv 0L þ v 0RÞ=2 > 0 (oblique). Fig. 3 shows
that the difference in the peak locations for the oblique trajectory
is smaller than the difference for the direct trajectory. Since the
PDU in the second stage is tuned to a particular difference in peak
location, the response decays as the difference changes.

The peak locations in the PDU populations vary smoothly with
changes in the monocular image velocities in the left and right
eyes. Fig. 2(c) and (d) show the variation of average peak location
Hp in the CD and IOVD population with input image velocity. The
peak locations increase smoothly and monotonically with MID
along lines with constant lateral motion, suggesting that Hp may
provide a good estimate of input MID velocity. The peak location
in the CD energy model population exhibits better invariance to
lateral translation. The poorer invariance exhibited by the IOVD
model is primarily due to the nonlinear variation of the peak loca-
tions in the SDU populations of the first stage with monocular
input velocity as discussed earlier.

3.2. MID estimation

As discussed in Section 2.4, the accuracy of MID estimates
obtained from the location of the peak response is a measure of
the information about MID velocity contained in each representa-
tion. We use MAP estimates derived from a probabilistic model of
the variation in the peak response with MID velocity to obtain an
optimal estimate of the MID velocity from the population response.
Fig. 4(a) and (b) show that the empirical distribution of the peak
location for direct trajectories can be well fit by the parameterized
density p(Hp|vd) in (17) for vd = 4 deg/s for both the CD and IOVD
energy models. Fits with similar quality were observed at other
values of vd. Fig. 4(c)–(f) compare empirically estimated values of
l(vd) and r(vd) with fits to Eqs. (18) and (19). Fig. 4(g) and (h) show
the relationships between the peak location Hp and the MID veloc-
ity vd,est estimated according to (15). The estimated MID velocity
saturates at 16 deg/s, the limit of the uniform prior over vd.

Fig. 2(e) and (f) show the mean estimated MID velocity from the
CD and IOVD models for RDS inputs. Since the estimates are
obtained from the peak location, the heat maps are qualitatively
similar to those in Fig. 2(c) and (d) except for a change in the color
maps. The two models give similar estimates for direct trajectories,
which fall along the diagonal line from the lower left corner to the
upper right corner. Ideally, the heat maps should be constant along
lines of constant MID (diagonal lines slanting from upper left to
lower right). This is true for the CD model. However, the IOVD
model systematically underestimates the MID velocity as the lat-
eral velocity increases. This underestimation is due to the nonlin-
ear variation of the peak location in the SDU populations of the
first stage with monocular input velocity as discussed earlier.

Fig. 5 shows the mean and standard deviations of the MID
velocities estimates from the two models for RDS, DRDS, URDS
and ARDS stimuli with different MID velocities. Trajectories of
the RDS, URDS and ARDS stimuli were direct. Since DRDS stimuli
have no coherent monocular motion, they cannot have oblique
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Fig. 2. (a and b) Heat maps of the average responses of the PDU with H ¼ p
2 for the CD (a) and IOVD (b) energy models for RDS inputs with varying left (vL) and right (vR) image

velocities. (c and d) Heat maps of the average peak location in the CD (c) and IOVD (d) PDU populations. (e and f) Heat maps of the MID estimates obtained from the peak
location in the CD (e) and IOVD (f) PDU populations. Arrows indicate interocular velocities, where negative velocities correspond to leftward motion. In each subplot, points in
the lower left correspond to motion toward the observer. Points on the upper right correspond to motion away from the observer. Points corresponding to direct MID
trajectories (vL = � vR) lie on the diagonal line connecting the lower left corner to the upper right corner. Other points correspond to oblique trajectories. Lines slanting
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trajectories. Statistics were calculated using data from a 17 � 17
rectangular array of 289 neurons whose RF centers are spaced by
5 arcmin for 67 ms (8 frames) before and after the binocular
images coincide at fixation or the desired disparity pedestal and
from 10 trials (49,130 data points). As expected, the RDS stimuli
result in the best estimates. Surprisingly, neither model exhibits
much degradation for both URDS and ARDS inputs. For the DRDS
input, the performance of both models degrade, but in different
ways. The estimates from the CD model exhibit a smaller bias (dif-
ference between the mean estimate and the true value) but larger
variability (as measured by the standard deviation). The estimates
from the IOVD model have a larger bias, but smaller variability.

As a single quantitative measure of the performance of the esti-
mators, we compute the root mean squared error (RMSE) between
the estimated and true values of the direct component of the MID
velocity The RMSE combines the bias and the standard deviation as
the square root of the sum of their squares. Since we consider only
estimates of the direct component of MID velocity, the RMSE is
well defined for both RDS and URDS stimuli (which contain both
lateral and direct components) and for DRDS stimuli (which con-
tain only the direct component).

Fig. 6(a) and (b) show the RMSE of the CD and IOVD models for
RDS inputs with direct trajectories, zero disparity pedestal and MID
velocities varying from �4 to +4 deg/s. Different curves show the
results for RDS inputs with different monocular motion coherence
levels ranging from 100% (pure RDS) to 0% (pure DRDS). The RMSE
curves as a function MID velocity generally have a ‘‘V’’ shape, and
all intersect at a MID velocity of zero. When the MID velocity is
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zero, the stimulus is stationary in three dimensions. Thus the two
inputs to the left and the right eyes are identical, except for the
small amount of additive noise in the inputs. For the CD model,
the population response of the SDU stage will have a peak that
remains near zero for all time, except for fluctuations introduced
by the additive noise. For the IOVD model, the population
responses of the two SDU stages encoding monocular image veloc-
ity will be nearly identical. For pure RDS inputs, the monocular
motion is zero, so the peak locations in both populations will
remain near zero. For pure DRDS inputs, since there is no coherent
monocular motion, the peak locations will vary randomly over
time, but will be nearly identical at all times in the left and right
eye populations. In both cases, the phase difference seen by the
second stage will be close to zero, and thus the estimates of MID
velocity will be close to zero. Thus, degradations in performance
with monocular motion coherence will be evident only at nonzero
MID velocities.

Estimation error increases as the coherence decreases for both
models. The increase in RMSE is larger for the IOVD model than
that for the CD model. At an MID input velocity of 1 degree per sec-
ond, the RMSE of the IOVD model for the DRDS is 7.6 times larger
than the RMSE for the RDS. For the CD model, the RMSE increase is
4.9 times. This larger increase is expected, since the DRDS stimuli
disrupt the monocular motion cues which the IOVD model
depends upon.

It might be surprising that the estimates from the CD model
degrade at all, since each frame of the DRDS has a well defined
binocular disparity. This degradation is due in part to the temporal
filtering in the first stage of the CD model, which we included to
model the finite temporal kernels of neurons in V1. Fig. 6(c) shows
the RMSE of the CD energy model with the temporal dynamics in
the first stage of the CD model removed by setting sCD1 = sn,CD1 = 0.
The RMSE decreases in comparison with Fig. 6(a). On the other
hand, removing the temporal dynamics in the binocular combina-
tion stage of the IOVD energy model by setting sIOVD2 = sn,IOVD2 = 0
leads to an increase in the RMSE (Fig. 6(d)).

Fig. 7(a) and (b) show the RMSE of the MID velocity estimates
from the CD and IOVD models for RDS stimuli all with direct trajec-
tories but at different disparity pedestals. As disparity pedestal
increases, the RDS stimuli approach the URDS stimulus. Thus, we
also include the result for the URDS stimulus. The RMSE for both
models changes little with changes in the disparity pedestal. For
small MID, the RMSE for the CD model with URDS stimuli is only
10% larger than the RMSE with RDS stimuli at fixation. The RMSE
is essentially unchanged for the IOVD model.

Fig. 7(c) and (d) show the RMSE of the MID velocity estimates
for the two models for RDS inputs with various oblique
trajectories. As expected from the results shown in Fig. 2, the esti-
mates from the IOVD model degrade faster than those from the CD
model as the trajectory becomes more oblique, due to a stronger
bias toward underestimating MID.
3.3. Decision making task

We also compare predictions of the CD and IOVD energy models
with the results from psychophysical experiments reported in
(Brooks & Stone, 2004). In these experiments, observers were
presented with a pair of standard and test stimuli and asked to
determine which stimulus was moving faster in MID. Brooks &
Stone fitted the psychometric curve with the Gaussian cumulative
distribution function, and computed the point of subjective equal-
ity (PSE), just-noticeable difference (JND) and Weber fraction from
the fits. They found the Weber fraction for DRDS stimuli to be
higher than the Weber fraction for RDS stimuli, which they sug-
gested as evidence for IOVD processing.

We replicate this experiment with our models by adding a
decision making stage to the outputs. To compute one point on
the psychometric curve, we choose a standard stimulus MID veloc-
ity and a test stimulus MID velocity. We present the models with
RDS stimuli with the standard and test MID velocities, and com-
pare the MID velocities estimated by the models to determine
which stimulus appears to be faster in each pair. We then calculate
the percentage of time the test stimuli is perceived as faster than
the standard stimuli. We repeat this process for test stimuli with
varying MID velocity to generate the psychometric curve shown
by the blue circles in Fig. 8. We then compute the Weber fraction
using the same procedure as (Brooks & Stone, 2004). We fit the
blue points with a Gaussian cumulative distribution function
(shown as the red curve in Fig. 8), and calculated the PSE, JND
and Weber fraction. Since our experimental and model settings
are consistent with those used in (Brooks & Stone, 2004), our
results should be comparable.

In order to match the targeted psychophysical experiments, we
choose the standard stimulus to be 0.6 deg/s and swept the MID
velocity of the test stimulus from �1 to 1 deg/s. Fig. 9 plots the
speed discrimination thresholds from the two models, expressed
as Weber fraction, for RDS and DRDS stimuli at different disparity
pedestals. For RDS and DRDS with zero disparity pedestal, the
Weber fractions produced by both the CD and IOVD model are
quite similar to the experimental results presented in Fig. 3 of
(Brooks & Stone, 2004), i.e. around 0.2 for RDS and higher (0.5–
0.8) for DRDS. Brooks and Stone reported that ‘‘there is a clear
effect of stimulus type (RDS vs. DRDS), but no obvious general
effect of relative disparity pedestal.’’ The results from both models
for the RDS stimuli are consistent with this finding, as the Weber
fractions are quite constant across all disparity pedestals. However,
neither model replicates this finding for the DRDS stimuli. Instead,
the Weber fractions increase with disparity threshold, indicating
poorer speed discrimination for these DRDS stimuli as disparity
pedestals increase.
4. Developmental models of MID selective neurons

In the models described above, the strengths b of the receptive
field structures in the SDUs and PDUs were defined explicitly in
Eqs. (3) and (7). These receptive field structures may be
implemented by plastic synaptic connections between neurons.
We propose here a developmental model for these connections.
This developmental model enables us to address the question of
whether the patterns of connectivity required to implement MID
selectivity might be learned by a network in response to binocular
motion-in-depth stimuli.
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Fig. 4. Illustration of MID velocity estimation from the peak location in the phase-tuned population in response to RDS inputs. First row: two examples of distribution fitting. The
blue bars show the distribution of peak phases given an input MID velocity equal to 4 deg/s. The red curves are fits to the conditional probability density function p(Up|vd) given in
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Fig. 6. (a and b) RMSE of the CD (a) and IOVD (b) models for RDS stimuli with different values of motion coherence. Stimuli with 0% motion coherence are DRDS. (c and d)
Similar to (a and b) except that the TLPF and temporal filter for the normalization factor in the stages integrating information from the two eyes has been removed.

Q. Peng, B.E. Shi / Vision Research 101 (2014) 11–31 21
4.1. Model description

Our developmental model replaces the SDU/PDU populations
with models with Adaptive Subspace Self-Organizing Maps
(ASSOM) (Kohonen, Kaski, & Lappalainen, 1997). The ASSOM seeks
to find a set of low dimensional subspaces that reflect collectively
the statistics of a set of N dimensional input vectors. Let M be the
number of subspaces. Each subspace, LðiÞ where i 2 {1, 2, . . .,M}, has
dimension H and is defined by H orthonormal basis vectors
bðiÞh 2 R

N where h = 1, 2, . . .,H. Each subspace exhibits invariance
along a stimulus dimension, e.g. translation, in the sense that it
models input vectors that are similar except for a variation along
the invariant stimulus dimension. Thus, each subspace is
analogous to a complex cell in the visual cortex, which exhibits
selectivity along some stimulus dimensions, e.g. orientation, but
invariance along others, e.g. position. The collection of subspaces
is organized topographically. Neighboring subspaces are
constrained to be close to each other by using similar techniques
as the traditional self organizing map (Kohonen, 1990).

Each SDU or PDU corresponds to one subspace, where we
assume H = 2. The projected length of an input pattern at time t,
w(t) 2 RN, onto basis h 2 {1, 2} of subspace L(i) is

zðiÞh ðtÞ ¼ bðiÞTh wðtÞ; ð20Þ

Eq. (20) corresponds to Eqs. (2) and (6). For the first stage, the
input vectors w(t) contain the values of W1(x, y, t) and W2(x, y, t)
in a small spatial patch. The basis vectors bðiÞh contain the coeffi-
cients bh,1(x, y) and bh,1(x, y, W) weighting information in those
patches (Eq. (3)) over space. For the second stage, the input vectors
w(t) contain the values of W1(x, y, t, W) and W2(x, y, t, W) at varying
phases W. The basis vectors bðiÞh contain the coefficients bh,1(W) and
bh,2(W, H) weighting information over phase (Eq. (7)).

The projection of the input vector onto the subspace is

ŵðiÞðtpÞ ¼
X

h

zðiÞh ðtpÞbðiÞh : ð21Þ

Since the basis vectors are orthonormal, the squared length of
the projection is given by

EðiÞðtÞ ¼ ðzðiÞ1 ðtÞÞ
2
þ ðzðiÞ2 ðtÞÞ

2
; ð22Þ

and corresponds to the energy in Eq. (4), (5). Input from the first
stage to the second stage normalized through a soft max function,

eEðiÞðtÞ ¼ expðEðiÞðtÞ=KÞP
j expðEðjÞðtÞ=KÞ

; ð23Þ

where K > 0 is a ‘‘temperature’’ parameter controlling the entropy
the soft-max function’s output. For large K, all outputs are nearly
equal (large entropy). As K approaches 0, the output corresponding
to the largest input tends to one, and the remaining outputs to zero
(small entropy).

The ASSOM is an attractive developmental model here because
it organizes the units topologically so that adjacent neurons have
similar tunings. This is consistent with experimental measure-
ments of the organization of neurons tuned to orientation (Hubel
& Wiesel, 1963; Maldonado et al., 1997; Ohki et al., 2006), disparity
and ocular dominance (Chen, Lu, & Roe, 2008; DeAngelis &
Newsome, 1999; Kara & Boyd, 2009) in primates and cats.
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Fig. 7. (a and b) Effect of disparity pedestals. The plots show the RMSE of MID velocity estimates from the CD (a) and IOVD (b) models as a function of MID velocity for RDS
inputs with different disparity pedestals ranging from 0 to 8 arcmin, and for URDS inputs. (c and d) The effect of oblique trajectories. The plots show the RMSE of MID velocity
estimates from the CD (c) and IOVD (d) models as a function of MID velocity for RDS inputs with oblique trajectories covering direct (vR/vL = �1), hit (vR/vL = �1/3 or 0) and
miss (vR/vL = 1/3 or 3/5) conditions.

-4 -2 0 2 4
0

0.2

0.4

0.6

0.8

1

test MID (deg/sec)

pr
ob

ab
ili

ty
 o

f p
er

ce
iv

in
g 

fa
st

er
 M

ID

standard MID = 2.0 (deg/sec)
PSE = 2.03 (deg/sec), JND = 0.31 (deg/sec)

data
fitting

Fig. 8. Example of psychometric curve obtained from the decision making task
performed by CD model. The standard stimulus has MID velocity of 2.0 deg/s. Blue
circles indicate data generated by the decisions from the model. The red curve
shows the Gaussian cumulative distribution function that is fit to the data.

22 Q. Peng, B.E. Shi / Vision Research 101 (2014) 11–31
In our experiments, the ASSOM units in the first stage are
trained before those in the second stage. During training, the
ASSOM subspaces are iteratively updated to maximize the lengths
of the projections of input vectors onto the subspaces while also
keeping neighboring subspaces similar. Input vectors are grouped
into learning episodes, S ¼ ftpgP

p�1, consisting of vectors that are
similar but vary along the dimension (e.g. translation) of the
desired invariance. For each episode, the algorithm proceeds in
three steps.
Step 1: Find the winning subspace, which minimizes the total
residual between the input vectors in the episode and their
projections onto that subspace,

c ¼ arg min
i

X
tp2S

k ~wðiÞðtpÞk2

8<:
9=;: ð24Þ

where the residual is given by

~wðiÞðtpÞ ¼ wðtpÞ � ŵðiÞðtpÞ: ð25Þ

Step 2: Update each basis vector bðiÞh in the direction of the
residuals ~wðtpÞ according to

DbðiÞh ¼ khði; cÞ
X
tp2S

bðiÞh ðtÞ
T wðtpÞ

kŵðtpÞkkwðtpÞk
~wðiÞðtpÞ: ð26Þ

where k > 0 is a learning rate that decays during training (see Sec-
tion 4.2). The size of the update decreases with the distance
between the subspace and the winning subspace according to a
Gaussian neighborhood function

hði; cÞ ¼ exp
�kri � rck2

2r2

 !
; ð27Þ

where ri is the location of subspace i in the latent space. The width
of the Gaussian, r shrinks during training (see Section 4.2). The
weighting factor inside the summation ensures that input patterns
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closer to the basis vector contribute more to the update. This update
minimizes a cost function given by

E ¼
X

i

hði; cÞ
X
tp2S

k ~wðiÞðtpÞk2
: ð28Þ

Step 3: Orthonormalize the basis vectors in each subspace.
The update rule we use here is slightly different from the

original ASSOM algorithm in three ways. First, the original algo-
rithm updates the basis vector in the direction of the data w(tp),
while we update it in the direction of the residual ~wðiÞðtpÞ. Since
the basis vectors are always orthonormalized, both methods give
similar numerical results. However, the direction of the residual
is more consistent with the gradient of the cost function in
Eq. (28)with respect to bðiÞh . Second, we do not use dissipation for
the components of the basis vector. Dissipation was introduced
in the original algorithm to improve the stability of learning, but
we found it unnecessary in our application. Third, because we
did not use dissipation, we can update the basis functions once
per episode, rather than once per training pattern. These three
modifications are similar to those used by the principal component
analysis self-organizing map (PCASOM) algorithm (López-Rubio,
Munoz-Pérez, & Gómez-Ruiz, 2004), another modification of the
ASSOM algorithm.

4.2. Parameter settings

For both stages of the model, training lasts for 2 � 104 episodes.
Each episode consists of P = 9 nine samples. The learning rate
decreases according to

kðmÞ ¼ Aa

Ba þm
ð29Þ

where m indexes the training episode, and Aa > 0 and Ba > 0. The
width of the Gaussian neighborhood, r, shrinks linearly from 5 to
0.5 during training.

For the first stages of the models, each ASSOM contains
M = 1024 subspaces organized in a 32 � 32 grid. The parameters
in (29) are Aa = 100 and Ba = 500. The temperature parameter in
(23) is K = 0.05. The temporal frequency for the temporal filter is
Xt = 7.5 Hz (2p/16 radian/frame), and the time constant is
s = 42 ms (5 frames). Inputs are 8x8 pixel image patches extracted
from pre-whitened natural images provided at http://red-
wood.berkeley.edu/bruno/sparsenet/ (Olshausen & Field, 1997).
For the CD model, the input disparity is uniformly distributed over
±8 pixels. We chose this disparity range to match the sizes of the
image patches (8 � 8 pixels), which determine the spatial RF sizes.
For disparities outside this range, the left and right inputs are
uncorrelated. For the IOVD model, the input velocity is sampled
from a uniform distribution between ±4 deg/s (±2 pixel/frame).

For the second stage, each ASSOM contains M = 256 subspaces
organized in a 16 � 16 grid. The parameters in (29) are Aa = 200
and Ba = 1000. The temperature parameter in (23) is K = 0.01. The
temporal filter parameters used in the second stage of the CD
model are the same as in the first stage of the IOVD model. The
input vectors are the concatenation of the two 1024 dimensional
outputs of the first stage (N = 2048). For both networks, the
monocular input velocities are independently chosen from uniform
distributions between ±4 deg/s (±2 pixel/frame) in the horizontal
direction. This assumption ensures that the model is equally
exposed to all velocity pairs within the square regions in left–right
image velocity space we used to characterize the tuning character-
istics (e.g. Fig. 2(a and b) and Fig. 13), but may not be reflective of
the actual statistics of image velocities encountered by the agent
during development. These statistics depend upon both velocities
in objects in the environment and the agent’s behavior, i.e., eye
movements, which co-develop with visual perception. Given the
complexity of and lack of a clear consensus on modeling this prob-
lem, we have chosen the mathematically simple assumption of
independence. It would certainly be worthwhile to re-examine this
assumption as better characterizations of the statistics of visual
input during development become available.
4.3. First stage of developmental models

Fig. 10 shows one of the two basis vectors that develop in the
ASSOM subspaces in the first stages of the CD and IOVD develop-
mental models. The other basis vectors (not shown) are similar,
but are approximately in phase quadrature, as expected for
translation invariance and orthogonality. Since we only consider
the horizontal disparity and velocities, the two segments of the
basis vectors corresponding to the left/right (TCPF/TSPF) inputs
have similar shape and orientation but differ by a horizontal shift,
which determines the disparity (motion) tuning preferences of the
cell. The ASSOM algorithm arranges the basis vectors topographi-
cally, so basis vectors of neighboring subspaces are similar.

Fig. 11 shows the disparity tuning curves for subspaces in the
first stage of the CD developmental model, which are computed
by averaging responses given by (23) to 1000 RDS inputs for each
disparity. A similar topographical organization is evident, where
neighboring subspaces have similar tuning curves and preferred
disparities. The motion tuning curves from the first stage of the
IOVD developmental model are similar, and show a similar topo-
graphical organization (data not shown).

http://redwood.berkeley.edu/bruno/sparsenet/
http://redwood.berkeley.edu/bruno/sparsenet/


Fig. 10. The first basis vectors for the subspaces that develop in the first stage of the CD and IOVD developmental models. (a and b) Basis vectors for the first stage of the CD
network shown as two separate images: one for the left eye (a) and one for the right eye (b). (c and d) Basis vectors for the first stage of the IOVD network shown as two
separate images: one for the TCPF (c) and the other for the TSPF (d). Each image has 8 � 8 pixels, where the intensity is normalized to use the full range from black to white
such that gray corresponds to zero.

Fig. 11. Disparity tuning curves for subspaces in the first stage of the CD network are shown in blue. The magenta line indicates the preferred disparity. The horizontal axis
corresponds to disparity values ranging from ±32 arcmin (pixels) in steps of 0.1 arcmin (pixel).
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Fig. 12. (a and b) Heat maps of orientation selectivity of the subspaces learned by the first stages of the CD (a) and IOVD (b) developmental models. The color map legend
shows the preferred orientation of the subspace in degrees. Orientations of 0� or 180� are vertical. Orientations of 90� are horizontal. (c) Heat map of preferred disparity for
subspaces in the first stage of the CD developmental model. The color map legend gives the disparity preference of the subspace in arcmin (pixels). (d) Spatial map of
preferred horizontal velocity for subspaces in the first stage of the IOVD developmental model. The color map legend gives preferred horizontal velocity of the subspace in
pixels per frame. Multiply by two for degrees per second. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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Fig. 12 shows that the orientation, disparity and horizontal
motion selectivity of the subspaces vary smoothly in the latent
space. Preferred orientations were estimated from the orientation
of the best fitting Gabor to each basis function in Fig. 10. Preferred
disparity and horizontal motion selectivity were estimated from
the tuning curves as the input with the largest response.
4.4. Second stage of the developmental models

Fig. 13 shows the tuning characteristics of the ASSOM subspac-
es in the second stages of the CD and IOVD developmental models
for RDS inputs with different pairs of monocular image velocities.
Measured tuning characteristics are estimated by averaging
responses to RDS stimuli at binocular fixation over 1000 trials.
Many of the subspaces in the CD model are tuned to MID. Their
tuning characteristics are very similar to those of the CD energy
model in Fig. 2(a). Note that the y-axes in the heat maps of
Fig. 13 are flipped in comparison with the heat map in Fig. 2(a).
Thus, lines of constant MID run from lower left to upper right. Their
offset from the origin determines the preferred MID velocity. The
broad tuning along these diagonal line indicates the subspaces in
the CD model exhibit invariance to oblique trajectories. On the
other hand, the tuning characteristics for the IOVD network in
Fig. 13(c) are not consistent with MID velocity selectivity. The
maximum responses are either highly localized in a small regions,
indicating selectivity to a particular combination of left and right
eye image velocities, or lie along horizontal or vertical lines, indi-
cating selectivity to image velocity in one eye, but invariance to
the image velocity in the other. While the subspaces with localized
tunings to a particular pair of unequal left and right eye velocities
do respond preferentially to inputs with a non-zero MID, they do
not exhibit the broader invariance to oblique trajectories observed
in the tuning curve of the IOVD energy model (Fig. 2(b)).

In order to characterize the tuning characteristics across the
population of ASSOM subspaces, we fit the measured tuning
characteristics with 2D Gaussian functions with a bias:

~r ¼ A exp � x2
1

2r2
1

�� x2
2

2r2
2

� �
þ B ð30Þ

where r1 > r2, and

x1

x2

� �
¼

cos h sin h

� sin h cos h

� � vL � �vL

vR � �vR

� �
ð31Þ

These 2D Gaussians are centered at image velocities ð�vL; �vRÞ,
and oriented along an axis with angle h with respect to the
horizontal. The fits are shown in Fig. 13(b) and (d).

Fig. 14 shows the distribution of the fitting parameters.
Fig. 14(a) and (c) show the peak location ð�vL; �vRÞ obtained from
the Gaussian fitting for CD and IOVD networks respectively. The
joint distribution looks quite similar for both networks, with what
appears to be a slight bias toward equal preferred left/right eye
velocities for subspaces in the IOVD model. For ideal MID selectiv-
ity, the population should exhibit tuning to a variety of MID veloc-
ities �vd ¼ �vL � �vR with h = 45�. The joint distribution of ð�vd; hÞ for
the CD developmental model shown in Fig. 14(b) exhibits this
desired distribution. The orientation is concentrated around 45
degrees, and the MID selectivity across the population is broadly
spread. On the other hand, the joint distribution of ð�vd; hÞ for the
IOVD developmental model shown in Fig. 14(d) does not exhibit
this trend. The preferred MID velocities are concentrated around
zero. The orientations exhibit some clustering around 45�, but
the majority of subspaces exhibit other orientations, with a



Fig. 13. Measured (a and c) and best fit (b and d) tuning characteristics of the CD (a and b) and IOVD (c and d) developmental models in response to RDS stimuli with different
monocular image velocities. The tuning characteristics of each subspace are presented as 2D heat maps arranged according to their positions in the latent space. Horizontal
and vertical axes indicate left and right eye image velocities ranging between ±4 deg/s (±2 pixel/frame) in steps 0.2 deg/s (±0.1 pixel/frame). The y axis of each heat map is
flipped in comparison with those of Fig. 2. Black indicates zero response. White indicates the maximum response over the range tested.
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Fig. 14. Joint distributions of parameters used to fit tuning characteristics in the second stages of the CD and IOVD developmental models. (a) Joint distribution of the
parameters ð�vL; �vRÞ determining the center of the Gaussian fit for the subspaces in the CD model. (b) Joint distribution of the preferred MID velocity �vd ¼ �vL � �vR and the
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preponderance of horizontal and vertical orientations, indicating
the subspaces are tuned for velocity in one eye only.

Fig. 15 plots the heat map of the preferred MID velocity for the
ASSOM units in the second stage of the CD model. The preferred
MID velocity varies smoothly in the latent space.
5. Discussion

We have described two models for MID perception via CD and
IOVD mechanisms, which are built using neurally plausible
mechanisms acting directly upon binocular image sequences. The
models studied here extend past work in several ways. First, the
two models are comparable in that they are constructed from sim-
ilar building blocks, only reversed in order. Second, the models
construct distributed representations of MID velocity from which
estimates of MID velocity can be extracted. Past work modeling
joint selectivity to motion and disparity either did not model
neurons tuned to MID or considered only one mechanism (either
CD or IOVD). Past work has also considered models of single
neurons or pairs of neurons. Third, we have shown that the
required connectivity can be learned from exposure to binocular
image sequences constructed from natural images. Past work has
specified connectivity explicitly, with no consideration of how
such connectivity might have developed.

Qian’s stereomotion joint encoding model (Chen, Wang, & Qian,
2001; Qian & Andersen, 1997) is one of the earliest computational
energy models to integrate stereopsis and motion. This model is a
single stage model that replaces the monocular spatial RFs in the
disparity energy model with monocular spatio-temporal RFs that
are tuned to orientations in space–time (i.e. motion). These RFs
are constructed by combining the spatial Gabor RF of the SDU in
(3) with the temporal RF of the TCPF/TSPF. If the motion tuning
in the two eyes is the same, units are tuned to stimuli at a partic-
ular disparity moving in a fronto-parallel direction. If two eyes are
tuned to opposite or unequal motions, the units would be tuned to
a specific trajectory that does contain a motion in depth compo-
nent, but would not exhibit the invariance to oblique trajectories
observed in the two stage IOVD and CD units proposed here.

Sabatini et al. have proposed a hierarchical model for MID
velocity selectivity based on linearly combining the outputs of bin-
ocular units similar to those used by Qian with mismatches in ocu-
lar dominance (Sabatini & Solari, 2004; Sabatini et al., 2001, 2003).
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Fig. 15. Heat map of the preferred MID velocity of the ASSOM subspaces in the
second stage of the CD model. The color map legend indicates the preferred MID
velocity in units of pixels/frame.
The units exhibit MID velocity tuning if the ocular dominance in
the binocular units of the first stage (Layer 0) is not balanced, i.e.
the ocular dominance index a – 0.5. MID tuning is maximized if
a = 0 or 1. In this case, the first stage units reduce to monocular
motion energy units, and the model output is the difference
between the left and right opponent motion energies computed
separately in the two eyes. Thus, this model is a neurally plausible
implementation of the IOVD mechanism.

Sabatini et al.’s model shares a similar hierarchical structure to
the IOVD energy model described here, where motion information
from each eye is first represented separately in the first stage
before being combined binocularly in a later stage. However, it
constructs only a single unit whose output varies with MID veloc-
ity, whereas the IOVD energy model constructs a distributed repre-
sentation of MID velocity in the responses of a population of units
tuned to different MID. The distributed encodings used by the
IOVD energy model are more consistent with the population enco-
dings of stimulus quantities found in the brain. Population-based
representations provide more robust estimates than representa-
tions based on the responses of single neurons for input stimulus
variables (Chen & Qian, 2004). In particular, interpreting the output
of a single neuron is difficult, because its responses are confounded
by selectivity along other stimulus dimensions, such as contrast
and orientation. In addition, the opponent energy representation
used by Sabatini et al. uses only two units to encode monocular
motion, whereas the IOVD energy model encodes monocular image
velocity as the distributed activity across a much larger population
of units.

The hierarchical structure of the CD and IOVD energy models is
consistent with what little is known about the possible neural sub-
strate for MID perception. Visual processing in the brain is thought
to be organized hierarchically (Felleman & Van Essen, 1991). The
primary visual cortex contains populations neurons tuned to par-
ticular binocular disparities and spatio-temporal frequencies
(Hubel & Wiesel, 1962, 1968). The responses of these neurons
can be modeled using the mechanisms employed in the first stages
of the CD and IOVD energy models (Adelson & Bergen, 1985;
Ohzawa, DeAngelis, & Freeman, 1990; Watson & Ahumada,
1985). Neurons in higher stages have more complex selectivity,
which is often modeled assuming input from V1 neurons, e.g.
motion selective neurons in the middle temporal (MT) area
(Simoncelli & Heeger, 1998), or neurons for object recognition in
the inferotemporal (IT) cortex (Riesenhuber & Poggio, 1999).
Recent evidence suggests that the computation of MID occurs in
human occipito-temporal regions or hMT+ based on information
extracted in earlier visual areas (Lamberty et al., 2008; Likova &
Tyler, 2007; Rokers, Cormack, & Huk, 2009).

The IOVD energy model assumes that the IOVD computations
are based directly on the outputs of motion selective neurons in
V1. Although motion processing starts in V1, higher cortical areas
further elaborate this processing, e.g. by introducing selectivity to
pattern motion, as well as integrating information over larger
spatial scales. Recent work suggests that the IOVD calculation is
based upon computations performed at these later stages and
larger scales (Rokers et al., 2011). An interesting avenue for future
development of these models would be to extend them to include
models of neuronal processing at these stages. In particular,
integrating information over multiple and larger spatial scales
may help to resolve the mismatch between the results predicted
by the model on the decision task with DRDS stimuli at disparity
pedestals and the experimental results in (Brooks & Stone, 2004).
Both IOVD and CD energy models predict a rapid increase in the
speed discrimination threshold for DRDS stimuli with increasing
disparity pedestals.

Because these models assume binocular image sequences, they
can be applied directly to the input stimuli used in psychophysical



Table 1
Comparison between the predictions about changes in perception of MID velocity for
DRDS and URDS stimuli in comparison to RDS stimuli by common hypotheses in the
literature and by the models presented. � indicates little or no change, ; indicates
significantly degraded perception. Numbers for the model predictions indicate the
RMSE of the MID velocity estimates for inputs with MID velocity 1 deg/s normalized
by the RMSE of the estimates for RDS inputs with the same input MID velocity.

Stimuli Model

Common hypotheses Model predictions

CD IOVD CD IOVD

DRDS � ; ;4.9 ;7.6
URDS ; � �1.1 �1.0
ARDS ; � �1.0 �1.0
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experiments designed to determine relative contributions of the
CD or IOVD mechanisms. The predictions of our proposed CD and
IOVD models are both consistent with many findings of these psy-
chophysical experiments.

Several authors have reported degradations in MID perception
for DRDS in comparison with RDS, with detection thresholds for
DRDS being larger than for RDS (Brooks & Stone, 2004; Harris,
McKee, & Watamaniuk, 1998). Fig. 5(c) and (d) show degraded
MID perception for DRDS stimuli by both the CD and IOVD energy
models. Fig. 6(a) and (b) show the RMSE of MID estimates increases
with reduced motion coherence, where 0% motion coherence cor-
responds to a DRDS stimulus. Brooks and Stone (2004) observed
no clear effect of a disparity pedestal in their experiments for both
RDS and DRDS stimuli. This is consistent with results from both
models for RDS stimuli. Fig. 7(a) and (b) show no change in the
RMSE for input at different disparity pedestals. Fig. 9 also shows
no changes in the speed detection thresholds. However, predic-
tions of the models are not consistent with this finding for DRDS
stimuli. Fig. 9 shows rapid increases in threshold with disparity
pedestal for both models.

Several studies have indicated that URDS stimuli can lead to the
perception of MID (Allison, Howard, & Howard, 1998; Shioiri,
Saisho, & Yaguchi, 2000). This is consistent with both the CD and
IOVD energy models. Fig. 5(e) and (f) show that the velocity esti-
mates from both models for URDS stimuli are comparable to esti-
mates from RDS stimuli. Fig. 7(a) and (b) show that RMSE of MID
velocity estimates for URDS and RDS stimuli are almost identical
in both models.

Several studies have found that although binocular anti-correla-
tion impairs depth perception, it does not affect MID estimation
(Czuba et al., 2011, 2010; Rokers, Cormack, & Huk, 2008). This is
consistent with our simulation results of both the CD and the IOVD
energy models with ARDS input, shown in Fig. 5(g) and (f). In addi-
tion, we find the RMSE of MID velocity estimates for anticorrelated
RDS to be identical to the RMSE for standard RDS. This data is not
shown here, as the RMSE curves essentially overlap. We discuss the
reasons that there is no degradation in RMSE for ARDS input below.

Researchers have found that subjects over-estimate trajectory
angle for oblique stimuli (Brooks & Stone, 2006; Harris & Dean,
2003). This overestimation is consistent with an underestimation
of the MID component of an oblique trajectory compared with
the lateral motion component. The MID velocity estimates of the
IOVD energy model systematically underestimate the true velocity
for oblique trajectories (Fig. 2(f)). Consistent with Fig. 2 in Harris
and Dean (2003), the IOVD energy model predicts that the amount
by which the trajectory angle is overestimated will increase as the
trajectories become more and more oblique, assuming veridical
estimation of the lateral motion. The CD energy model also leads
to a slight underestimation of MID velocity for oblique trajectories,
but the effect is not as strong as for the IOVD energy model.

Table 1 summarizes by comparing the predictions of common
hypothesis about the changes in MID perception governed by the
CD or IOVD mechanisms for different stimuli types and the predic-
tions of our models. Common hypotheses predict MID perception
by the two mechanisms will exhibit different changes for different
stimuli. Thus, our finding that both the CD and IOVD models both
exhibit the same qualitative responses to these stimuli may be a bit
surprising. In the following, we explain the reasons for these
results.

DRDS stimuli are binocularly correlated, but temporally uncor-
related. Each frame carries a well defined disparity signal, but they
contain no monocular motion cues. Thus, observed degradations in
MID perception for DRDS stimuli have been taken to imply that
human perception relies partially upon an IOVD mechanism. Con-
sistent with this intuition, our simulations with the IOVD energy
model do indicate degraded MID perception. However, our simula-
tions with the CD energy model also indicate degraded perception.
This is unexpected if we assume a CD mechanism that can estimate
instantaneous disparity reliably. However, the temporal and spatial
resolutions of stereopsis are relatively poor (Norcia & Tyler, 1984;
Regan & Beverley, 1973; Tyler, 1971). We incorporate this effect by
modeling the temporal responses of disparity selective neurons in
V1 by adding a temporal RF to the spatial RF in the first stage of the
CD energy model (Chen, Wang, & Qian, 2001). This finite temporal
response is in part responsible for the degradation, as removing it
significantly reduces the RMSE of the CD energy model (compare
Fig. 5(c) and (a)). These results highlight the importance of taking
into account the temporal dynamics of neural processing when
attempting to tease out the relative contributions of IOVD and
CD mechanisms for MID perception.

URDS stimuli are binocularly uncorrelated, but temporally cor-
related. These stimuli have well defined monocular motions, but
no consistent disparity between the left and right images. Spurious
correlations between the two eyes do lead to some CD cues in
these stimuli, but these cues are weaker than in the standard
RDS. Thus, the perception of MID in these signals has been taken
for evidence for the use of an IOVD mechanism (Harris, Nefs, &
Grafton, 2008). Consistent with this expectation, our results with
the IOVD energy model and URDS stimuli shown in Fig. 7(b) show
no significant degradation in the RMSE of MID estimates. However,
our results with the CD energy model and URDS stimuli shown in
Fig. 7(a) are inconsistent with this expectation, since we see no sig-
nificant degradation in the RMSE of MID estimates. This result can
be explained as follows. As indicated by Eq. (11), the population
response in the SDU population will always have a single peak,
whether or not the input stimulus has a well defined disparity.
Since there is no well defined disparity between the left and right
eye stimulus for a URDS, the absolute location of the peak is not
meaningful. Nonetheless, the relative motion of the peak over time
is still indicative of the relative velocity between the left and right
eye stimuli, since the location of the peak, U(x, y, t), depends upon
the phases of the complex valued spatial Gabor RF outputs for the
left and right eyes, V1(x, y, t) and V2(x, y, t) in (10) and these phases
vary approximately linearly with shifts in the left and right inputs.
Since the phases of the left and right eye Gabor outputs are well
defined whether or not there are similar patterns in the left and
right eye, this phenomenon does not depend upon the existence
of any possible spurious matches between dots over time in the
URDS stimulus, which has been proposed as one possible mecha-
nism for MID perception in URDS stimuli for a CD mechanism
(Allison, Howard, & Howard, 1998).

Our finding that the RMSE of MID velocity estimates for anti-
correlated and correlated RDS stimuli are identical for the IOVD
energy model is expected, as monocular velocity cues are
preserved. Since binocularly anticorrelated stimuli do not lead
to the perception of depth, it has been argued that psychophysi-
cal experiments showing similar perception of MID on ARDS and
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Fig. 16. The effect of changing the temporal filter parameters on the RMSE of MID velocity estimation. (a and b) The RMSE as a function of input MID velocity for different
values of relative time constant for the CD (a) and IOVD models (b). (c and d) The RMSE as a function of input MID velocity for different center frequencies for the CD (a) and
IOVD models (b). (e) Comparison of the RMSE for the CD and IOVD energy models for parameters chosen so that the RMSE is comparable for MID velocities between ±4 deg/s.
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RDS provide evidence that IOVDs are used as a cue to MID, and
that binocular anti-correlation is a useful tool for distinguishing
the contributions of the CD and IOVD mechanisms. This conclu-
sion is contradicted by our finding that the CD energy model
does not exhibit degraded MID perception for ARDS stimuli.
The reason that perception by our models is similar for ARDS
and RDS is similar to that given in the previous paragraph. For
anticorrelated stimuli, the disparity tuning curves of the SDU
are inverted (Cumming & Parker, 1997). This leads to an inver-
sion of the population response, so that the trough, rather than
the peak, in the response encodes the stimulus disparity. This
inversion disrupts depth perception, but the motion of the trough
(and peak) in the population response still encodes the changing
disparity.
On balance, our results suggest that many psychophysical
results on MID perception may be equally well accounted for by
neurally plausible models of either the CD or IOVD mechanisms,
and that many stimuli commonly used to distinguish between
the two mechanisms may be insufficient. Our models as presented
do not include the effects of adaptation or after effects. Thus, we
cannot model the results of experiments based on these effects
(Brooks, 2002a, 2002b; Czuba et al., 2012; Fernandez & Farell,
2005; Sakano, Allison, & Howard, 2012; Shioiri et al., 2003). Elabo-
ration of these models in order to model these effects would be a
natural follow up to this study. In addition, it would be interesting
to investigate the model responses to new stimuli for probing 3D
motion perception, such as the dichoptic pseudoplaid stimulus
(Rokers et al., 2011).
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The learning mechanisms described here for developing the
spatial patterns of interconnectivity required to support the CD
and IOVD energy models suggest another approach to studying
the potential contributions of CD and IOVD mechanisms toward
MID perception. Our results here suggest that the connectivity
required by the CD mechanism may be easier to develop in
response to natural image input. The first stages of both the CD
and IOVD developmental models can learn the connectivity to sup-
port the disparity or motion selectivity hard-wired into the CD and
IOVD energy models. This is consistent with other recent work
studying developmental models of the neuronal selectivity
observed in primary visual cortex (Hyvärinen & Hoyer, 2001;
Olshausen & Field, 1996; Tosic & Olshausen, 2011). However, we
find that units in the second stage of the CD developmental model
generally exhibit the broad invariance to stimulus trajectory
observed in the CD energy model, whereas the units in the second
stage of the IOVD developmental model generally do not. These
developmental models predict that neurons in higher cortical areas
tuned to MID will more likely be constructed according to a CD
mechanism, rather than an IOVD mechanism.
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Appendix A.

We describe here the factors considered in the choice of the
temporal filter parameters of the TCPF and TSPF units, Xt,IOVD1,
Xt,CD2, sIOVD1 and sCD2.

We first fix the center frequencies to Xt,IOVD1 = 5 Hz and Xt,-

CD2 = 10 Hz, and examine the effect of varying the time constants,
which we express in terms of the relative time constant, Xts, which
has units of cycles of the center frequency. Fig. 16(a) and (b) show
the RMSE of MID velocity estimation for direct trajectories as the
relative time constant varies from 0.1 to 0.4 cycles (10–40 ms for
the CD model and 20–80 ms for the IOVD model). Both models
exhibit similar trends. For large MID velocities (near ±4 deg/s),
the estimation error increases with the relative time constant.
For MID velocities near zero, the error decreases first, then
increases. For both models, the lowest error at zero MID occurs
for a relative time constant of 0.2 cycles.

We then fix the relative time constant at 0.2 cycles, and vary the
center frequency Xt from 3.75 to 30 Hz. Fig. 16(c) and (d) show
that increasing the center frequency reduces the estimation RMSE
for larger MID velocities, but increases RMSE for MID velocities
near zero. We also observe that in order to achieve comparable
estimation error at larger MID velocities, the temporal frequency
of the CD model should be chosen twice as large as the temporal
frequency in the IOVD model.

Fig. 16(e) compares the estimation error of the CD and IOVD
models for the parameters used in the main text, Xt,IOVD1 = 5 Hz,
Xt,CD2 = 10 Hz, and relative time constant Xts = 0.2 cycles. The esti-
mation error for the two models is quite similar for MID velocities
larger than 1 deg/s. However, the estimation error for the IOVD
model is lower than that of the CD model for smaller MID
velocities.
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