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ABSTRACT

Kezlan proved that for a commutative ring C, every C-automorphism of the ring of upper triangular matrices over C is inner. We generalize this result to rings in which all idempotents are central; moreover we show that for a semiprime ring A and central subring C, every C-automorphism of the ring of upper triangular matrices over C is the composite of an inner automorphism and an automorphism induced from a C-automorphism of A. By the method of proof we re-prove results of S. P. Coelho and C. P. Milies and of Mathis, stating that a derivation of a ring of upper triangular matrices of a C-algebra (n \times n matrices over A) is a sum of an inner derivation and a derivation induced from a C-derivation of A. By an example we show that an extra assumption is needed for proving the above result of automorphisms of upper triangular matrices. Finally we consider automorphisms of subrings of n \times n matrices over a commutative ring C, where entries over the diagonal are from C and below the diagonal are taken from a nil ideal. We prove that all such automorphisms are inner.

1. INTRODUCTION

We consider an (associative) C-algebra, A. By T_n(A) we denote the C-algebra of upper triangular matrices over A. If \psi is a C-automorphism
of $A$, then $\psi$ induces a $C$-automorphism $\Psi$ of $T_n(A)$ simply by $\Psi((a_{ij})_{i,j}) = (\psi(a_{ij}))_{i,j}$.

In case $A$ is prime, it was proved that every automorphism of $T_n(A)$ is of the form

$$\Phi \circ \Psi,$$

where $\Phi$ is inner and $\Psi$ is induced from a $C$-automorphism of $A$ [1, 5].

For $C$ commutative every automorphism of $T_n(C)$ is inner; cf. [6].

We let $(e_{ij})$ denote the matrix units, and we show that under quite general circumstances every automorphism of $T_n(A)$ can be written as in ($\ast$).

If $B$ is a matrix in $\text{Mat}_n(A)$ [in $T_n(A)$], then the derivation $X \to [B, X]$ is denoted $d_B$, and if $d$ is a $C$-derivation of $A$, then $\tilde{d}$ denotes the derivation $(a_{ij})_{i,j} \to (\tilde{d}(a_{ij}))_{i,j}$ of $\text{Mat}_n(A)$ [$T_n(A)$, respectively].

For a two-sided ideal $I$ of a ring $A$, we let $T_n(I, A)$ denote the subring of the rings of $n \times n$ matrices consisting of the matrices having the elements strictly below the diagonal from $I$, and above and on the diagonal any elements of $A$.

2. AUTOMORPHISMS OF TRIANGULAR MATRIX RINGS

Barker and Kezlan proved in [1] that a $C$-automorphism of $T_n(A)$ is of the form $\Phi \circ \Psi$, where $\Phi$ is inner and $\Psi$ is induced from a $C$-automorphism of $A$, provided every $C$-endomorphism is an automorphism. In case $A$ is prime the result also holds [5].

Kezlan also proved that every $C$-automorphism of $T_n(C)$ is inner [6].

All these results are generalized in the following

THEOREM 1. Let $A$ be a ring and $C$ a central subring of $A$. Every $C$-automorphism of $T_n(A)$ can be written

$$\Phi \circ \Psi,$$

where $\Psi$ is induced by a $C$-automorphism of $A$ and $\Phi$ is inner, provided either

(i) all idempotents of $A$ are central, or
(ii) $A$ is semiprime.

Proof. The argument follows the lines of [4, Theorem A] and [5, Theorem 1].

As usual we let $(e_{ij})_{1 \leq i, j \leq n}$ denote the matrix units.
The proof is by induction on $n$, the size of the upper triangular matrices. $n = 1$ being obvious, we may assume the result for $n - 1$ and suppose $\sigma$ is a $C$-automorphism of $T_n(A)$.

We will use without specific reference the fact that an automorphism $\sigma$ is inner if and only if for an inner automorphism $\tau$, either $\sigma\tau$ or $\tau\sigma$ is inner.

We first assume $\sigma(e_{11}) = e_{11}$ and then reduce the general case to the special one.

Let $f$ denote the idempotent $\sum_{i \geq 2} e_{ii}$. Clearly $\sigma(f) = f$, and thus $\sigma$ induces an automorphism $\sigma'$ of $fT_n(A)f$, which is isomorphic to $T_{n-1}(A)$. By the induction hypothesis

$$\sigma' = \Phi' \circ \Psi',$$

where $\Phi'$ is conjugation by an invertible matrix $D$ in $T_{n-1}(A)$ and $\Psi'$ is induced from $C$-automorphism $\psi$ of $A$.

Let $\Psi$ be the automorphism of $T_n(A)$ induced by $\psi$, and let $\Phi$ denote conjugation by

$$\left( \begin{array}{cc} 1 & 0 \\ 0 & D \end{array} \right).$$

$\Phi \circ \Psi$ is a $C$-automorphism of $T_n(A)$. It fixes every element of $fT_n(A)f$ and $e_{11}$.

We will prove that such an automorphism is inner, and the first part of the proof will be completed.

Let $\sigma$ be a $C$-automorphism of $T_n(A)$ fixing $e_{11}$ and every element of $fT_n(A)f$. Then

$$\sigma(e_{12}) = \sigma(e_{11}e_{12}e_{22}) = e_{11}\sigma(e_{12})e_{22} = xe_{12}$$

for some $x \in A$.

If $\sigma(X) = e_{12}$ for $X \in T_n(A)$, then $\sigma(X) = \sigma(e_{11})e_{12}\sigma(e_{22})$. Applying $\sigma^{-1}$ to this equation gives that $e_{12} = \sigma(ye_{12})$ for some $y \in A$. Then

$$\sigma(ye_{12}) = \sigma(e_{12}ye_{22}) = xe_{12}ye_{22} = ye_{12}e_{22} = e_{12}.$$

Hence $xy = 1$, Also,

$$\sigma(yxe_{12}) = \sigma(e_{12}yxe_{22}) = xe_{12}yxe_{22} = xe_{12} = \sigma(e_{12}).$$

Thus $yx = 1$, and $x$ is a unit in $A$.

Conjugation by

$$\left( \begin{array}{cc} x & 0 \\ 0 & E \end{array} \right),$$
where $E$ is the identity $(n - 1) \times (n - 1)$ matrix, fixes every element of $fT_n(A)f$ as well as $e_{11}$, and sends $e_{12}$ to $xe_{12} = \sigma(e_{12})$. Hence our first reduction is established if we can show that a $C$-automorphism $\sigma$ fixing $e_{11}, e_{12}$, and every element of $fT_n(A)f$ is the identity.

Notice that

$$\begin{align*}
\sigma(e_{1j}) &= \sigma(e_{12}e_{2j}) = e_{12}e_{2j} = e_{1j}, & j \geq 2, \\
\sigma(\lambda e_{1j}) &= \sigma(e_{1j}ae_{jj}) = e_{1j}ae_{jj} = \lambda e_{1j}, & j \geq 2.
\end{align*}$$

Finally, $\sigma(\lambda e_{11}) = e_{11}\sigma(\lambda e_{11})e_{11} = be_{11}$ for some $b \in A$, and

$$\begin{align*}
ae_{12} &= \sigma(\lambda e_{12}) = \sigma(\lambda e_{11}e_{12}) = \sigma(\lambda e_{11})e_{12} = be_{11}e_{12} = be_{12}.
\end{align*}$$

Thus $\sigma(\lambda e_{11}) = \lambda e_{11}$, and $\sigma = 1T_n(A)$.

It remains to show that $\sigma(e_{11}) = e_{11}$. Suppose first $\sigma(e_{11}) = e_{11} + \sum_{j > 1} a_{1j}e_{1j}$; then sending

$$Y \to D Y D^{-1},$$

where

$$D = \begin{pmatrix}
1 & -a_{12} & \cdots & -a_{1n} \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & 1
\end{pmatrix}$$

sends $e_{11}$ to $\sigma(e_{11})$. We are then done with the first part of the proof.

Assume now

$$\sigma(e_{11}) = \begin{pmatrix} a & b_0 \\ 0 & C \end{pmatrix}.$$

The matrix $e_{11}$ is idempotent, so are $a$ and $C$, and moreover

$$b = ab_0 + b_0 C.$$

In particular $ab_0 C = 0$.

Conjugation by

$$\begin{pmatrix}
1 & -ah & +h & C \\
0 & E
\end{pmatrix}$$

sends
Continuing this process, we may assume \( \sigma(e_{11}) \) is a diagonal matrix

\[
D = \begin{pmatrix}
d_1 \\
\vdots \\
d_n
\end{pmatrix}.
\]

Since \( e_{11} \) is idempotent, so is every \( d_1, \ldots, d_n \).

Suppose

\[
\sigma\begin{pmatrix} r & s \\ 0 & T \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} = e_{11};
\]

then

\[
\sigma(e_{11})\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}\sigma(e_{11}) = \begin{pmatrix} d_1 & 0 \\ 0 & 0 \end{pmatrix}.
\]

Applying \( \sigma^{-1} \) to these equations gives

\[
\begin{pmatrix} r & s \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} r & 0 \\ 0 & 0 \end{pmatrix}
\]

and \( s = 0 \), and thus

\[
\sigma\begin{pmatrix} r & 0 \\ 0 & 0 \end{pmatrix} = \sigma\left(\begin{pmatrix} r & 0 \\ 0 & T \end{pmatrix}\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}\right) = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}D = \begin{pmatrix} d_1 & 0 \\ 0 & 0 \end{pmatrix}.
\]

Let \( \sigma(e_{1j}) = T_j \). In case \( A \) is semiprime, \( T_j \) must have 0 diagonal, because \( e_{1j} \in \text{rad } T_n(A) \), whence \( T_j \in \text{rad } T_n(A) \), which is the ideal of strictly upper triangular matrices.

In the other situation, where idempotents of \( A \) are central, then

\[
\sigma(e_{11} \cdot e_{1j}) = D \cdot T_j = T_j \quad \text{and} \quad \sigma(e_{1j}e_{11}) = T_jD = 0,
\]

and thus for all \( j \), \( T_j \) has 0 diagonal.

If \( T \neq 0 \), then for some \( j \),

\[
e_{1j} \begin{pmatrix} r & 0 \\ 0 & T \end{pmatrix} \neq 0;
\]
hence $\sigma(e_{ij})e_{11} = T_j e_{11} \neq 0$, which is a contradiction. Therefore $\sigma(re_{11}) = e_{11}$, and thus

$$\sigma((1 - r)e_{11}) = \begin{pmatrix} d_1 - 1 & 0 \\ 0 & C_0 \end{pmatrix}.$$ 

But

$$\begin{pmatrix} r & 0 \\ 0 & 0 \end{pmatrix} \begin{pmatrix} 1 - r & 0 \\ 0 & 0 \end{pmatrix} = 0;$$

thus $d_1 = 1$, and

$$\sigma \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix},$$

where $C_0$ is diagonal. Replacing $\sigma^{-1}$ by $\tau$, we have an automorphism $\tau$ with

$$\tau \begin{pmatrix} 1 \\ 0 \\ C_0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix},$$

and we also have

$$\tau(e_{11}) = re_{11}.$$ 

Let $\tau(e_{1j}) = T_j$. We then get $T_j = \tau(e_{11}e_{1j}) = re_{11}T_j$, and since $e_{1j}e_{11} = 0$, $T_j re_{11} = 0$. The two assumptions now imply that $T_j$ has 0 diagonal and nonzero elements only in the first row.

If $C_0 \neq 0$, then $e_{1j} \begin{pmatrix} 1 \\ 0 \\ C_0 \end{pmatrix} \neq 0$ for some $j$.

Hence

$$T_j \cdot \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \neq 0,$$

which is a contradiction. Thus $C = 0$, and the proof is completed by the first part of the argument.

**Example.** Let $\Lambda$ be the ring of $2 \times 2$ upper triangular matrices over a commutative ring $C$. We have a $C$-automorphism $\sigma$ of $T_2(\Lambda)$ defined by

$$\sigma \begin{pmatrix} \begin{pmatrix} a \\ 0 \\ 0 \end{pmatrix} & \begin{pmatrix} d \\ 0 \\ 0 \end{pmatrix} \\ \begin{pmatrix} 0 \\ b \\ 0 \end{pmatrix} & \begin{pmatrix} e \\ 0 \\ 0 \end{pmatrix} \end{pmatrix} = \begin{pmatrix} \begin{pmatrix} a \\ 0 \\ 0 \end{pmatrix} & \begin{pmatrix} c \\ 0 \\ 0 \end{pmatrix} \\ \begin{pmatrix} 0 \\ g \\ 0 \end{pmatrix} & \begin{pmatrix} f \\ 0 \\ 0 \end{pmatrix} \end{pmatrix}.$$ 

It is straightforward to check that in fact $\sigma$ is a $C$-automorphism of order 2.
\[ \sigma \text{ is not of the form described in Theorem 1, because } \sigma(e_{11}) \neq e_{11} + r_2e_{12} \text{ for all } r_2 \in \Lambda. \]

3. DERIVATIONS

In this section we re-prove a result of Mathis \cite{7} on \( C \)-derivations on \( n \times n \) matrices over a ring \( A \).

We have learned that a similar result for triangular matrices has been obtained by Coelho and Milies. We give a short elementary proof of both results, using the technique of the previous section.

**Theorem 2.** (Cf. \cite{2}, \cite{4}, and \cite{7}). Let \( A \) be a \( C \)-algebra. Every \( C \)-derivation of \( \text{Mat}_n(A) \) or \( T_n(A) \) is the sum of an inner derivation and a derivation induced from a \( C \)-derivation of \( A \).

**Proof.** The proof is by induction. Let \( D \) be a \( C \)-derivation of \( \text{Mat}_n(A) \) \( [T_n(A)] \). The equations

\[ D(e_{11}) = D(e_{11}^2) = e_{11}D(e_{11}) + D(e_{11})e_{11} \]

show that \( D(e_{11}) \) has nonzero elements only in the first row and column \( \text{[row]} \) and \( 0 \) in the \( (1, 1) \) position.

Let \( A_0 \) denote \( D(e_{11}), \) where the first row is replaced by minus the first row. \( d_A \) and \( D \) take the same value on \( e_{11} \).

Thus to prove the theorem we may assume \( D(e_{11}) = 0 \). Let \( f = \sum_{i \geq 2} e_{ii} \); then \( D(f\text{ Mat}_n(A)f) \subseteq f\text{ Mat}_n(A)f \). By the induction hypothesis \( D \) induces a derivation on \( f\text{ Mat}_n(A)f [fT_n(A)f] \), which is a sum of an inner derivation and a derivation induced from a \( C \)-derivation of \( A \).

Expressing the inner derivation and the derivation of \( A \) in terms of derivations of \( \text{Mat}_n(A) [T_n(A)] \), we see it suffices to show that a derivation \( D \) of \( \text{Mat}_n(A) [T_n(A)] \) which vanishes on \( e_{11} \) and every element of \( f\text{ Mat}_n(A)f \) \{every element of \( fT_n(A)f \) \} is inner. Now

\[ D(e_{12}) = D(e_{11}e_{12}e_{22}) = e_{11}D(e_{12})e_{22}; \]

hence

\[ D(e_{12}) = a_0e_{12}, \quad a_0 \in A. \]

\( D_a(e_{11}) \) vanishes on \( e_{11} \) and every element of \( f\text{ Mat}_n(A)f [fT_n(A)f] \), and \( e_{12} \rightarrow a_0e_{12} \); hence to show \( D \) is inner we might as well assume \( D(e_{12}) = 0 \). Then

\[ D(ae_{1p}) = D(e_{11}e_{12}e_{2p}ae_{pp}) = 0, \quad p \geq 2. \]
We have $D(ae_{11}) = D(ae_{11}e_{11}) = D(ae_{11})e_{11}$, so $D(ae_{11}) = 0$ if and only if $D(ae_{11})e_{12} = 0$, $D(ae_{11})e_{12} = D(ae_{11})e_{12} + ae_{11}D(e_{12}) = D(ae_{12}) = 0$. This completes the proof for derivations of $T_n(A)$.

Finally,

$$D(ae_{p1}) = D(ae_{p1}e_{11}) = D(ae_{p1})e_{11};$$

thus $D(ae_{p1})$ is nonzero if and only if $D(ae_{p1})e_{1p} \neq 0$. But

$$D(ae_{p1})e_{1p} = ae_{p1}D(e_{1p}) + D(ae_{p1})e_{1p} = D(ae_{pp}) = 0,$$

and so the theorem is proved.

4. AUTOMORPHISMS OF MORE GENERAL RINGS

For a commutative ring $R$ and a prime $P$ in $R$, we showed in [4] that an $R$-automorphism of $T_n(P, R)$ which is the restriction of an inner automorphism of $\text{Mat}_n(R)$ is inner. Moreover, Isaacs has shown [3, Theorem 11] that for every $R$-automorphism $\sigma$ of $\text{Mat}_n(R)$, $\sigma^n$ is inner. In general neither automorphisms of $\text{Mat}_n(R)$ nor those of $T_n(P, R)$ are inner.

In this section we generalize Kezlan’s result from [6] by proving that for a nil ideal $I$, every $R$-automorphism of $T_n(I, R)$ is inner.

We let $I$ be a nil ideal in the commutative ring $R$ (with an identity). If $\sigma$ is an $R$-automorphism of $T_n(I, R)$, and we will show that $\sigma$ is inner.

If $1$ denotes the identity matrix of $T_n(I, R)$, then $\sigma(a \cdot 1) = a1$ for $a \in R$. In particular $I \cdot 1T_n(I, R)$ is an invariant ideal of $T_n(I, R)$. Also notice that $I \cdot T_n(I, R) = T_n(I^2, I)$.

Consequently $\sigma$ induces an $R$-automorphism, which we also denote by $\sigma$, of the factor ring

$$T_{n,R} = T_n(I, R)/T_n(I^2, I).$$

This is not necessarily a ring of upper triangular matrices over $R/I$ with elements below the diagonal from an ideal, but this ring has a similar sort of structure.

An element can be written

$$\begin{pmatrix}
  c_{11} & \cdots & c_{1n} \\
  a_{21} & & \ddots \\
  a_{n1} & a_{n-1} & \cdots & c_{nn}
  \end{pmatrix},$$

where $c_{ij} \in R/I$ and $a_{kl} \in I/I^2$, and multiplication is for instance given
by
\[
\begin{align*}
\alpha_{k\ell}\epsilon_{k\ell}e_{\ell\ell} e_{\ell\ell} &= 0, & k > \ell, & \ell < t, \text{ and } k \leq t, \\
\alpha_{k\ell}\epsilon_{k\ell}e_{\ell\ell} e_{\ell\ell} &= \alpha_{k\ell}\epsilon_{k\ell}e_{k\ell\ell}, & k > \ell, & \ell \leq t, \text{ and } k > t,
\end{align*}
\]
i.e., it is induced by the action on \(I/I^2\) of \(R/I\).

We will prove that \(\sigma\) is inner. Let
\[
\sigma(e_{11}) = \begin{pmatrix}
a & c_{12} & \cdots & c_{1n} \\
b_{21} & & & \\
& \ddots & & \\
b_{n1} & & & D
\end{pmatrix},
\]
where \(D\) is an \((n-1)\times(n-1)\) matrix. By \(r_-'(s_i)\) we denote a row (column) matrix of appropriate size. Let
\[
\sigma(e_{11}) = \begin{pmatrix}
a & c_- \\
b_i & D
\end{pmatrix}.
\]

By the definition of the multiplication in \(T_n,R\) we get \(c_- b_i = 0\) in \(R/I\).

If we express that \(\sigma(e_{11})\) is idempotent, we get
\[
\begin{pmatrix}
a^2 + c_- b_i & ac_- + c_- D \\
b_i a + D b_i & b_i c_- + D^2
\end{pmatrix} = \begin{pmatrix}
a^2 & ac_- + c_- D \\
b_i a + D b_i & b_i c_- + D^2
\end{pmatrix} = \begin{pmatrix}
a & c_- \\
b_i & D
\end{pmatrix}.
\]

We have the following equations:
\[
\begin{pmatrix}
0 & c_- \\
0 & 0
\end{pmatrix} \begin{pmatrix}
0 & 0 \\
0 & b_i c_- + D^2
\end{pmatrix} = \begin{pmatrix}
0 & c_- D^2 \\
0 & 0
\end{pmatrix},
\]
\[
\begin{pmatrix}
0 & c_- \\
0 & 0
\end{pmatrix} \begin{pmatrix}
0 & 0 \\
0 & D
\end{pmatrix} = \begin{pmatrix}
0 & c_- D \\
0 & 0
\end{pmatrix}.
\]

We denote by \(U\) the matrix
\[
\begin{pmatrix}
1 & ac_- - c_- D \\
0 & E
\end{pmatrix}.
\]
The inner automorphism given by \( X \rightarrow UXU^{-1} \) sends

\[
\sigma(e_{11}) \text{ to } \begin{pmatrix} a & -ac_+ + c_- - c_- D^2 \\ b \end{pmatrix} = \begin{pmatrix} a & 0 \\ b & D_1 \end{pmatrix}.
\]

[Also notice that \( U \) defines an inner automorphism when considered as a matrix in \( T_n(I, R) \).] Thus without loss of generality we may assume

\[
\sigma(e_{11}) = \begin{pmatrix} a & 0_- \\ b & D \end{pmatrix},
\]

where

\[
\begin{pmatrix} a^2 & 0_- \\ b |a + Db| & D^2 \end{pmatrix} = \sigma(e_{11}).
\]

Let

\[
U_1 = \begin{pmatrix} 1 & 0 \\ -b |a + Db| & E \end{pmatrix};
\]

then the inner automorphism given by \( X \rightarrow U_1XU_1^{-1} \) sends \( \sigma(e_{11}) \) to the matrix

\[
\begin{pmatrix} a & 0 \\ -b |a + Db| + b |a - Db| - D^2 b |a - Db| & D \end{pmatrix} = \begin{pmatrix} a & 0 \\ b |a - Db| & D \end{pmatrix} = \begin{pmatrix} a & 0 \\ 0 & D \end{pmatrix}.
\]

This inner automorphism is also induced from an inner automorphism of \( T_n(I, R) \).

We will show that \( a = 1 \). Assume \( a \neq 1 \). To prove that a given automorphism of \( T_n(I, R) \) is inner, we may without loss of generality assume that the automorphism \( \sigma \) induced on \( T_n, R \) has

\[
\sigma(e_{11}) = \begin{pmatrix} a & 0 \\ 0 & D \end{pmatrix}.
\]

We let \( e \) be a lifting of \( a \) to \( R \) modulo the nil ideal \( I \), and replace \( R \) by \((1 - e)R\) and \( I \) be \((1 - e)I\). Thus we have an automorphism of \( T_n(I, R) \) such that the induced automorphism of \( T_n, R \) has

\[
\sigma(e_{11}) = \begin{pmatrix} 0 & 0 \\ 0 & D \end{pmatrix}.
\]
We will show this is impossible.

If we replace

\[
\begin{pmatrix}
a & c \\
b & D
\end{pmatrix}
\]

by

\[
\begin{pmatrix}
0 & 0 \\
0 & D
\end{pmatrix}
\]

in the above, it follows that there is a ring $R$, a nil ideal $I$, and an automorphism of $T_n(I, R)$ such that the induced automorphism $\sigma$ of $T_n, R$ has

\[
\sigma(e_{11}) = \begin{pmatrix}
0 & & & \\
& \ddots & & \\
& & 0 & \\
& & & 1
\end{pmatrix} L,
\]

where $1$ is in the $j$th row, and $L$ is a matrix of appropriate size. Let $f$ be such that $\sigma(f) = e_{jj}$; then $\sigma(f)\sigma(e_{11}) = \sigma(e_{11})\sigma(f) = \sigma(f)$ and hence $fe_{11} = e_{11}f = f$, so $f = \tilde{e}e_{11}$, where $\tilde{e}$ is idempotent. Let $e$ be an idempotent in $R$ that is a lifting of $\tilde{e}$. Thus we have a commutative ring $(eR)$, a nil ideal $I$, and an automorphism $\sigma$ of $T_n(I, R)$ such that the induced automorphism $\tilde{\sigma}$ of $T_n, R$ has $\tilde{\sigma}(e_{11}) = e_{jj}$. We have the following relation:

\[
\tilde{\sigma}^{-1}(e_{11}) \cdot e_{11} = e_{11} \tilde{\sigma}^{-1}(e_{11}) = 0.
\]

Hence $\tilde{\sigma}^{-1}(e_{1j}) = \tilde{\sigma}^{-1}(e_{11})\tilde{\sigma}^{-1}(e_{jj})e_{11}$, so

\[
\tilde{\sigma}^{-1}(e_{1j}) = \begin{pmatrix}
0 & 0 \\
b_1 & 0
\end{pmatrix},
\]

or $\tilde{\sigma}\left(\begin{pmatrix}
0 & 0 \\
b_1 & 0
\end{pmatrix}\right) = e_{1j},$

for some $b_1 = \binom{b_1}{b_n}$. This means that

\[
\sigma\left(\begin{pmatrix}
0 & 0 \\
b_1 & \\
& 0 \\
& & & \ddots & & \\
& & & & 0
\end{pmatrix}\right) = e_{1j} + A,
\]

where $A = (a_{ij})$, $a_{ij} \in I$.

Let $\mathfrak{A}$ be the ideal generated by the $b_j$'s and the $a_{ij}$'s. $\mathfrak{A}$ is nilpotent, so there exists a $k$ such that $\mathfrak{A}^{k-1} \neq 0$ and $\mathfrak{A}^k = 0$. Thus

\[
\mathfrak{A}^{k-1} \cdot \sigma\left(\begin{pmatrix}
0 & 0 \\
b_1 & 0
\end{pmatrix}\right) = \sigma(0) = \mathfrak{A}^{k-1}e_{1j} \neq 0,
\]
a contradiction. Thus we have proved that if $\sigma$ is an automorphism of $T_{n,R}$ and
\[ \sigma(e_{11}) = \begin{pmatrix} a & 0 \\ 0 & D \end{pmatrix}, \]
then $a = 1$.

We will now prove that $D = 0$. To do so notice that
\[ e_{11} = e_{11}\sigma(e_{11}) = \sigma(e_{11})e_{11}; \]
hence
\[ \sigma^{-1}(c_{11}) = \sigma^{-1}(c_{11})c_{11} = e_{11}\sigma^{-1}(c_{11}), \]
so
\[ \sigma^{-1}\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} a_0 & 0 \\ 0 & 0 \end{pmatrix} \]
for some $a_0$.

If $a_0 \neq 1$, then $\sigma^{-1}((1-a_0)e_{11}) = 0$, which is a contradiction, so
\[ \sigma^{-1}(e_{11}) = e_{11} \text{ and } \sigma(e_{11}) = e_{11}. \]

If we lift back to $T_n(I, R)$, it follows that up to an inner automorphism
\[ \sigma(e_{11}) = e_{11} + (a_{ij})_{1 \leq i, j \leq n}, \quad a_{ij} \in I. \]
(In fact $i > j$, $a_{ij} \in I^2$.) We write the matrix $(a_{ij})_{i,j}$ as follows:
\[ (a_{i,j})_{i,j} = \begin{pmatrix} a & b_- \\ c_1 & C \end{pmatrix}. \]

The following equations express that $\sigma(e_{11})$ is idempotent:
\[ a + a^2 + b_- c_1 = 0, \quad (1) \]
\[ c_1 a + C c_1 = 0, \quad (2) \]
\[ a b_- + b_- C = 0, \quad (3) \]
\[ c_1 b_- + C^2 = C. \quad (4) \]

Conjugation by $\begin{pmatrix} 1 & b_- \\ 0 & C \end{pmatrix}$ maps $e_{11} + (a_{i,j})_{i,j}$ to
\[ \begin{pmatrix} 1 - a^2 & a^2 b_- + b_- C \\ c_1 & C^2 \end{pmatrix}, \]
as is easily seen by a direct calculation using the relations (1)–(4).
By the fact that both $a$ and $C$ are nilpotents, we see that there is an inner automorphism $\tau$ such that

$$\tau \sigma(e_{11}) = \begin{pmatrix} 1 & \tilde{b}_- \\ c_1 & 0 \end{pmatrix}.$$ 

Notice that (1)–(4) in this case are

$$\tilde{b}_- c_1 = 0, \quad \text{(1')},$$

$$c_1 \tilde{b}_- = 0. \quad \text{(4')}$$

So

$$\begin{pmatrix} 1 & \tilde{b}_- \\ -c_1 & E \end{pmatrix} \begin{pmatrix} 1 & -\tilde{b}_- \\ c_1 & E \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & E \end{pmatrix},$$

so we have an inner automorphism sending a matrix $X$ to

$$\begin{pmatrix} 1 & \tilde{b}_- \\ -c_1 & E \end{pmatrix} X \begin{pmatrix} 1 & -\tilde{b}_- \\ c_1 & E \end{pmatrix}.$$ 

This automorphism maps

$$\begin{pmatrix} 1 & \tilde{b}_- \\ c_1 & 0 \end{pmatrix}$$

to $e_{11}$.

Thus in order to show that automorphisms of $T_n(I, R)$ are inner, one can without loss of generality assume that $e_{11}$ is fixed.

The proof is now by induction on $n$. Let $f = \sum_{i \geq 2} e_{ii}, f T_n(I, R) f \cong T_{n-1}(I, R)$, and by the induction hypothesis we may as well assume every element of $f T_n(I, R) f$ is fixed.

The argument from the beginning of the proof of Theorem 1 shows that there is an inner automorphism $\tau$ fixing $e_{11}$ and every element of $f T_n(I, R) f$ and such that $\sigma(e_{12}) = \tau(e_{12})$. Hence we may assume that $\sigma(e_{12}) = e_{12}$ as well.

For $a \in R$,

$$\sigma(ac_{1p}) = \sigma(c_{12}ac_{2p}) = e_{12}ac_{2p} = ae_{1p}, \quad p \geq 2,$$

$$\sigma(ae_{11}) \in e_{11} T_n(I, R)e_{11}.$$ 

Hence

$$\sigma(ae_{11}) = ae_{11} \quad \text{if and only if} \quad \sigma(ae_{11}) \sigma(e_{12}) = ae_{11} e_{12},$$
which clearly holds. For $a \in I$,

$$\sigma(ae_{p1}) = e_{pp}\sigma(ae_{p1})e_{11},$$

so

$$\sigma( ae_{p1}) \in I e_{p1},$$

and

$$\sigma(ae_{p1}) = ae_{p1} \text{ if and only if } \sigma(ae_{p1})e_{1p} = ae_{pp},$$

which clearly holds.

We have now shown

**Theorem 3.** Let $R$ be a commutative ring with an identity element, and $I$ a nil ideal. Every $R$-automorphism of $T_n(I, R)$ is inner.

The author wishes to thank the referee for a most helpful report and also for pointing out that my original proof of Theorem 3 was incorrect.
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