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The diffusion rate of hydrogen in zirconium oxides comes into play in both the steam oxidation and the
hydriding of zirconium alloys. In view of the low measured uptake and diffusion of neutral hydrogen spe-
cies in zirconium oxides, it has been suggested that the measured rates of hydrogen uptake in zircaloys
exposed to high-temperature steam can be explained by the diffusion of protons through the surface
oxide layers. This paper investigates the diffusion of protons in tetragonal zirconia at 1500 K using den-
sity functional theory-based molecular dynamics and Metadynamics simulations. An average value of
4 � 10�9/m2 s�1 is calculated for the diffusion rate, which, considering the contrived basis of the simula-
tions, compares qualitatively with the value of 3.2 � 10�10/m2 s�1 obtained by fit to experimentally-
determined diffusivities of hydrogen in yttrium-stabilized zirconia. The simulations described show that
the ‘‘proton’’ is present as the hydrogen atom in a hydroxide ion, and the analysis of the electronic struc-
ture reveals that the diffusion of the proton is mediated by two-electron-three-centre bonds that form
between hydroxide and adjacent oxide ions.

� 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The vast majority of commercial nuclear fuel rods make use of
zircaloy as cladding materials for containing the oxide fuel pellets
in which the radioactive fission products are produced. In the event
of a loss of coolant accident, the temperature surrounding the fuel
rods will increase, thereby accelerating the interaction rate of the
zircaloy with the remaining coolant or steam. The exothermic
interaction produces hydrogen, part of which can be absorbed in
the cladding. The uptake of hydrogen into the zirconium alloys is
also of interest during normal operating conditions, as the result-
ing embrittlement of the cladding through the formation of
hydrides is a consideration for operational safety.

The safety analysis requires an accurate understanding of the
basic mechanisms involved in addition to the quantification of
the dominant process parameters. Despite the large amount of
experimental investigations and model developments carried out
until now, there remain some open questions about the basic
mechanism that controls the high temperature oxidation of the zir-
caloy cladding by interaction with steam. It has been suggested [1]
that the observed transport rates of hydrogen through the surface
zirconia layer and high temperature [2–6] are evidence that the
diffusing species are protons (in the chemical rather than the
physical sense, the term proton and hydrogen atom are used inter-
changeably in this manuscript). Conversely, measurements of gas-
eous hydrogen uptake and diffusion in zirconia point to sorption of
hydrogen as neutral species with very low solubilities and mobility
[7]. The uptake of steam in yttrium stabilized zirconia has been
explained as a reaction between charged vacancies and water mol-
ecules, so filling the vacancies with oxide ions and leaving proton
interstitials [8].

Density functional theory (DFT) calculations have recently been
applied to the diffusion of hydrogen in zirconia [9]. These calcula-
tions, however, considered the diffusion of neutral hydrogen in a
fixed zirconia structure which confines their applicability to lower
temperature regimes where the effects of lattice vibrations on the
diffusion motion can be treated in the harmonic approximation. To
build a more complete picture of high-temperature hydrogen dif-
fusion in zirconia, we have applied DFT-based molecular dynamics
(MD) and accelerated dynamics (Metadynamics) to the diffusion of
protons in tetragonal zirconia. The combination of DFT with MD
allows an accurate treatment of the electronic interactions and
forces while concurrently allowing for the relatively large atomic
motions at high temperatures.

The structure of the paper is as follows. After providing details
about the computational method (Section 1.1), the validation of
the model parameters is outlined based on a comparison with a
second DFT code as well as with experimental data (Section 1.2).
The model is then applied to simulate the migration of protons
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Fig. 1. Calculated energies for hydrogen addition and Y for Zr substitution in the
tetragonal zirconia 108 atom supercell (all structures were fully optimised, spin
polarised calculations were used in the two structures with an unpaired electron).
⁄NB the structure in which a hydrogen atom is placed at an interstitial site in ZrO2 is
a local minimum, the structure in which an hydroxide ion is formed and the
unpaired electron is accommodated in one of the other bands is 0.38 eV lower in
energy.
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with an emphasis on understanding the underlying mechanisms
(Section 2).

1.1. Computational methods

The calculations were carried out using the QUICKSTEP [10,11]
module of CP2K (development version 2.2.214) [12] with a mixed
Gaussian and plane waves basis [13]. Periodic boundary conditions
were applied in all three dimensions. The spin-unpolarized PBE
functional was used [14] with Goedecker–Teter–Hutter (GTH)
pseudopotentials [15–17] incorporating scalar-relativistic core
corrections. The orbital transformation method [18] was employed
for an efficient wavefunction optimization. In oxygen the outer 6
electrons (2s2 2p4) were treated as the valence shell while for zir-
conium the outer 12 electrons (4s2 4p6 4d2 5s2) and for yttrium the
outer 11 electrons (4s2 4p6 4d1 5s2) were treated as valence elec-
trons. Contracted Gaussian basis sets of DZVP quality were used
with a grid cutoff of 300 hartrees [19]. Although the basis sets
had been optimised to reduce the basis set superposition contribu-
tions (BSSE) to the system energy, these have been taken into
account when comparing energies. The counterpoise correction
method of Boys and Bernardi [20] was used in which the energies
are adjusted to take into account the lowering of the energy caused
by the overlap of basis functions between neighbouring atoms.
This correction is applied by correcting for the difference in energy
between isolated atoms and the energy of these atoms when the
basis sets of all the other atoms in a particular structure are
included without the atoms themselves (referred to as ‘‘ghost’’
atoms). This gives a good approximation of the energy lowering
that results solely from the overlap of basis sets between nearby
atoms. The corrections were calculated for each non-equivalent
atom in each of the different atomic environments, since the BSSE
can depend strongly on the disposition of the surrounding atoms.

For the comparative calculations using the plane waves code
VASP [21–25] full structure optimisations were carried out (using
the flag ISIF = 3 for bulk phases, which relaxes the cell shape and
volume in addition to the atom positions, or ISIF = 2 for molecules,
which relaxes the atom positions without altering the cell shape)
with no symmetry constraints (with the flag ISYM = 0 which sup-
presses the symmetrisation of charge densities and forces). A plane
wave cut off of 600 eV was used with suitably dense Monkhost–
Pack k-point sampling meshes for the bulk materials while atom
calculations were carried out at the gamma-point in a 20 Å cubic
box. Gaussian smearing of the electron occupations was applied
(selected using the flag ISMEAR = 0) with a broadening of 0.05 eV
(the flag SIGMA = 0.05 was used to set the width of the smearing).

The molecular dynamics simulations were carried out in the
Born–Oppenheimer approximation using a time step of 0.5 fs with
the Always Stable Predictor–Corrector (ASPC) method [26] in a
constant pressure and temperature ensemble, thus allowing full
flexibility of the simulation cells. The Canonical Sampling through
Velocity Rescaling (CSVR) thermostat–barostat [27] was used with
time constant of 10 fs for equilibration and accelerated dynamics
and 1000 fs for molecular dynamics simulations. The barostat
allows the simulation cells to change volume and shape during
the simulations, thus avoiding exaggerated stresses as the hydro-
gen atom diffuses. The temperature was set at 1500 K for the
dynamic simulations, corresponding to the extremes of tempera-
ture that could be encountered under coolant loss, while zircaloy
cladding surfaces in contact with coolant are normally at about
600 K.

The surface oxide layer in Zr cladding tends to incorporate the
tetragonal [28,29] form of ZrO2, even below the transition temper-
ature between the monoclinic and tetragonal forms (at 1 bar the
monoclinic-tetragonal transition occurs at 1173 �C while the
tetragonal-cubic transition occurs at 2270 �C) at reactor operation
or even coolant loss accident conditions. The starting structure
used for the dynamic simulations was based on a 3 � 3 � 3 super-
cell of a near cubic cell of tetragonal ZrO2 (a = b = 5.153 c = 5.303
a = b = c = 90.0� i.e. it comprises two tetragonal unit cells) with a
H atom placed at the centre of a void surrounded by the same
distorted cubic arrangement of oxygen atoms as the Zr atoms
(rO–H,1 = 2.06 Å and rO–H,2 = 2.46 Å). To remove an electron while
maintaining charge neutrality, one of the 36 Zr atoms (the one fur-
thest from the H substitution) was substituted with a Y atom. This
allows the dynamics of the proton to be investigated with a neutral
simulation cell, so avoiding the volume-dependent energy offset
that arises from the Ewald treatment of the charge distribution.

An initial guess for the charge density was constructed
assuming formal ionic charges, i.e. Zr4+, Y3+, H+ and O2� ions. On
static structure optimisation the hydrogen combined with one of
the closer oxygen ions to form a hydroxide ion (rO–H = 0.99 Å), with
both the oxygen and hydrogen atoms moving together about 0.5 Å
from their starting coordinates. As a result, the O atom of the
hydroxide formed an almost planar arrangement with the three
nearest Zr ions inducing minor distortions further away. The sub-
stitution of the Y for a Zr ion introduced slight distortions in that
the four oxygen ions closest to the Y were pushed to distances of
2.25 Å compared to the 2.06 Å of the closest Zr–O coordinations.
The second closest Y–O coordinations were the same distance as
for that Zr–O. The concentration of Y substitution is expected to
have no extensive effect on the ZrO2 structure as it is equivalent
to 1.4 mol% Y2O3 while 4–8 mol% is required to partially or fully
stabilize the cubic structure, in addition to there being no oxygen
vacancies formed since the charge balance comes from the H+.
The energies associated with hydrogen addition and exchange of
Y for Zr atoms in the 108 atom supercell are summarised in
Fig. 1. The exchange of one Y atom for a Zr atom and the addition
of a hydrogen atom to Zr36O72 to form the isoelectronic Zr35YO72H
is associated with a small increase in energy (+0.13 eV).

As diffusion is a relatively slow process at the timescales acces-
sible using atomistic modelling, which is especially true of DFT
based methods, it is necessary to accelerate the simulated dynam-
ics. In this investigation we have used the Metadynamics methods
[30,31] available in CP2K to force the hydrogen atom to diffuse
more quickly than it would otherwise. The collective variables
used for the Metadynamics were the distances along the Cartesian
x, y and z directions between the hydrogen atoms and the centre of
the ZrO2 structure defined as the average of all the zirconium and
oxygen centres. During the Metadynamics simulations Gaussian
potentials were placed every ten steps (5 fs) of the simulation such
that the hydrogen atom was stimulated to move by the potential:



32 J. Rabone, P. Van Uffelen / Journal of Nuclear Materials 459 (2015) 30–36
VðtÞ ¼ 0:01�
XNðtÞ
i¼1

e�
1
2

xðiÞ�xð0Þ
0:01ð Þ2 � e�

1
2

yðiÞ�yð0Þ
0:01ð Þ2 � e�

1
2

zðiÞ�zð0Þ
0:01ð Þ2

� �

where V(t) is the history dependent potential, in hartrees, at
timestep t and N(t) is the number of accumulated distance vari-
ables, x, y, and z, in Ångstrom. During the Metadynamics simula-
tion this potential gradually builds up until it is sufficient to
force the hydrogen atoms over any energy barriers that prevent
motion. Unlike in nudged elastic band calculations, in which the
start and end points of the trajectory are predetermined, the atoms
in a Metadynamics simulation are free to explore the available
energy landscape of the system as it undergoes both the thermal
vibrations and mutual interaction with the diffusing atoms. Provid-
ing the Gaussian potentials are not so strong or placed so often that
they force the whole system into an unlikely high-energy configu-
ration, this allows energy barriers to be sampled in an unbiased
manner while incorporating the thermal motions of the atoms
which may open or close lower-energy diffusion pathways over
time. The system trajectories and energy profiles become more
complicated to interpret, however, since the thermal motion
causes significant perturbations of both energy and atomic posi-
tions. By careful averaging of the system energy and identification
of the points at which events start and end, it is still possible to
recover reasonable estimates of the energy barrier heights along
with uncertainties resulting from the thermal motion. The energies
of the sampled barriers can then be used to calculate diffusion
coefficients by treating the diffusion as an activated random walk.

1.2. Validation of simulation parameters

To assess the performance of the zirconium and yttrium pseud-
opotentials and DZVP basis sets employed in the CP2K calculations,
the results obtained for some convenient oxide reference struc-
tures are compared with experiment and equivalent calculations
using VASP in Table 1. The cohesion energies calculated with
CP2K are consistently lower than those calculated with VASP
because the DZVP basis sets used in CP2K, while optimised for mol-
ecules and solids, give proportionately lower atomic energies and
consequently increase the apparent cohesion energies. Better
Table 1
Cohesion energies calculated using CP2 K (corrected for BSSE) and VASP compared
with experiment.

Cohesion energy (eV)

CP2K VASP Expt.

ZrO2(cr) monoclinic �22.08 �23.59 �22.77 [32]
ZrO2(cr) tetragonal �21.97 �23.48 ��22.71 [32]
ZrO2(cr) cubic �21.85 �23.38 –
ZrO2(g)

b �15.17 �16.55 –
Zr(OH)4(cr)

a �41.67 �44.41 �42.91 [33]
ZrSiO4(cr) �40.53 �43.62 �42.26 [32]
Y2O3(cr) �34.67 �36.93 �36.28 [32]
Y2O3(g)

b �26.06 �28.43 �
Y(OH)3(cr) �66.13 �70.13 �68.37 [34]
Y2SiO5(cr) �53.82 �57.50 �56.13 [35]
H2O(g) �9.84 �10.46 �9.61 [32]
SiO2(cr) �54.97 �19.85 �19.33 [32]

a As generally prepared, Zr(OH)4 is amorphous and hydrated [36] so for the
calculations a crystalline structure based on monoclinic ZrF4 was used. On
optimisation a low symmetry structure (P�1) was adopted in which some hydroxide
ions had rearranged to oxide ions and water leaving two thirds of the Zr ions in
sevenfold coordinations. The experimental cohesion energy is derived from the
Gibbs energy given in the cited reference using a simple estimate for the entropy of
formation.

b For the ZrO2 molecule the bent configuration was used (relaxed structure
rZr–O = 1.802 Å; hO–Zr–O = 105.95�) while for the Y2O3 molecule the Y atoms capped
an equilateral triangle of O atoms (relaxed structure rY–O = 2.077 Å; rO–O = 2.700 Å;
hY–O–Y = 82.76�).
agreement between the two codes is therefore obtained by com-
paring sublimation energies:

ZrO2ðcrÞ ! ZrO2ðgÞ DECP2K ¼ 6:91 eV; DEVASP ¼ 7:03 eV

Y2O3ðcrÞ ! Y2O3ðgÞ DECP2K ¼ 8:61 eV; DEVASP ¼ 8:50 eV;

and solid phase reactions :

ZrO2ðcrÞ þ SiO2ðcrÞ ! ZrSiO4ðcrÞ DECP2K ¼ �0:12 eV;
DEVASP ¼ �0:18 eV; DEexp ¼ �0:16 eV

Y2O3ðcrÞ þ SiO2ðcrÞ ! Y2SiO5ðcrÞ DECP2K ¼ �0:83 eV;
DEVASP ¼ �0:72 eV; DEexp ¼ �0:52 eV

ZrO2ðcrÞ þ 2H2OðgÞ ! ZrðOHÞ4ðcrÞ DECP2K ¼ 0:09 eV;

DEVASP ¼ 0:10 eV; DEexp ¼ 0:39 eV

1
2

Y2O3ðcrÞ þ 1
1
2

H2OðgÞ ! YðOHÞ3ðcrÞ DECP2K ¼ �0:97 eV;

DEVASP ¼ �0:90 eV; DEexp ¼ �0:65 eV:

where the experimental hydration energies exclude the zero point
and thermal energies of the water vapour, a combined energy of
0.65 eV per water molecule.

2. Results

Fig. 2 shows a plot of the potential energy and Fig. 3 shows pro-
jections of the hydrogen atom trajectory during the 0.5 ps molecu-
lar dynamics simulation. Even without the accelerated dynamics,
the hydrogen moved from the initially bound oxide ion to an adja-
cent oxide ion.

Figs. 4 and 5 show the equivalent plots for the 3 picoseconds of
accelerated dynamics, wherein four more diffusion events were
sampled.

From the trajectories it is observed that the diffusion of the
hydrogen atom is mediated by the close approach of pairs of O
atoms. At each moment that the hydrogen atom moved from one
oxygen atom to another a bridging O–H–O unit was formed with
rOH = 1.26 ± 0.07 Å, and the oxygen atoms approached to within
2.52 Å compared to the average O–O separation from the simula-
tions of 2.75 Å (for comparison the amplitude of the H oscillations
was about 0.17 Å). The approach of oxygen atoms to within this
range accounts for 6% of the first peak in the averaged O–O radial
distribution function. If it is assumed that the O–H bond is ran-
domly orientated independent of the local oxygen atoms then
the likelihood of two oxygen atoms approaching within this range
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dynamics. The black lines show where the hydrogen atom moves from one oxygen
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with the H between them (i.e. O–H–O < 15�) is reduced to about
0.1%. Fig. 6 plots the distances of the two oxygen atoms closest
to the hydrogen atom during the accelerated dynamics. Although
there were several points where the hydrogen oxygen distances
were close enough to allow the hydrogen atom to move from
one oxygen to another (O–H < 1.33 Å), this did not always occur.
There are also several instances where the hydrogen does move
from one oxygen atom to another but then moves back to the ini-
tial oxygen atom within a few femtoseconds.

Fig. 7 shows a plot of the electron density difference between
the system at the midpoint of the first diffusion event of the accel-
erated dynamics (1867 fs) and the same system with the hydrogen
removed (as a proton). At this instant the buildup of charge around
the hydrogen gives it a Bader charge of 0.5 electrons (i.e. an atomic
charge of +0.5), the charge of the two adjacent oxygen atoms is the
same as those of the rest of the lattice. In the statically optimised
structure, the Bader method does not associate any charge with
the hydrogen atom (i.e. it has a charge of +1) while the bonded
oxygen has 0.4 electrons more that the other oxygen atoms.
Charges from the Mulliken population analysis throughout the
simulations associate about 0.2 electrons of charge with the hydro-
gen, and on the bonded oxygen about 0.2 electrons less the other
oxygen atoms. At the middle of the diffusion event there is no sig-
nificant change in the Mulliken charge of the hydrogen, while the
charges on the two oxygen atoms are equal. The molecular orbitals
from the calculation confirm the presence of a three-centre-two-
electron bond at the midpoint of the diffusion step.

Table 2 gives the energy barriers and calculated diffusion coef-
ficients for the diffusion events sampled during the molecular
dynamics and accelerated dynamics. Two sets of values are given
using averaging periods for the potential energy of 100 fs and
200 fs respectively.

It is difficult to disentangle the trends in potential energy
caused by the global system dynamics from the interactions local
to the hydrogen atom owing to the short timespan of the diffusion
events. One can also note that some variation in the energy barriers
is to be expected in any case since the environments local to the
hydrogen atom are permanently changing. It is clear that the H dif-
fusion has a low energy barrier of the order 100 meV and a diffu-
sion coefficient of around 4 � 10�9/m2 s�1 at 1500 K.

Experimental studies of hydrogen diffusion in ZrO2 oxides give
a wide range of activation energies, 0.17–1.6 eV [37–40], while
recent static DFT calculations [9] place the barrier even higher at
2.1 eV. An investigation of water uptake in yttrium stabilized zirco-
nia [8] indicated hydrogen diffusivities of 8 � 10�11/m2 s�1 at
890 �C and 1.3 � 10�10/m2 s�1 at 990 �C. The value of the calcu-
lated diffusion coefficient carries relatively large uncertainty
(±80%) owing to the relatively large uncertainties in the low energy
barriers caused by the overall oscillations in the system potential
energy and the small number of diffusion events that were sam-
pled. The prefactors used to calculate the diffusion coefficient are
also a source of uncertainty because of the difficulty in differenti-
ating between motion associated with the diffusion of hydrogen,
i.e. moving between oxygen atoms, motion where the hydrogen
remains bonded to the same oxygen but swivels around it, and
the high-frequency oscillations of the O–H bond. In the calculated
coefficients the sampled energy barriers are combined with the
distance travelled at the same time, i.e. the jump between oxygen
atoms. Using 10 fs averages of the H atom coordinates rather than
the raw coordinates (Figs. 3 and 5), which is sufficient to remove
most of the high-frequency vibrations, alters the diffusion coeffi-
cient values by about 10%. The displacement associated with H–
O swivelling was up to twice the H–O bond distance (about 2 Å)
and often occurred after the H moved between oxygen atoms,
the momentum of the diffusing H atom contributing to the swivel-
ling motion. Between the diffusion events there was sufficient time
for complete re-orientation of the H–O bond to occur.

The formation of a three-centre-two-electron bond in the O–
H–O transition states is partly responsible for the low energy
barrier for the H diffusion and is why the hydrogen atom only
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Fig. 7. Isosurface plot of the electron density difference between the protonated
and deprotonated system (both systems have the same number of electrons i.e. the
deprotonated system carries charge of �1 per supercell) at the moment the
hydrogen moves from one oxygen to another (1867 fs). The pink parts of the
isosurface are where the electron density difference is positive and blue where it is
negative. The upper inset shows a plot of the main Kohn–Sham orbital of the O–H–
O bond and the lower inset shows a close-up of the density difference in the slice
shown in grey. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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jumps between pairs of oxygen atoms when they approach one
another. Calculations of an isolated OH� ion show that the sep-
aration of a hydroxide ion into an oxide ion and a proton
requires a very high energy, about 29.3 eV. The energies
involved when a hydrogen atom moves between two oxygen
atoms in the isolated OHO3� ion are very much lower. When
the oxygen atoms are fixed at 2.75, 2.64 and 2.50 Å apart then
the energy barriers for hydrogen moving between the oxygen
atoms are 140, 50 and 0 meV respectively. Note that although
there is no energy barrier once the oxygen atoms approach to
2.5 Å, there is a significant energy increase associated with
bringing the oxygen atoms together (the equilibrium separation
of the oxygen atoms in the free ion OHO3� is 3 Å).



Table 2
Barrier heights and calculated diffusion coefficients for the events occurring during the molecular dynamics and Metadynamics simulations.

Barrier midpoint (fs) Energy barrier (meV) Diffusion coefficient � 109 (m2 s�1)

100 fs mean ± 128 200 fs mean ± 112 100 fs mean 200 fs mean

660 49 86 2:15þ0:99
�1:35 1:55þ0:90

�1:46

1867 55 24 5:75þ3:03
�3:62 6:20þ1:26

�3:59

2809 0 60 5:21þ0:00
�3:28 2:49þ1:47

�1:44

3109 167 7 0:64þ1:09
�0:40 2:24þ1:20

�1:30

3381 132 261 8:05þ13:7
�5:07 3:02þ4:16

�1:75
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3. Conclusion

Metadynamics simulations using DFT calculate an energy bar-
rier of about 125 meV for the diffusion of protons through the
tetragonal zirconia structure at 1500 K. The corresponding value
for the diffusion coefficient of 4 � 10�9/m2 s�1 is somewhat higher
than expected from an Arrhenius fit of the measured diffusion rates
[41], which gives a value of 3.2 � 10�10/m2 s�1. However, this sim-
ulation is not by itself sufficient to obtain a definitive diffusion rate
that is directly comparable with the experimentally measured val-
ues. Since the diffusion of protons constitutes an electric current,
for continuous diffusion to occur there would have to be a counter
current that prevents a build-up of charge. Hence, the slower mea-
sured diffusion rates could be attributed to trapping of hydrogen in
defect sites or to a concurrent diffusion of oxygen ions to balance
the charge current associated with proton diffusion. The measured
diffusion coefficient of oxygen in tetragonal zirconia [42] is about
10�12/m2 s�1 around 1200 �C (i.e. 1473 K).

The proton diffusion is apparently limited by the lattice vibra-
tions insofar as hydrogen diffusion only occurs in the simulations
when the oxygen atoms are about 2.5 Å apart. The presence of a
three-centre bond at the moment that hydrogen atoms transition
between pairs of oxygen atoms in DFT calculations, combined with
the very high energy associated with separating a proton from an
isolated hydroxide ion, point to this interaction being a significant
factor for the much faster diffusion rates in tetragonal zirconia of
protons compared to neutral hydrogen atoms.

The mechanisms for the reaction of water with zirconia pub-
lished in the literature [e.g. Veshchunov] have referred to protons
adsorbed on or absorbed in the oxide phase. In light of the results
from these DFT calculations we can be more specific and refer to
these species as hydroxide ions. One could go further and note that
the surfaces of zirconia before steam ingress are likely to contain
free metal coordinations which can bond to water which can then
react with nearby oxide ions to form hydroxide ions on the surface.
Diffusion of the hydrogen from the surface hydroxide ions into the
bulk would then be able to occur rapidly, albeit restrained by the
rate at which the balancing charge in the form of oxide ions diffuse.
This also explains the relative unimportance of the reduction of
hydrogen at the oxide surface [1] and the observed rates of hydro-
gen transport through the oxide to the zirconium alloy [41,43].

The interaction of zirconium based cladding materials with
steam under accident conditions is a complicated process involving
several material phases [43,44]. The morphology of the surface
oxide layer is also a consideration for studies of hydrogen uptake
[45]. The difficulty of isolating the parameters of any one process
in the presence of numerous influences is assisted by atomistic
modelling. While experimental measurements are influenced by
material defects, such as cracks and crystal boundaries, and in
the case of proton diffusion in zirconia by the presence of a charge
balancing current, atomistic simulations can be contrived to cir-
cumvent such effects. When comparing results between simula-
tion and experiment in such cases it is essential to bear in mind
the influence that the circumvented effects could have. The
solubility of protons in zirconia is also an important factor in the
transport of hydrogen through the oxide layers of zircaloys since
the proton flux is a function of both diffusion rate and concentra-
tion. A study of proton solubility using atomistic methods is com-
plicated by the necessity to maintain charge balance or suffer large,
fictitious contributions to the system energy. The method
employed in this work, namely replacing Zr atoms with Y atoms
to balance charges, would be of little use for an investigation of sol-
ubility. In fact, realistic solutions would require large simulation
cells such as where the dissociation of water molecules to give pro-
tons and hydroxide/oxide at the zirconia surfaces could be investi-
gated adequately.
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