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#### Abstract

A typical iterative polynomial root-finder begins with a relatively slow process of computing a crude but sufficiently close initial approximation to a root and then rapidly refines it. The policy of using the same iterative process at both stages of computing an initial approximation and refining it, however, is neither necessary nor most effective. The efficiency of an iteration at the former stage resists formal study and is usually decided empirically, whereas formal study of the efficiency at the latter stage of refinement is not hard and is the subject of the current paper. We define this local efficiency as $\frac{\log _{10} q}{d}=$ $\log _{10}\left(q^{1 / d}\right)$ ( $q$ is the convergence order, and $d$ is the number of function evaluations per iteration); it is inversely proportional to the number of flops involved. Assuming that about $2 n$ flops are needed per evaluation of a polynomial of a degree $n$ at a single point, we extend the definition to cover the recent matrix methods for polynomial root-finding as well as some methods that combine $n$ approximations to all $n$ roots to refine them simultaneously. For the approximation of a single root of a polynomial of degree $n$, the maximum local efficiency achieved so far is $\log _{10} 2 \approx 0.301 \ldots$, but we show its growth to infinity for simultaneous approximation of all $n$ roots as $n$ grows to infinity.
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## 1. Introduction

### 1.1. Polynomial root-finding: some history

Univariate polynomial root-finding is the oldest problem of mathematics and computational mathematics; it was central for these fields from the Sumerian and Babylonian times (the third millennium B.C.) and well into the XIXth century A.D. Its study was responsible for the introduction of some basic concepts and algorithms, e.g., groups, fields, algebraic and meromorphic functions, the Regula Falsi and secant algorithms, and irrational, negative, and nonreal numbers. For more on the rich and exciting history of this study see, for example, the books [1,2] and surveys [3,4].

At present, univariate polynomial root-finding is a fundamental operation of computer algebra, particularly critical for geometric modelling and algebraic geometric computations such as the computation of the intersection of algebraic curves and surfaces, which amounts to the solution of systems of polynomial equations. The most popular solution algorithms, employing Gröbner bases, reduce the latter task to accurate root-finding for high degree univariate polynomials.

[^0]Other important application areas of polynomial root-finding include control and signal processing (see the demonstrations on pages XIV and XV of [5]).

Over the centuries, especially since the advent of computers, there have been hundreds if not thousands of different methods devised for numerical approximation of the roots of polynomials. A large number (perhaps most) of them are listed in the bibliography by McNamee [6], and many are described in the two-part monograph by McNamee and Pan [7,5].

### 1.2. Our subject: iterative techniques for polynomial root-finding and root-refining

The roots of a polynomial of a degree higher than four must be computed approximately because there exist no explicit expressions for them using arithmetic operations and radicals, and so the known methods are iterative; for example, they begin with a sufficiently close initial approximation $x_{0}$ to a root and recursively improve it.

Simultaneous methods proceed similarly for all roots of a polynomial (see Section 5), whereas the matrix root-finders use iterative eigenvalue algorithms applied to companion or generalized companion matrices associated with a given polynomial (see Section 4).

A typical iterative polynomial root-finder begins with a relatively slow process of computing a crude but reasonably close initial approximation to a root and then rapidly refines it. The policy of using the same iterative process at both stages of computing an initial approximation and refining it, however, is neither necessary nor most effective. The efficiency of an iteration at the former stage resists formal study and is usually decided empirically (see [8]), although this difficulty is overcome, for example, in [9-13]. In contrast, estimating the efficiency of the latter stage of refinement is not so hard, and is the subject of the current paper.

Namely, we assume that some black box algorithms have already supplied desired initial approximations to the roots; then we study root-refining by iterations that converge with order $q$ right from the start. For example, $q=2$ for Newton's method provided that a root lies substantially closer to an initial approximation than to any other root. Reneger [14] provides specific estimates based on the results of [15,16], and this study has been extended to other root-finders as well (see [17,18]).

### 1.3. Iterative root-finders and root-refiners: classification

We assume a polynomial equation $f(x)=0$, and a reasonably good initial approximation $x_{0}$ to its root $x=\zeta$. Then we apply an iterative method such as $x_{i+1}=\phi(\cdots)$, where $\phi$ depends for example on $x_{i}, f\left(x_{i}\right)$ and its derivatives, repeating the iteration until some convergence criterion is satisfied. Or the iteration may be more complicated (see (2)-(4) below). The following classes cover a large part of the iterative methods of Sections 2 and 3; in particular, classes (3) and (4) are covered in Sections 2.2 and 3.2.
(1) One point, without memory: the new approximation $x_{i+1}$ is defined as a function of

$$
\begin{aligned}
& x_{i}, f\left(x_{i}\right), f^{\prime}\left(x_{i}\right), \ldots, f^{(s-1)}\left(x_{i}\right) \quad \text { for } i=0,1, \ldots, \text { i.e., } \\
& x_{i+1}=\phi\left(x_{i}, f\left(x_{i}\right), f^{\prime}\left(x_{i}\right), \ldots, f^{(s-1)}\left(x_{i}\right)\right) .
\end{aligned}
$$

(2) One point, with memory. Here we re-use old values:
$x_{i-1}, \ldots, x_{i-m}$ for a fixed positive integer $m$, i.e., $x_{i+1}$ is given by

$$
\phi\left(x_{i}, x_{i-1}, \ldots, x_{i-m}, f\left(x_{i-1}\right), \ldots, f\left(x_{i-m}\right), \ldots, f^{(s-1)}\left(x_{i-1}\right), \ldots, f^{(s-1)}\left(x_{i-m}\right)\right)
$$

The overall work (over all $i=1,2, \ldots, k$ ) is almost the same as for one point without memory provided that $k$ is large enough.
(3) Multi-point (without memory). It proceeds thus:

$$
\begin{aligned}
& z_{1}=\phi_{1}\left(x_{i}, f\left(x_{i}\right), \ldots, f^{(s-1)}\left(x_{i}\right)\right), \\
& z_{2}=\phi_{2}\left(x_{i}, f\left(x_{i}\right), \ldots, f^{(s-1)}\left(x_{i}\right), z_{1}, f\left(z_{1}\right), \ldots, f^{(s-1)}\left(z_{1}\right)\right), \\
& \ldots \ldots \ldots \ldots \\
& \ldots \ldots \ldots \ldots \\
& z_{j}=\phi_{j}\left(x_{i}, f\left(x_{i}\right), \ldots, f^{(s-1)}\left(x_{i}\right), z_{1}, f\left(z_{1}\right), \ldots, f^{(s-1)}\left(z_{1}\right), \ldots,\right. \\
& \left.z_{j-1}, f\left(z_{j-1}\right), \ldots, f^{(s-1)}\left(z_{j-1}\right)\right) \quad(j=3, \ldots, n), \\
& x_{i+1}=z_{n},
\end{aligned}
$$

where $n \geq 4$ is a fixed integer.
(4) Multi-point with memory: as above, but we also use old values:

$$
x_{i-\ell}, f\left(x_{i-\ell}\right), \ldots, f^{(s-1)}\left(x_{i-\ell}\right) \quad(\ell=1, \ldots, m)
$$

### 1.4. Efficiency: definition

We define the efficiency of an iterative root-refiner as the inverse of the work needed to obtain a desired accuracy of solution. This may be derived as follows: suppose we start with a guess having error $10^{-1}$ and seek an estimate within the
error bound $10^{-D}$. Let the method have order $q$, i.e., for a root $\xi$, we have

$$
\frac{\left|x_{i+1}-\xi\right|}{\left|x_{i}-\xi\right|^{q}}=C \neq 0, \infty
$$

where $q$ is not necessarily an integer. For the sake of demonstration, let $C=1$. Then, after one step, the initial error bound $\epsilon_{0}=10^{-1}$ decreases to $\epsilon_{1}=10^{-q}$, after two steps, to $\epsilon_{2}=\left(10^{-q}\right)^{q}=10^{-q^{2}}$, and so on.

Finally, after $N$ steps, the output error is bounded by $\epsilon_{N}=10^{-q^{N}}$ and must stay below $10^{-D}$. Therefore we should choose

$$
N=\left\lceil\frac{\log D}{\log q}\right\rceil \approx \frac{\log D}{\log q}
$$

Hereafter, $\log$ stands for $\log _{10}$; that is, we assume logarithm to base 10 .
Now, suppose that each iteration requires $d$ function or derivative evaluations (in our crude estimate of efficiency we ignore the cost of combining the different function values; for high degrees this makes little difference). Then the work equals $N d \approx \log D \frac{d}{\log q}$. Hence, the efficiency equals

$$
\frac{1}{\text { Work }} \approx \frac{1}{\log D} \frac{\log q}{d}
$$

but $D$ is problem dependent rather than method dependent, and it is usual to ignore it. Thus we finally define

$$
\begin{equation*}
E f f=\frac{\log q}{d}=\log \left(q^{\frac{1}{d}}\right) \tag{1.1}
\end{equation*}
$$

Many authors use just $q^{\frac{1}{d}}$, but the back and forth transition to our definition is immediate. For an example, Newton's method has $q=d=2$, and so $q^{\frac{1}{d}}=\sqrt{2}=1.414$, whereas our definition gives $E f f=\log \sqrt{2}=\frac{1}{2} \log 2=.1505$.

The increase of the efficiency in (1.1) by a factor $f$ corresponds to the decrease by the same factor of the arithmetic time of the solution, measured by the number of flops involved.

### 1.5. Contents

In the next two sections, we recall a number of iterative methods which have efficiencies in the above sense of (somewhat arbitrarily) more than .225 ; we classify them depending on their derivation and whether they use only the values of the input polynomial or also its derivatives and possibly higher-order derivatives. Table 1 at the end of the paper summarizes the respective estimates. In Sections 4 and 5, we recall that the evaluation of a polynomial of a degree $n$ at a point takes about $2 n$ flops, extend our study to cover matrix methods for polynomial root-finding and root-refining (in Section 4) and simultaneous methods (in Section 5), and show that for the class of the latter methods the efficiency can dramatically increase. Section 6 concludes the paper.

## 2. Iterative methods not using derivatives

### 2.1. Interpolation methods

We consider first Muller's method [19], derived by fitting a quadratic through the three most recent approximations $\left(x_{j}, f\left(x_{j}\right)\right)(j=i, i-1, i-2)$ and finding where the quadratic cuts the $x$-axis. By applying Newton's divided difference interpolation formula, we compute

$$
x_{i+1}=x_{i}-\frac{2 f\left(x_{i}\right)}{b \pm \sqrt{b^{2}-4 a f\left(x_{i}\right)}}
$$

where

$$
\begin{aligned}
& a=\left[x_{i}, x_{i-1}, x_{i-2}\right]=\frac{\left[x_{i}, x_{i-1}\right]-\left[x_{i-1}, x_{i-2}\right]}{x_{i}-x_{i-2}}, \\
& b=\left[x_{i}, x_{i-1}\right]+\left(x_{i}-x_{i-1}\right) a, \\
& {\left[x_{i}, x_{i-1}\right]=\frac{f\left(x_{i}\right)-f\left(x_{i-1}\right)}{x_{i}-x_{i-1}},}
\end{aligned}
$$

and $\left[x_{i-1}, x_{i-2}\right]$ is similar. If the quantity under the square root sign is positive, we take the sign of the square root to be that of $b$; otherwise, we take the sign which will make the denominator larger in magnitude. Householder [20] shows that the order is 1.839 , and since we only need one new function evaluation per step, the efficiency is $\log 1.839=.265$. For a Fortran program, see [21].

Sharma [22] generalizes Muller's method to a family of methods based on fitting the general quadratic

$$
Q(x, y)=a x^{2}+b y^{2}+c x+d y+e
$$

through the three points $\left(x_{j}, f_{j}\right)(j=i, i-1, i-2)$. He thus obtains the iteration

$$
x_{i+1}=x_{i}-\frac{2 f_{i}\left(b f_{i}-d\right)}{c \pm \sqrt{c^{2}-4 a f_{i}\left(b f_{i}-d\right)}}
$$

Here, $c$ and $d$ depend on $a, b$, and the $\left(x_{j}, f_{j}\right)$, while $a$ and $b$ may be chosen to give different members of the family. For example, $a=0, b=1$ gives inverse parabolic interpolation (see the cited paper for details). The order and efficiency are the same as for Muller's method.

Jarratt [23] considers general polynomial interpolation (direct and inverse). The latter case, which is easier, proceeds by fitting

$$
x=\sum_{j=0}^{n} a_{j} y^{j}
$$

to the points $\left(f_{i-k}, x_{i-k}\right)(k=0,1, \ldots, n)$ by Lagrange's or Newton's divided difference interpolation. Then the next estimate is given by $y=0$ or $x_{i+1}=a_{0}$. For $n=4$, the order is 1.984 , giving an efficiency of .2975 .

The secant method uses

$$
x_{i+1}=x_{i}-f_{i} \frac{x_{i}-x_{i-1}}{f_{i}-f_{i-1}}
$$

A variation known as Regula Falsi starts with $f\left(x_{0}\right) f\left(x_{1}\right)<0$ and at each iteration replaces whichever of the old points has the sign of the function value the same as that of the new point (the old point is replaced by the new one).

The secant and Regula Falsi methods are not particularly efficient, but Anderson and Björck [24] modify Regula Falsi so that, when

$$
f_{i} f_{i+1}>0
$$

they use

$$
\begin{equation*}
x_{i+2}=x_{i+1}-\frac{f_{i+1}}{\bar{f}_{i+1}^{\prime}} \tag{2.1}
\end{equation*}
$$

where $\bar{f}_{i+1}^{\prime}$ is the derivative of the interpolating parabola to $\left(x_{k}, f_{k}\right)(k=i-1, i, i+1)$ at $x_{i+1}$, namely

$$
\begin{equation*}
\bar{f}_{i+1}^{\prime}=\left[x_{i+1}, x_{i}\right]+\left[x_{i+1}, x_{i-1}\right]-\left[x_{i-1}, x_{i}\right] . \tag{2.2}
\end{equation*}
$$

(If $f_{i} f_{i+1}<0$, an unmodified Regula Falsi step is taken.) Now, if $x_{i+2}$ does not lie in the interval [ $x_{i-1}, x_{i+1}$ ], we take

$$
x_{i+2}=x_{i+1}-\left(x_{i-1}-x_{i+1}\right) \frac{f_{i+1}}{\frac{1}{2} f_{i-1}-f_{i+1}}
$$

The efficiency varies between .226 and .233 .
King [25] improves the Anderson and Björck method as follows (starting with ( $x_{0}, f_{0}$ ) and ( $x_{1}, f_{1}$ ), where $f_{0} f_{1}<0$ as in Regula Falsi):
(1) Find $x_{i+1}$ from $\left(x_{j}, f_{j}\right)(j=i-1, i)$ by a secant step and calculate $f_{i+1}$. If $f_{i} f_{i+1}<0$, set $\left(x_{B}, f_{B}\right)=\left(x_{i}, f_{i}\right)$; else, set $\left(x_{B}, f_{B}\right)=\left(x_{i-1}, f_{i-1}\right)$.
(2) Perform computations defined by Eqs. (2.1) and (2.2) above to obtain $x_{i+2}$. If this is not in $\left[x_{i+1}, x_{B}\right]$, obtain $x_{i+2}$ by using

$$
x_{i+2}=x_{i+1}-\left(x_{B}-x_{i+1}\right) \frac{f_{i+1}}{\frac{1}{2} f_{B}-f_{i+1}}
$$

Replace $f_{B}$ by $\frac{f_{B}}{2}$. Calculate $f_{i+2}$.
(3) If $f_{i+1} f_{i+2}<0$, set $\left(x_{B}, f_{B}\right)=\left(x_{i+1}, f_{i+1}\right)$. In any case, replace $\left(x_{i-1}, f_{i-1}\right),\left(x_{i}, f_{i}\right)$, and $\left(x_{i+1}, f_{i+1}\right)$ by $\left(x_{i}, f_{i}\right),\left(x_{i+1}, f_{i+1}\right)$, and $\left(x_{i+2}, f_{i+2}\right)$, respectively, and return to step 2.

The order is 1.839, as for Muller's method, but King's method has the advantage of guaranteeing convergence for real roots. For complex roots we can apply other methods such as Muller's.

Kogan [26] presents a method that uses the following extension of the secant method:

$$
x_{i+1}=x_{i}-\frac{f\left(x_{i}\right)}{\left[x_{i-1}, x_{i}\right]\left[x_{i-2}, x_{i-1}\right]-f\left(x_{i-1}\right)\left[x_{i-2}, x_{i}\right]} .
$$

According to Kogan, this method has order 1.84 and hence efficiency .2648.

A nonstationary method is proposed in [27]:

$$
x_{i+1}=x_{i}-\frac{f\left(x_{i}\right)}{\left[x_{i-1}, x_{i}\right]+\sum_{s=2}^{i}\left[x_{i-s}, \ldots, x_{i}\right] \prod_{j=i-s+1}^{i-1}\left(x_{i}-x_{j}\right)} \quad(i=1,2, \ldots),
$$

where

$$
\left[x_{k-s}, \ldots, x_{k}\right]=\frac{\left[x_{k-s+1}, \ldots, x_{k}\right]-\left[x_{k-s}, \ldots, x_{k-1}\right]}{x_{k}-x_{k-s}} \quad(s=1, \ldots, k)
$$

with

$$
\left[x_{k}, x_{k}\right]=f\left(x_{k}\right) .
$$

For example,

$$
\begin{aligned}
& x_{2}=x_{1}-\frac{f\left(x_{1}\right)}{\left[x_{0}, x_{1}\right]}, \\
& x_{3}=x_{2}-\frac{f\left(x_{2}\right)}{\left[x_{1}, x_{2}\right]+\left[x_{0}, x_{1}, x_{2}\right]\left(x_{2}-x_{1}\right)}, \\
& x_{4}=x_{3}-\frac{f\left(x_{3}\right)}{\left[x_{2}, x_{3}\right]+\left[x_{1}, x_{2}, x_{3}\right]\left(x_{3}-x_{2}\right)+\left[x_{0}, \ldots, x_{3}\right]\left(x_{3}-x_{2}\right)\left(x_{3}-x_{1}\right)} .
\end{aligned}
$$

The convergence order itself converges to 2 as $i$ increases, so the efficiency approaches $\log 2=.3010$.

### 2.2. Multi-point methods

Traub [28] shows that one-point iterations without memory, using s-1 derivatives, are of order at most s. With memory, the maximum order is $s+1$.

Kung and Traub [29] describe a multi-point iteration of order $2^{n-1}$ using $n$ evaluations and conjecture that this is optimal among all $m$-point iterations using $n$ evaluations and no memory.
They define a set of iterations $\left\{\psi_{j}\right\}$ as follows:

$$
\begin{aligned}
& \psi_{0}=x \\
& \psi_{1}=x+\beta f(x)
\end{aligned}
$$

$$
\psi_{j+1}=Q_{j}(0)
$$

where $Q_{j}(y)$ is the inverse interpolatory polynomial for $f$ at $f\left(\psi_{k}\right)(k=0,1, \ldots, j)$. For example,

$$
\begin{aligned}
\psi_{2} & =x_{0}-\frac{\beta f\left(\psi_{0}\right) f\left(\psi_{1}\right)}{f\left(\psi_{1}\right)-f\left(\psi_{0}\right)} \\
\psi_{3} & =\psi_{2}-\frac{f\left(\psi_{0}\right) f\left(\psi_{1}\right)}{f\left(\psi_{2}\right)-f\left(\psi_{0}\right)}\left[\frac{\psi_{1}-\psi_{0}}{f\left(\psi_{1}\right)-f\left(\psi_{0}\right)}-\frac{\psi_{2}-\psi_{0}}{f\left(\psi_{2}\right)-f\left(\psi_{0}\right)}\right]
\end{aligned}
$$

and the authors give an Algol program for computing $\psi_{n}$ for $n \geq 4$. They show that the order is $2^{n-1}$, and that, among all Hermite interpolatory function iterations using $n$ evaluations, the above order is maximal.

Werschultz [30] considers a class of multi-point methods with memory using Hermite information, i.e., assuming initial approximation $x_{0}$ available, we recursively compute $x_{i+1}$ from $x_{i}$ using

$$
f^{(j)}\left(z_{i-s, \ell}\right), \quad 0 \leq j \leq r_{\ell}-1,1 \leq \ell \leq k, 0 \leq s \leq m
$$

for fixed integers $k, m, r_{1}, \ldots, r_{k}$. The number of new function evaluations per iteration is

$$
n=\sum_{\ell=1}^{k} r_{\ell}
$$

and the memory is $m$.
$z_{i, \ell+1}$ depends on

$$
\begin{aligned}
z_{i . q}, f\left(z_{i, q}\right), f^{(j)}\left(z_{i, q}\right) & \left(j=1, \ldots, r_{\ell}-1 ; q=1, \ldots, \ell\right) \\
z_{i-s, q}, f\left(z_{i-s, q}\right), f^{(j)}\left(z_{i-s, q}\right) & \left(q=1, \ldots, k ; s=1, \ldots, m ; j=1, \ldots, r_{\ell}-1\right) .
\end{aligned}
$$

If $k=1$, we have one-point iterations with memory; if $m=0$, we have multi-point iterations without memory. Werschultz shows that the order of such methods is bounded by $2^{n}$ (so the efficiency is bounded by $\log 2$ ) and that this is nearly attained for $k=n, r_{1}=\cdots=r_{n}=1$ (i.e., no derivatives used) and for a moderately large $m$. This result is reached by a Hermite interpolatory method.

### 2.3. Methods based on rational approximation

Jarratt and Nudds [31] use rational approximation, i.e., they fit

$$
f(x)=\frac{x-c}{a x+b}
$$

through the three points $\left(x_{i-j}, f\left(x_{i-j}\right)\right)(j=0,1,2)$. Then the next approximation to the roots is given by

$$
x_{i+1}=x_{i}+\frac{\left(x_{i}-x_{i-1}\right)\left(x_{i}-x_{i-2}\right) f_{i}\left(f_{i-1}-f_{i-2}\right)}{\left(x_{i}-x_{i-1}\right)\left(f_{i-2}-f_{i}\right) f_{i-1}+\left(x_{i}-x_{i-2}\right)\left(f_{i}-f_{i-1}\right) f_{i-2}},
$$

where of course $f_{i}=f\left(x_{i}\right)$, etc. The order and efficiency are the same as that of Muller's method, but the method of [31] has the advantage of finding real roots without using complex arithmetic (in contrast to Muller).

Larkin [32] uses a rational approximation, i.e., fits the given polynomial $f(x)$ by

$$
\tilde{f}(x)=\frac{x-x_{n+1}}{Q_{n-2}(x)}
$$

for a fixed integer $n>2$. He computes

$$
w_{j k}=w_{j+1, k-1}+\frac{w_{j+1, k-1}-w_{j, k-1}}{\left(w_{j, k-1}-x_{j}\right) /\left(w_{j+1, k-1}-x_{j+k}\right)-1}
$$

for $j=1, \ldots, n-1 ; k=2, \ldots, n-1$, and the $w_{j 1}$ given by the secant rule

$$
w_{j 1}=x_{j+1}-\frac{x_{j+1}-x_{j}}{f_{j+1}-f_{j}} f_{j+1}
$$

where (starting from initial guesses $x_{1}, x_{2}$ ) the $x_{j}$ are given by

$$
\begin{equation*}
x_{n+1}=w_{1, n-1} \quad(n=2,3, \ldots) \tag{2.3}
\end{equation*}
$$

For example, if we go up to $n=4$, the order of calculation is $f_{1}, f_{2}, w_{11}, x_{3}=w_{11}, f_{3}, w_{21}, w_{12}, x_{4}=w_{12}, f_{4}, w_{31}$, $w_{22}, w_{13}, x_{5}=w_{13}$. Larkin proves that if $x_{1}$ and $x_{2}$ are close enough to a root $\zeta$, then $x_{i} \rightarrow \zeta$ as $i \rightarrow \infty$ with convergence order 2.

The later paper Larkin [33] gives a simpler method (we mention the previous method because there exists a program based on it - see later). He defines

$$
h(x)=\frac{1}{f(x)}
$$

Then let $h\left[x_{n}, x_{n+1}, \ldots, x_{n+k}\right]$ denote the $n$th divided difference based on the points $\left(x_{r}, h_{r}\right)(r=n, n+1, \ldots, n+k)$ with

$$
h\left[x_{j}\right]=h_{j} \equiv h\left(x_{j}\right)=\frac{1}{f\left(x_{j}\right)} \quad(j=1,2, \ldots)
$$

Starting from two initial guesses $x_{1}, x_{2}$, he computes

$$
x_{n+1}=x_{n}-\frac{h\left[x_{1}, \ldots, x_{n-1}\right]}{h\left[x_{1}, \ldots, x_{n}\right]}
$$

The divided differences can be computed recursively by

$$
\begin{equation*}
h\left[x_{j}, \ldots, x_{j+k}\right]=\frac{h\left[x_{j+1}, \ldots, x_{j+k}\right]-h\left[x_{j}, \ldots, x_{j+k-1}\right]}{x_{j+k}-x_{j}} \tag{2.4}
\end{equation*}
$$

There is a problem as $n$ gets larger, namely the divided differences become very large, and there is a danger of overflow. Also for large $n$ the number of 'overhead' calculations (i.e., other than function evaluations) increases. These problems can be overcome if we restrict $k$ in (2.4) to a fixed number such as 5 ; that is, if we generate $\left\{x_{n}\right\}(n=1,2, \ldots, k+1)$ by (2.4), and subsequently use

$$
x_{n+1}=x_{n}+\frac{h\left[x_{n-k}, x_{n-k+1}, \ldots, x_{n-1}\right]}{h\left[x_{n-k}, \ldots, x_{n}\right]} .
$$

Thus we only use divided differences as far as the $k$ is restricted, and points prior to ( $x_{n-k}, h_{n-k}$ ) are not used in the calculation of $x_{n+1}$. The orders of convergence for various values of $k$ are as follows:

| $k$ | 1 | 2 | $\cdots$ | 5 | $\cdots$ | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q$ | 1.618 | 1.889 | $\cdots$ | 1.984 | $\cdots$ | 2.000. |

Norton [34] describes an algorithm based on Larkin's paper [32] and its combination with bisection where necessary. Along with other parameters, the user needs to set $n$ equal to the maximum degree of rational interpolation. Norton recommends $n=5$ for simple roots, or $n=3$ for multiple roots. He suggests a higher value for functions which are hard to evaluate, such as high-degree polynomials.

### 2.4. Miscellaneous methods

Henrici [35] gives a derivation of Aitken's $\Delta^{2}$ method (proposed in [36]) for accelerating the convergence of a sequence which converges linearly, such as

$$
\begin{equation*}
x_{i+1}=\phi\left(x_{i}\right) \tag{2.5}
\end{equation*}
$$

(the method of successive approximation). The $\Delta^{2}$ method can be written as

$$
\begin{equation*}
x_{i}^{\prime}=x_{i}-\frac{\left(x_{i+1}-x_{i}\right)^{2}}{x_{i+2}-2 x_{i+1}+x_{i}} \tag{2.6}
\end{equation*}
$$

(note that the denominator in the right-hand side is $\Delta^{2} x_{i}$; hence the name of the method). It is suggested that we start with $x_{0}$, form $x_{1}$ and $x_{2}$ by (2.5), and apply (2.6) with $i=0$ to produce $x_{0}^{\prime}$; then repeat the above process to convergence (hopefully). This process has quadratic convergence and evaluates as many functions per iteration as the basic process (2.5). In particular, the efficiency is $\log 2=.3010$ if a single evaluation is used in (2.5).

Kalantari [37] defines

$$
f_{i}=f\left(x_{i}\right), f_{i j}=\frac{f_{i+1, j}-f_{i, j-1}}{x_{j}-x_{i}}\left(x_{i} \neq x_{j}\right),
$$

and recommends the iteration in which the 4-tuple $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is replaced by the 4 -tuple $\left(B_{4}^{(4)}, x_{1}, x_{2}, x_{3}\right)$ for

$$
B_{4}^{(4)}=x_{1}-\frac{f_{11}\left|\begin{array}{ccc}
f_{23} & f_{24} \\
f_{33} & f_{34}
\end{array}\right|}{\left|\begin{array}{lll}
f_{12} & f_{13} & f_{14} \\
f_{22} & f_{23} & f_{24} \\
0 & f_{33} & f_{34}
\end{array}\right|}
$$

and of course the process is repeated to convergence. This method has efficiency .2934 , which is close to the record high value for methods of this class.

## 3. Methods using derivatives

### 3.1. Methods using Hermite interpolation

Hindmarsh [38] considers a class of Hermite interpolatory functions. He finds a function $P_{n}(x)$ satisfying

$$
\begin{equation*}
P_{n}^{(k)}\left(x_{n-i}\right)=f^{(k)}\left(x_{n-i}\right), \quad\left(k=0, \ldots, m_{i}-1 ; i=1, \ldots, \ell\right), \tag{3.1}
\end{equation*}
$$

where the $m_{i}$ are fixed integers, $\ell$ is the number of previously defined $x_{n-i}$ used in calculating $x_{n}$, and the $x_{n-i}$ are previously found estimates for the root $\zeta$. Then $x_{n}$ is found as a root of $P_{n}(x)=0$.

More practically, we define the inverse function

$$
F(y)=f^{-1}(y),
$$

and fit $Q_{n}(y)$ to $F\left(y_{i}\right)$ as in (3.1); then we take

$$
x_{n}=Q_{n}(0)
$$

Actually, Hindmarsh finds that the most efficient method of this class has $m_{i}=1$ for all $i$ (i.e., it uses no derivatives), and large $\ell$. As $\ell$ converges to $\infty$, the efficiency converges to $\log 2$.

Kung and Traub [29] propose a family of inverse Hermite interpolatory formulas starting with

$$
\begin{aligned}
& w_{1}=x \\
& w_{2}=x-\frac{f(x)}{f^{\prime}(x)} \\
& w_{3}=w_{2}-\frac{f(x) f\left(w_{2}\right)}{\left[f(x)-f\left(w_{2}\right)\right]^{2}} \frac{f(x)}{f^{\prime}(x)}
\end{aligned}
$$

the authors supply an Algol program to construct higher-order methods. $w_{n}$ has efficiency $\log \left(2^{1-\frac{1}{n}}\right)$; e.g., $n=4$ gives .226 .

### 3.2. Multi-point methods

Neta [39] proposes a method having order 10.81 and efficiency .2585 . For a fixed triple ( $w_{0}, z_{0}, x_{0}$ ), he recursively computes triples $\left(w_{i}, z_{i}, x_{i}\right), i=1,2, \ldots$ as follows:

$$
w_{i}=x_{i-1}-\frac{f\left(x_{i-1}\right)}{f^{\prime}\left(x_{i-1}\right)}+\left[f\left(w_{i-1}\right) \phi_{z}-f\left(z_{i-1}\right) \phi_{w}\right] \frac{f\left(x_{i-1}\right)^{2}}{f\left(w_{i-1}\right)-f\left(z_{i-1}\right)},
$$

where

$$
\phi_{w}=\frac{w_{i-1}-x_{i-1}}{\left[f\left(w_{i-1}\right)-f\left(x_{i-1}\right)\right]^{2}}-\frac{1}{\left[f\left(w_{i-1}\right)-f\left(x_{i-1}\right)\right] f^{\prime}\left(x_{i-1}\right)},
$$

and $\phi_{z}$ is the same, but with $z_{i-1}$ in place of $w_{i-1}$. Then he obtains

$$
z_{i}=x_{i-1}-\frac{f\left(x_{i-1}\right)}{f^{\prime}\left(x_{i-1}\right)}+\left[f\left(w_{i}\right) \phi_{z}-f\left(z_{i-1}\right) \psi_{w}\right] \frac{f\left(x_{i-1}\right)^{2}}{f\left(w_{i}\right)-f\left(z_{i-1}\right)},
$$

where

$$
\psi_{w}=\frac{w_{i}-x_{i-1}}{\left[f\left(w_{i}\right)-f\left(x_{i-1}\right)\right]^{2}}-\frac{1}{\left[f\left(w_{i}\right)-f\left(x_{i-1}\right)\right] f^{\prime}\left(x_{i-1}\right)} .
$$

Finally, he computes

$$
x_{i}=x_{i-1}-\frac{f\left(x_{i-1}\right)}{f^{\prime}\left(x_{i-1}\right)}+\left[f\left(w_{i}\right) \psi_{z}-f\left(z_{i}\right) \psi_{w}\right] \frac{f\left(x_{i-1}\right)^{2}}{f\left(w_{i}\right)-f\left(z_{i}\right)},
$$

where

$$
\begin{equation*}
\psi_{z}=\frac{z_{i}-x_{i-1}}{\left[f\left(z_{i}\right)-f\left(x_{i-1}\right)\right]^{2}}-\frac{1}{\left[f\left(z_{i}\right)-f\left(x_{i-1}\right)\right] f^{\prime}\left(x_{i-1}\right)} . \tag{3.2}
\end{equation*}
$$

Bi et al. [40] present a family of eighth-order methods with four evaluations, and hence efficiency $\frac{\log 8}{4}=.2258$ (this is optimum for four evaluations and no memory). A useful member of this family is as follows:

$$
\begin{aligned}
& y_{i}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}, \\
& z_{i}=y_{i}-\frac{2 f\left(x_{i}\right)-f\left(y_{i}\right)}{2 f\left(x_{i}\right)-5 f\left(y_{i}\right)} \frac{f\left(y_{i}\right)}{f^{\prime}\left(x_{i}\right)}, \\
& x_{i+1}=z_{i}-\frac{f\left(x_{i}\right)+(\gamma+2) f\left(z_{i}\right)}{f\left(x_{i}\right)+\gamma f\left(z_{i}\right)} \frac{f\left(z_{i}\right)}{f\left[z_{i}, y_{i}\right]+\frac{2 f\left(\left[z_{i}, x_{i}\right]-f^{\prime}\left(x_{i}\right)\right)}{z_{i}-x_{i}}\left(z_{i}-y_{i}\right)},
\end{aligned}
$$

where $\gamma$ is a parameter. The value $\gamma=1$ gave very good results.
There are several other methods of order 8 with four evaluations in the literature, but we do not mention them here to save space; and it is unlikely that any of them will be substantially better than the one reported above.

Neta [41] gives a method of order 16 with five evaluations, as follows. Let

$$
\begin{aligned}
& w_{i}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}, \\
& z_{i}=w_{i}-\frac{f\left(w_{i}\right)}{f^{\prime}\left(x_{i}\right)} \frac{f\left(x_{i}\right)+2 f\left(w_{i}\right)}{f\left(x_{i}\right)} .
\end{aligned}
$$

Now let

$$
\begin{aligned}
& F_{\delta}=f\left(\delta_{i}\right)-f\left(x_{i}\right), \\
& \phi_{\delta}=\frac{\delta_{i}-x_{i}}{F_{\delta}^{2}}-\frac{1}{F_{\delta} f^{\prime}\left(x_{i}\right)},
\end{aligned}
$$

where $\delta=w$ or $\delta=z\left(\right.$ e.g., if $\left.\delta=w, \delta_{i}=w_{i}, F_{\delta}=f\left(w_{i}\right)-f\left(x_{i}\right)\right)$.
Next, compute

$$
\begin{aligned}
& D=\frac{\phi_{w}-\phi_{z}}{F_{w}-F_{z}}, \quad \gamma=\phi_{w}-D F_{w}, \\
& t_{i}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}+\gamma f^{2}\left(x_{i}\right)-D f^{3}\left(x_{i}\right), \\
& F_{t}=f\left(t_{i}\right)-f\left(x_{i}\right), \quad \phi_{t}=\frac{t_{i}-x_{i}}{F_{t}^{2}}-\frac{1}{F_{t} f^{\prime}\left(x_{i}\right)}, \\
& e=\frac{\frac{\phi_{t}-\phi_{z}}{F_{t}-F_{z}}-\frac{\phi_{w}-\phi_{z}}{F_{w}-F_{z}}}{F_{t}-F_{w}}, \\
& d=\frac{\phi_{t}-\phi_{z}}{F_{t}-F_{z}}-e\left(F_{t}+F_{z}\right), \quad c=\phi_{t}-d F_{t}-e F_{t}^{2},
\end{aligned}
$$

and finally

$$
x_{i+1}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}+c f^{2}\left(x_{i}\right)-d f^{3}\left(x_{i}\right)+e f^{4}\left(x_{i}\right)
$$

The efficiency is $\log (\sqrt[5]{16})=.2408$.
Geum and Kim [42] give another family of methods of order 16 with five evaluations (and thus efficiency .2408). They use

$$
\begin{aligned}
& y_{i}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}, \\
& z_{i}=y_{i}-K_{f}\left(u_{i}\right) \frac{f\left(y_{i}\right)}{f^{\prime}\left(x_{i}\right)}, \\
& s_{i}=z_{i}-H_{f}\left(u_{i}, v_{i}, w_{i}\right) \frac{f\left(z_{i}\right)}{f^{\prime}\left(x_{i}\right)}, \\
& x_{i+1}=s_{i}-W_{f}\left(u_{i}, v_{i}, w_{i}, t_{i}\right) \frac{f\left(s_{i}\right)}{f^{\prime}\left(x_{i}\right)},
\end{aligned}
$$

where

$$
\begin{aligned}
& K_{f}\left(u_{i}\right)=\frac{1+\beta u_{i}+\left(-9+\frac{5 \beta}{2}\right) u_{i}^{2}}{1+(\beta-2) u_{i}+\left(-4+\beta^{2}\right) u_{i}^{2}}, \\
& H_{f}\left(u_{i}, v_{i}, w_{i}\right)=\frac{1+2 u_{i}+(2+\sigma) w_{i}}{1-v_{i}+\sigma w_{i}} \\
& W_{f}\left(u_{i}, v_{i}, w_{i}, t_{i}\right)=\frac{1+2 u_{i}+(2+\sigma) v_{i} w_{i}}{1-v_{i}-2 w_{i}-t_{i}+2(1+\sigma) v_{i} w_{i}}+G\left(u_{i}, w_{i}\right) .
\end{aligned}
$$

Here, $\beta$ and $\sigma$ are free parameters, and $G(u, w)$ is an analytic function, while

$$
u_{i}=\frac{f\left(y_{i}\right)}{f\left(x_{i}\right)}, \quad v_{i}=\frac{f\left(z_{i}\right)}{f\left(y_{i}\right)}, \quad w_{i}=\frac{f\left(z_{i}\right)}{f\left(x_{i}\right)}, \quad t_{i}=\frac{f\left(s_{i}\right)}{f\left(z_{i}\right)} .
$$

The authors experimented with several values of $(\beta, \sigma)$, and had most success with $\beta=2, \sigma=-2$, and

$$
G(u, w)=-\frac{1}{2}\left[u w\left[6+12 u+u^{2}(24-11 \beta)+u^{3} \phi_{1}+4 \sigma\right]\right]+\phi_{2} w^{2}
$$

where

$$
\phi_{1}=11 \beta^{2}-66 \beta+136 ; \quad \phi_{2}=2 u\left(\sigma^{2}-2 \sigma-9\right)-4 \sigma-6
$$

Alefeld and Potra [43] present another bracketing method as follows. Assume that the interval [a,b] contains a root $\zeta$. Let $y_{0}=a$ and $z_{0}=b$, and for $i=0,1,2, \ldots$ compute

$$
\begin{aligned}
& y_{i+1}=y_{i}-\Delta f\left(y_{i}, z_{i}\right)^{-1} f\left(y_{i}\right) \\
& \bar{z}_{i+1}=y_{i}-\frac{f\left(y_{i}\right)}{\Delta f\left(y_{i}, y_{i+1}\right)} \\
& z_{i+1}=\min \left\{\bar{z}_{i+1}, z_{i}\right\}
\end{aligned}
$$

where $\Delta f(s, t)$ is the divided difference of $f(x)$ at the points $s$ and $t$. It is proved that $y_{i}$ and $z_{i} \rightarrow \zeta$ from below and above. The efficiency is only .191 , but again convergence is guaranteed.

### 3.3. Methods using quadratics

King [44] describes the "Tangent parabola" method as follows. Let

$$
\begin{aligned}
& a_{0}=f_{0}-f_{2}+f_{1}^{\prime}\left(x_{2}-x_{0}\right) \\
& b_{0}=2 x_{1}\left(f_{2}-f_{0}\right)+f_{1}^{\prime}\left(x_{0}^{2}-x_{2}^{2}\right) \\
& c_{0}=x_{2}\left(2 x_{1}-x_{2}\right) f_{0}+x_{0}\left(x_{0}-2 x_{1}\right) f_{2}+x_{0} x_{2}\left(x_{2}-x_{0}\right) f_{1}^{\prime}
\end{aligned}
$$

where

$$
f_{i}=f\left(x_{i}\right) \quad \text { and } \quad f_{i}^{\prime}=f^{\prime}\left(x_{i}\right)(i=0,1,2, \ldots)
$$

Then we compute

$$
x_{3}=\frac{1}{2}\left(x_{2}+\frac{-b_{0} \pm \sqrt{b_{0}^{2}-4 a_{0} c_{0}}}{2 a_{0}}\right) .
$$

Also, let

$$
\begin{aligned}
& A_{1}=f_{1}^{\prime}-f_{3}^{\prime} ; \quad B_{1}=2\left(x_{1} f_{3}^{\prime}-x_{3} f_{1}^{\prime}\right), \\
& C_{1}=2\left(x_{1}-x_{3}\right) f_{2}-x_{2}^{2} A_{1}-x_{2} B_{1},
\end{aligned}
$$

and then

$$
x_{4}=\frac{-B_{1} \pm \sqrt{B_{1}^{2}-4 A_{1} C_{1}}}{2 A_{1}} .
$$

The process may of course be repeated until convergence.
The convergence order is 3 , and two evaluations are required per iteration, so the efficiency is .238 .
Costabile et al. [45] give a method for real roots based on quadratic interpolation, with successive approximations bracketing the root (as in bisection or Regula Falsi). The iteration used is

$$
\begin{equation*}
x_{i+1}=x_{i}-\frac{2 f_{i}}{f_{i}^{\prime} \pm \sqrt{f_{i}^{2}-4 \sigma_{i} f_{i}}} \tag{3.3}
\end{equation*}
$$

where

$$
\sigma_{i}=\frac{f_{i-1}-f_{i}-f_{i}^{\prime}\left(x_{i-1}-x_{i}\right)}{\left(x_{i-1}-x_{i}\right)^{2}}
$$

Select $x_{0}$ and $x_{1}$ so that

$$
\begin{equation*}
f\left(x_{0}\right) f\left(x_{1}\right)<0, \tag{3.4}
\end{equation*}
$$

and choose the sign in (3.3) so that $x_{2}$ is in $\left[x_{0}, x_{1}\right]$ (it is proved that this exists and is unique). Then define the new $x_{1}$ as $x_{0}$ or the old $x_{1}$ so that (3.4) remains true. Finally, we iterate to convergence, which is guaranteed. The efficiency is .190 , lower than that of most methods considered in this work; but it is mentioned because of its valuable feature of guaranteed convergence.

The later paper Costabile et al. [46] presents a method similar to Muller's except that they fit a quadratic through the two latest approximations and the point mid-way between them. The authors also use bracketing as before to ensure global convergence to a real root. The order is 2 and the efficiency .3105 , among the highest known for this type of method.

## 4. Companion matrix methods

### 4.1. Algorithms based on repeated squaring

Hereafter, we write

$$
\begin{equation*}
p(x)=x^{n}+c_{n-1} x^{n-1}+\cdots+c_{1} x+c_{0} . \tag{4.1}
\end{equation*}
$$

We define the companion matrix of this polynomial as

$$
\mathbf{C}=\left[\begin{array}{cccccc}
0 & 1 & 0 & 0 & \cdots & 0  \tag{4.2}\\
0 & 0 & 1 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & 0 & 0 & 1 \\
-c_{0} & -c_{1} & \cdots & \cdots & -c_{n-2} & -c_{n-1}
\end{array}\right]
$$

and then

$$
\begin{equation*}
\operatorname{det}(x \mathbf{I}-\mathbf{C})=p(x) \tag{4.3}
\end{equation*}
$$

(see [47]), and so we can find polynomial roots as the eigenvalues of this special matrix. This leads to companion matrix methods; they can be extended to the case of nonmonic polynomials (see $[48,49]$ ).

Stewart [50] and Householder [51] extend the work of Sebastiao e Silva [52] by starting with an arbitrary nontrivial polynomial $h_{0}(x)$ of degree less than $n$, and applying

$$
h_{i+1}=\left[h_{i}\right]^{2} \bmod p(x), \quad i=0,1, \ldots
$$

Then they employ companion matrix methods.

In particular, Stewart shows that, if

$$
\left|h_{0}\left(r_{1}\right)\right|>\left|h_{0}\left(r_{i}\right)\right| \quad\left(r_{i} \neq r_{1}\right),
$$

then $\frac{h_{i}(x)}{h_{i}(0)}$ converges to $\frac{\pi_{1}(x)}{\pi_{1}(0)}$, where

$$
\pi_{1}(x)=\frac{p(x)}{x-r_{1}}, \quad \text { so } x-r_{1}=\frac{p(x)}{\pi_{1}(x)}
$$

Finally, he shows that

$$
\mathbf{h}_{i}=\left[h_{0}(\mathbf{C})\right]^{2^{i}}\left[\begin{array}{c}
1 \\
0 \\
. . \\
. . \\
0
\end{array}\right],
$$

where by $\mathbf{h}_{i}$ he denotes the coefficient vector of $h_{i}(x)$. For a simple root, the convergence is quadratic, but the efficiency is low. The transition from $h_{i}$ to $h_{i+1}$ requires order $n \log n$ flops, that is, order $\log n$ function evaluations. This feature persists in the amended variants of this approach in $[53,54]$.

### 4.2. Companion and generalized companion matrix eigen-solvers based on $Q R$ and $L R$ algorithms

Another group of the companion matrix methods incorporates the powerful QR eigenvalue algorithm and its variations. The local efficiency of these algorithms is not at the highest level, but we include them because they have good empirical global convergence (right from the start), even though the known formal estimates do not match such an excellent empirical property.

Matlab incorporates the classical QR algorithm, which takes order $n^{2}$ flops per iteration. Uhlig [55] proposes its practical improvement for polynomial root-finding, which he calls the DQR algorithm. Such a variation on the QR method (see [56]) still takes order $n^{2}$ flops per iteration; this corresponds to order $n$ function evaluations per iteration. He applies the Euclidean Algorithm to find a tridiagonal matrix whose characteristic polynomial is $p(z)$. He then transforms the given unsymmetric tridiagonal matrix to a complex symmetric one, and applies Givens transformations to implement the QR method (for more details see Uhlig's papers or [7, Chapter 6]). Uhlig has written a program pzero based on his method; it is available from his web-site at www.auburn.edu/~uhligfd/m_files/pzero.m.

Bini et al. $[57,58]$ stay with the QR algorithm but exploit the rank structure of the companion and diagonal + rank-one (hereafter DPR1) generalized companion input matrices to decrease the number of flops per iteration step to cn for a scalar c provided all the eigenvalues are real. Eigen-solving for DPR1 matrices is equivalent to root-finding for the important secular equations (see the details in [57], and the references therein).

To define the latter matrices, assume $n$ distinct values $s_{1}, \ldots, s_{n}$; then define a rank-one matrix $\mathbf{E}_{d}$ with diagonal entries

$$
d_{i}=\frac{p\left(s_{i}\right)}{q_{i}\left(s_{i}\right)},
$$

where

$$
q_{i}(x)=\prod_{j \neq i}\left(x-s_{j}\right)
$$

and finally define an associated generalized companion matrix

$$
\begin{equation*}
\mathbf{C}=\mathbf{D}_{s}-\mathbf{E}_{d} \tag{4.4}
\end{equation*}
$$

where $\mathbf{D}_{s}=\left[\begin{array}{ccc}s_{1} & 0 & . . \\ . . & . . & . \\ . . & 0 & s_{n}\end{array}\right]$ (i.e., it is a diagonal matrix with the (i,i) element $s_{i}$ ) and $\mathbf{E}_{d}$ of rank one is arbitrary; Elsner [59] proposes

$$
\mathbf{E}_{d}=\left[\begin{array}{cccc}
d_{1} & d_{2} & \cdot & d_{n} \\
d_{1} & d_{2} & \cdot . & d_{n} \\
. . & . . & \cdot & . . \\
d_{1} & d_{2} & \cdot & d_{n}
\end{array}\right]
$$

Then (4.3) still holds for $\mathbf{C}$ of (4.4), that is, $\mathbf{C}$ is indeed a generalized companion matrix. This can be readily deduced based on Lagrange interpolation (see [59] or [60]).

The restriction required in $[57,58]$ that the input matrix should have only real eigenvalues has been removed in a number of subsequent algorithms (see [61-65]). The paper [66] proposes further practical acceleration based on replacing the QR by the LR scheme for a restricted class of totally positive input matrices. The number of flops per iteration is still of order cn , where $c$ varies depending on the selected representation for structured matrices. It has order $n$ under the known numerically stable representations; by relaxing this requirement, one can decrease it to a constant, which, however, is still too large to make the resulting algorithms competitive for root-refining.

### 4.3. Companion and generalized companion matrix eigen-solvers based on the inverse power iteration and its variations

Bini, Gemignani and Pan in the paper [67] apply the inverse power method to companion and DPR1 generalized companion matrices.

The inverse power method for a general matrix $\mathbf{C}$ is defined as follows. Let $z^{(0)}$ be a sufficiently close approximation to an eigenvalue $z_{j}$ of $\mathbf{C}$, and let

$$
\mathbf{v}=\sum_{k=1}^{n} a_{k} \mathbf{v}_{k}
$$

with $\|\mathbf{v}\|_{2}=1$, where $\mathbf{v}_{k},(k=1, \ldots, n)$ are the eigenvectors of $\mathbf{C}$ and $a_{k} \neq 0$. Let

$$
\begin{aligned}
& \mathbf{x}^{(0)}=\mathbf{v} \\
& \mathbf{y}^{(i)}=\left(\mathbf{C}-z^{(i-1)} \mathbf{I}\right)^{-1} \mathbf{x}^{(i-1)}, \\
& \mathbf{x}^{(i)}=\frac{\mathbf{y}^{(i)}}{\left\|\mathbf{y}^{(i)}\right\|_{2}} \\
& z^{(i)}=\mathbf{x}^{(i) T} \mathbf{C} \mathbf{x}^{(i)}
\end{aligned}
$$

Solution of all the above equations is repeated for $i=1,2, \ldots$.
Then the pairs $\left(\mathbf{y}^{(i)}, z^{(i)}\right)$ quadratically converge to an eigenvector/eigenvalue pair $\left(\mathbf{v}_{j}, z_{j}\right)$ (under certain conditions). Section 3 of the paper [67] describes several methods of choosing the initial $z$. It is estimated that for $\mathbf{C}$ in (4.4) the vector product $(\mathbf{C}-z \mathbf{I})^{-1} \mathbf{x}$ can be computed in $9 n$ flops, whereas $7 n$ flops suffice in the case of $\mathbf{C}$ in (4.2); clearly in both cases the vector $C \mathbf{x}$ can be computed even faster. This method is most attractive where only a few roots of $p(x)$ are required. A program IPSOLVE implementing it can be found at the web-site www.bezout.dm.unipi.it.

Hereafter, we assume that a function evaluation takes $2 n \pm O$ (1) flops.
Pan and Zheng [68] propose and test two nontrivial extensions where the flops bounds per iteration are decreased to $4 n+1$ and $3 n+4$ in the case of companion matrices $\mathbf{C}$ in (4.2) (this can be interpreted as 2 and 1.5 function evaluations, which implies the efficiencies $\frac{1}{2} \log 2=.1505$ and $\frac{2}{3} \log 2=.2007$, respectively), and to $5 n+1$ and $4 n+2$ flops in the case of DPR1 generalized companion matrices $\mathbf{C}$ in (4.4) (this can be interpreted as 2.5 and 2 function evaluations, which implies the efficiencies $\frac{2}{5} \log 2=.1204$ and $\frac{1}{2} \log 2=.1505$, respectively).

## 5. Simultaneous methods

### 5.1. WDK and Aberth algorithms

The heading of this section refers to numerous methods that combine $n$ approximations to all the $n$ roots to refine them simultaneously. Milovanovic and Petkovic [69] compare ten such methods for polynomials of moderate degrees $n$ where no special initial information apart from the coefficients is assumed, and conclude that the best of this class is the Gauss-Seidel version of the Weierstrass-Durand-Kerner (hereafter WDK) method (see [70-72]). Let $z_{i}^{(k)}$ be denoted by $z_{i}$ and $z_{i}^{(k+1)}$ by $\hat{z}_{i}$ (where $k$ is the iteration number and $i$ is the index of the root towards which $z_{i}$ is supposedly converging). Then the method in question uses

$$
\begin{equation*}
\hat{z}_{i}=z_{i}-\frac{p\left(z_{i}\right)}{\prod_{j=1}^{i-1}\left(z_{i}-\hat{z}_{j}\right) \prod_{j=i+1}^{n}\left(z_{i}-z_{j}\right)} \quad(i=1, \ldots, n) \tag{5.1}
\end{equation*}
$$

For large $n$, however, Petkovic and Milovanovic [73] find the Gauss-Seidel Improved Ehrlich-Aberth method best, namely

$$
\begin{equation*}
\hat{z}_{i}=z_{i}-\frac{1}{\frac{p^{\prime}\left(z_{i}\right)}{p\left(z_{i}\right)}-\sum_{j=1}^{i-1} \frac{1}{z_{i}-\hat{z}_{j}}-\sum_{j=i+1}^{n} \frac{1}{z_{i}-z_{j}+\frac{p\left(z_{j}\right)}{p^{\prime}\left(z_{j}\right)}}} . \tag{5.2}
\end{equation*}
$$

Bini and Fiorentino, extending Bini [74], have written a robust program called MPSOLVE (see [75]). It implements Ehrlich-Aberth's method (see [76,77]), namely

$$
\begin{equation*}
\hat{z}_{i}=z_{i}-\frac{1}{\frac{p^{\prime}\left(z_{j}\right)}{p\left(z_{i}\right)}-\sum_{j=1}^{i-1} \frac{1}{z_{i}-\hat{z}_{i}}-\sum_{j=i+1}^{n} \frac{1}{z_{i}-z_{j}}} \tag{5.3}
\end{equation*}
$$

It uses multiprecision and can give the multiplicity of the roots. It is available at the web-site www.bezout.dm.unipi.it.
It never failed on 1000 polynomials of degree up to 25,000 . The program Polzeros is a slightly different implementation of Ehrlich-Aberth's method, also to be found at the above web-site.

Iterations (5.1)-(5.3) approximate all $n$ roots by using $4 n^{2} \pm O(n), 8 n^{2} \pm O(n)$ and $6 n^{2} \pm O(n)$ flops per iteration loop, respectively, and converge (locally) with order 2,3 , and 3 , respectively, and so the cost of an iteration loop is translated into $2 n \pm O(1), 4 n \pm O(1)$, and $3 n \pm O(1)$ function evaluations, which is roughly 2,4 , and 3 per root, respectively. This implies quite low efficiencies $\frac{1}{2} \log 2=.1505, \frac{1}{4} \log 3=.119$, and $\frac{1}{3} \log 3=.159$, respectively.

### 5.2. Simultaneous methods based on refinement of polynomial factorization

Some other simultaneous methods rely on recursive refinement of polynomial factorization, studied in $[9,78,10-13$, $79,8]$. Next, we outline some of these techniques. Further details can be found in the above papers and in Chapter 15 of [5].

Suppose we are given the coefficients of a monic polynomial

$$
p(x)=\sum_{i=0}^{n} p_{i} x^{i}=p_{n}\left(x-x_{1}\right) \cdots\left(x-x_{n}\right)
$$

for $n \neq 0$ and sufficiently close initial approximations $z_{1}, \ldots, z_{n}$ to its $n$ simple roots $x_{1}, \ldots, x_{n}$, supplied, for example, by the WDK or Ehrlich-Aberth algorithms.

This defines an approximate factorization

$$
p(x) \approx f(x)=p_{n}\left(x-z_{1}\right) \cdots\left(x-z_{n}\right)
$$

and conversely the algorithms of Schönhage [9] extending Ostrowski [80,81] readily recover approximate roots from such a factorization. Now, our task is the refinement of a crude initial factorization. We recursively apply Newton's multivariate iteration, assuming for simplicity that $p(x)$ is monic, $p_{n}=1$.

Iteration recursively updates the linear factors

$$
f_{1}=x-z_{1}, \ldots, f_{n}=x-z_{n}
$$

to produce new factors

$$
f_{1}^{(\text {new })}=f_{1}+t_{1}, \ldots, f_{n}^{(\text {new })}=f_{n}+t_{n}
$$

Here, the scalars $t_{1}, \ldots, t_{n}$ define Newton's corrections and satisfy the partial fraction decomposition (hereafter PFD)

$$
\begin{aligned}
& \frac{r}{f}=\frac{t_{1}}{f_{1}}+\cdots+\frac{t_{n}}{f_{n}} \\
& r=r(x)=p-f, \quad p=p(x) \text { and } f=f(x)
\end{aligned}
$$

Consequently,

$$
t_{i}=\frac{r}{q_{i}} \bmod f_{i}=\frac{r\left(z_{i}\right)}{q_{i}\left(z_{i}\right)}
$$

for

$$
q_{i}=\frac{f}{f_{i}}, \quad i=1, \ldots, n
$$

We can rewrite these expressions as

$$
z_{i}^{(\text {new })}=z_{i}-\frac{p\left(z_{i}\right)}{q_{i}\left(z_{i}\right)}, \quad i=1, \ldots, n
$$

and arrive at the WDK classical iteration (without the Gauss-Seidel updating). Its convergence order is still 2, and its efficiency is still $\frac{1}{2} \log 2=.1505$. It may be surprising that the simple link between computing the factorization $p(x) \approx$ $f(x)=p_{n}\left(x-z_{1}\right)^{2} \cdots\left(x-z_{n}\right)$ and the WDK algorithm had not been observed until Pan and Zheng [8].

### 5.3. Simultaneous divide and conquer methods based on recursive polynomial factorization

It may be even more surprising that the efficiency of the factorization approach can dramatically increase where it is recast in the divide and conquer iterative process covered in [10-13] and Chapter 15 of [5]. Indeed, assume a sufficiently close initial approximation to a balanced factorization of the polynomial $p$ into the product of two factors of comparable degrees,

$$
\begin{equation*}
p \approx q=f_{1} f_{2} \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{-} \leq \operatorname{deg} f_{1} / \operatorname{deg} f_{2} \leq c_{+} \tag{5.5}
\end{equation*}
$$

for two positive constants $c_{-}$and $c_{+}$, and then recursively update it; namely, extend the above construction by writing

$$
f_{i}^{(\text {new })}=f_{i}+t_{i}
$$

for $i=1,2$ and Newton's correction polynomials $t_{i}$ satisfying

$$
\begin{equation*}
\frac{r}{q}=\frac{t_{1}}{q_{1}}+\frac{t_{2}}{q_{2}} \tag{5.6}
\end{equation*}
$$

where $\operatorname{deg} t_{j}<\operatorname{deg} f_{j}$ and $q_{j}=\frac{q}{f_{j}}$ for $j=1,2$.
We can compute this PFD by using $O\left(n \log ^{2} n\right.$ ) flops (see, for example, [82], Problem 4.2c (PART•FRAC), pp. 30-31).
The iterative updating process ends with sufficiently close approximations of the factors $f_{1}$ and $f_{2}$. Then we can recursively factorize both of them in similar fashion until we arrive at the complete approximate factorization

$$
p(x)=\sum_{i=0}^{n} p_{i} x^{i} \approx p_{n}\left(x-\tilde{x}_{1}\right) \cdots\left(x-\tilde{x}_{n}\right)
$$

where $\tilde{x}_{1} \approx x_{1}, \ldots, \tilde{x}_{n} \approx x_{n}$ approximate the $n$ distinct roots of $p$ within required accuracy. An effective algorithm for computing an initial approximate factorization has been combined with such a refinement process in [10-13] to approximate all $n$ complex roots of a polynomial by using record and nearly optimal number of bitwise (Boolean) operations.

Now, represent the above recursive process of refining the factorization by a binary tree with a root $p$, which has two children $f_{1}$ and $f_{2}$; each of them in turn has two children such that $f_{1} \approx f_{11} f_{12}$ and $f_{2} \approx f_{21} f_{22}$, etc. At every level of the tree, its nodes represent polynomials whose degrees sum to $n-l$, where $l$ denotes the number of linear factors output at the previous levels. The tree has $O(\log n)$ levels due to bound (5.5). It follows that computing Newton's corrections for all factor polynomials at each level takes $O\left(n \log ^{2} n\right)$ flops.

This is translated into $O\left(\frac{\log ^{2} n}{n}\right)$ function evaluations and the efficiency $\frac{n \log q}{c^{\prime} \log ^{2} n}$, where $c^{\prime} \neq 0$ is a fixed constant and $q$ is the order of convergence. Newton's iteration has local quadratic convergence, and the substitution of $q=2$ turns the estimated efficiency into

$$
\frac{n}{c^{\prime \prime} \log ^{2} n}
$$

for a positive constant $c^{\prime \prime}=c^{\prime} / \log 2$; then the efficiency grows to infinity as the degree $n$ increases to infinity.
The divide and conquer factorization has practical limitations. The factors readily lose sparseness of an input polynomial and may have much larger coefficients. A further modification is needed to avoid numerically unstable computation of the PFDs.

## 6. Conclusions and further work

The problem of polynomial root-refining that starts with some crude but reasonably close initial approximations to the roots is practically important. It can be effective to specialize root-refiners at this local stage by choosing them independently of the global methods that supply crude initial approximations.

With this motivation, we have surveyed a number of iterative root-refiners and estimated their efficiency, which in our definition is inversely proportional to the arithmetic time of the solution (that is to the number of flops involved) and which indeed naturally measures the efficiency of a root-refining process. According to our measure, which is just a variation of a customary concept of numerical analysis, the most efficient iterative methods for refining a single root appear to be those by Aitken [36], Hindmarsh [38], Jarratt [23], Kogan et al. [27], Larkin [32,33], and Costabile et al. [46], although their lead over some other methods is rather narrow. It is most surprising that the simultaneous refinement of all roots based on divide and conquer polynomial factorization can dramatically increase the efficiency; namely, we can make the efficiency grow to infinity as the degree $n$ of the polynomial grows to infinity. This observation should be investigated further, both formally and experimentally, possibly with the incorporation of the techniques from Chapter 15 of [5] and [8].

Table 1 summarizes our estimates of Sections 2 and 3 for the efficiency of refining a single root. All the estimates are bounded by .3010 and for large degree $n$ are dramatically less than the efficiency $\frac{n}{c^{\prime \prime} \log ^{2} n}$ for a positive constant $c^{\prime \prime}$ (obtained at the end of Section 5). Other estimates of Sections 4 and 5 are less than .2010 and are too low to compete even with cited record estimate .3010 . We cover the supporting algorithms in Sections 4 and 5 because they are technically important and have very good empirical global convergence, but we do not include the respective estimates in the table.
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Table 1
Efficiency of polynomial root-refining.

| AUTHOR(S) | DATE | SOURCE | EFFY | REAL ONLY |
| :--- | :--- | :--- | :--- | :--- |
| Muller | 1956 | Math. Tab. Aids Comput. 10 208 | .265 |  |
| Sharma | 2004 | Comput. Math. Appl. 48 709 | .265 |  |
| Jarratt | 1970 | Num. Meths. Nonlin. Alg. Equs. 1-26 | .2975 |  |
| Anderson/Björck | 1973 | BIT 13 253 | .233 | yes |
| King | 1976 | Computing 17 49 | .265 | yes |
| Kung/Traub | 1974 | J. Ass. Comp. Mach. 21 643 | $\rightarrow .3010$ |  |
| Jarratt/Nudds | 1965 | Comput. J. 8 62 | .265 | yes |
| Kogan | 1966 | Tashkent Gos. Nauen Trudy Vyp. 276 53 | .265 | $\rightarrow .3010$ |
| Kogan et al. | 2007 | Appl. Math. Comp. 188 75 | $\rightarrow .3010$ |  |
| Larkin | 1980 | Math. Comp. 35 803 | $\rightarrow .3010$ |  |
| Larkin | 1981 | Numer. Math. 37 93 | .3010 |  |
| Aitken | 1926 | Proc. Roy. Soc. Edin. 46 289 | .2934 |  |
| Kalantari | 2000 | J. Comp. Appl. Math. 126 287 | $\rightarrow .3010$ |  |
| Hindmarsh | 1972 | SIAM J. Num. Anal. 9 205 | .2585 |  |
| Neta | 1983 | J. Comput. Math. 14 191 | .238 |  |
| King | 1973 | Numer. Math. 18 298 | .2258 |  |
| Bi et al. | 2009 | Appl. Math. Comput. 214 236 | .241 |  |
| Neta | 1981 | J. Comput. Math. 9 353 | .2408 |  |
| Geum/Kim | 2011 | J. Comput. Appl. Math. 235 3178 | .190 | yes |
| Costabile et al. | 2001 | Numer. Algs. 28 87 | .3010 |  |
| Costabile et al. | 2006 | Calcolo 43 39 | .190 | yes |
| Alefeld/Potra | 1988 | ZAMM 68 331 |  |  |
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