Growth and kinetic Monte Carlo simulation of InAs quantum wires on vicinal substrates

Andrew Scullion a, David A. Thompson b, Gianluigi A. Botton a,*

* Department of Materials Science and Engineering, McMaster University, 1280, Main St. W, Hamilton, Ontario, Canada L8S 4L7
b Centre for Emerging Devices and Technology, McMaster University, 1280, Main St. W, Hamilton, Ontario, Canada L8S 4L7

1. Introduction

Compared to two-dimensional quantum well heterostructures used in light emitting devices (such as solid state lasers), quantum wires have the potential of reducing the linewidth of their luminescence spectrum through its narrower density of states. A narrow spectrum is important for a high bandwidth in telecommunication applications and for the gain of laser devices [1]. Moreover, self-assembled quantum wire lasers exhibit a lower threshold current density and are less sensitive to temperature which is important in many applications [2]. Infrared lasers with a wavelength around 1.55 μm, which corresponds to a minimum in the absorption spectrum of SiO2 [3], have been successfully produced [4,5] but their photoluminescence spectra remain broad due to the broad size distribution of the wires. This could potentially be solved by patterning substrates but the process is expensive and time consuming. On the other hand, InAs quantum dot lasers on GaAs have been thoroughly investigated [6,1] and there has been much progress in terms of producing homogeneous dots but their spectral output is around 1.3 μm. Moreover, controlling their uniformity seems to be at the expense of density [1,7].

InAs quantum wires grown by molecular beam epitaxy (MBE) on InGaAlAs lattice-matched to InP using molecular beam epitaxy. Dense quantum wires were grown on both nominally flat and vicinal substrates off-cut by 0.9° toward the [110] direction for comparison. The off-cut angle was chosen to provide terraces which match the orientation and spacing of wires grown on nominally flat substrates. A modest but statistically significant improvement in the size distribution of the wires was observed on vicinal substrates through the analysis of ultrahigh resolution scanning transmission electron micrographs. The interface between the wires and the off-cut substrate was studied using cross-sectional high resolution scanning transmission electron microscopy. In addition, a kinetic Monte Carlo model of epitaxial growth including full strain calculations was developed to further investigate the nucleation process. Using an anisotropic bond model to account for the surface energy of different crystallographic facets, our simulations produced wires similar to those observed experimentally while demonstrating the importance of anisotropic bonding compared to anisotropic diffusion. Growth on vicinal substrates is also simulated here and indicates that off-cut substrates should indeed improve the size distribution of quantum wires under proper growth conditions.
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electron microscopy (HRTEM). Our experimental study was accompanied by kinetic Monte Carlo (kMC) simulations of adatom diffusion including full strain calculations we developed based on work by Schulze and Smereka [14,15] and adapted to the growth of InAs on InGaAlAs. Using our solid on solid cubic model, were able to qualitatively reproduce the quantum wires observed experimentally via the Stranski-Krastanov growth mode and we compared the effects of diffusion anisotropy and bond anisotropy.

2. Materials and methods

2.1. Growth conditions

Eight growth experiments were performed on (001) InP substrates using molecular beam epitaxy (MBE). Half of the substrates were nominally flat (± 0.1°) and the others were off-cut by 0.9° toward to [110] direction. This angle was chosen such that the length of the atomic steps or atomic terraces (19 nm) should match the spacing of quantum wires grown on flat substrates in previous experiments (see [5] for example). The growth sequence consisted of a 100 nm InP buffer layer to ensure the purity of the substrate before depositing the active layers, a 50 nm InGaAlAs barrier layer lattice-matched to InP, a 5 monolayer (ML) InAs quantum wire layer and another 50 nm InGaAlAs barrier layer for carrier confinement. The first three layers were repeated (InP, InGaAlAs, InAs) in order to produce an exposed surface of quantum wires for SEM characterization.

Each wafer was cleaned using a hydrogen plasma and once heated, the InP buffer layer was grown at 470 °C under a phosphorus overpressure. The quaternary alloy of In0.53Ga0.47As was deposited at a rate of 1 ML/s and a temperature of 520 °C for the first four samples, and 535 °C for the other four. The amount of aluminum was x=0.1 in one half of the growths and x=0.2 in the other. The quantum wires were grown by depositing InAs at a rate of 0.4 ML/s and an As overpressure was applied to maintain a V/III ratio of 4:1 throughout the deposition of the arsenide layers. Crackled arsine and phosphine were used as the group V sources and molten In, Ga and Al were used as the group III sources.

The wires grown on the surface were characterized by scanning electron microscopy (SEM) with an FEI Magellan 400 XHR in secondary electron mode using the through-lens detector and a 200 kV was used with a collection angle of 80 mrad. The volume of each unit cell is 1/4 of that of the zinc blende unit cell since each of the latter contains 4 group III atoms.

The simulation uses a rejection-free Monte Carlo method in which the hopping rate R of each adatom is determined by Eq. (1), where \( R_0 \) is the base hopping frequency, \( E_b \) is the bonding energy between it and neighboring atoms, \( E_s \) is the total strain energy contribution of the adatom to the system, \( E_a \) is the activation energy level, \( k_b \) is the Boltzmann constant and \( T \) is the temperature in K.

\[
R = R_0 \exp \left(\frac{E_b - E_s - E_a}{k_b T}\right)
\]  

The bonding energy considers the first and second nearest neighbors and is modeled based on the surface energy of different facets. The anisotropy of the (2 × 4) reconstructed zinc blende structure on the (001) surface, which is group V terminated under typical growth conditions [17], is critical to the alignment of InAs quantum wires along the [110] direction. Based on the symmetry of the crystal structure, our model includes 6 distinct bond energies between neighboring atoms (Fig. 1). \( a_1, a_2, a_3 \) are first nearest neighbor bonds while \( b_1, b_2, c \) are second nearest neighbor bonds.

The bond strengths were determined based on the surface energy of crystal facets important to this crystal system. Eqs. (2)–(7) relate the surface energy of 6 facets to the different bonds in our model where \( \gamma_{001} \) is the surface energy of the (hkl) facet, \( l_k \) and \( l_l \) are the dimensions of our tetragonal unit cell (\( L = l_k = L/L_2 \) and \( l_l = L_2/L \)) and \( L \) is the length of the original cubic unit cell. The values of these surface energies for GaAs were taken from density function theory (DFT) calculations by Moll [18] for different surface reconstructions and As chemical potentials which depend on the As overpressure in MBE.

\[
\gamma_{001} = \frac{a_3 + 2b_1 + 2b_2}{2L_1L_2} \]  
\[
\gamma_{100} = \frac{a_1 + a_2 + 2b_1 + 2b_2 + 2c}{2L_1\sqrt{L^2 + L_2^2}} \]  

Fig. 1. Different nearest and second nearest neighbor bonds used in our tetragonal unit cell model.
The surface energy per surface group III atom in GaAs based on the equilibrium crystal shape (ECS) in [18] and based on our bonding model.

<table>
<thead>
<tr>
<th>( \gamma ) (eV)</th>
<th>ECS</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma_{301} )</td>
<td>1.89</td>
<td>1.86</td>
</tr>
<tr>
<td>( \gamma_{100} )</td>
<td>1.89</td>
<td>2.00</td>
</tr>
<tr>
<td>( \gamma_{111} )</td>
<td>2.35</td>
<td>2.38</td>
</tr>
<tr>
<td>( \gamma_{110} )</td>
<td>2.12</td>
<td>2.15</td>
</tr>
<tr>
<td>( \gamma_{101} )</td>
<td>1.98</td>
<td>1.07</td>
</tr>
<tr>
<td>( \gamma_{110} )</td>
<td>1.98</td>
<td>1.07</td>
</tr>
</tbody>
</table>

The surface energy values were extracted from plots for a chemical potential of \( \mu_{\text{As}} - \mu_{\text{GaAs}} = -0.23 \) eV (Table 1) and an additional constraint, \((a_1 + a_2)/2 = 4c\), was placed on the bond energies.\(^3\) This choice of surface energies, corresponding to the correct \((2 \times 4)\) reconstruction of the \((001)\) surface, resulted in simulated wires geometrically similar to those observed experimentally and the constraint on \(c\) was required to obtain sensible bond strengths which are physically meaningful. The bond energies used in this work were:

\[
a_1 = 0.382 \text{ eV}, \quad a_2 = 0.153 \text{ eV}, \quad a_3 = 0.537 \text{ eV},
\]

\[
b_1 = 0.275 \text{ eV}, \quad b_2 = 0.389 \text{ eV}, \quad c = 0.067 \text{ eV}.
\]

Based on work done by Grosse and Gyure [19], \(E_0\) was adjusted such that the threshold for Ga to diffuse on a \((001)\) GaAs surface was 1.64 eV, matching their findings. Similar simulations of reflection high-energy electron diffraction (RHEED) oscillations to those done in their work were performed using our model and compared to experimental RHEED oscillation patterns for GaAs in the literature [20] to verify our model’s accuracy. These bond and threshold energies \((E_0\) and \(E_b)\) obtained for GaAs were then simply scaled by a factor of 0.827 and 1.134 for InAs and AlAs, respectively, based on their relative \((110)\) surface energy in [21]. Since no step bunching was observed in any of our experiments, neither an Ehrlich–Schwoebel barrier [22] nor an incorporation barrier [23] were included.

The strain energy was calculated using a Hookean ball and spring model with two spring constants \(k_1\) and \(k_2\) between first and second nearest neighbors, respectively. In our approximation, their value is given by \(k_1 = 4k_2 = 3a_{\text{HCP}}C_{11}/16\) where \(a_{\text{HCP}}\) is the volume of the substrate’s unit cell containing 4 group III atoms and \(C_{11}\) is the elastic constant of the material. The strain energy of such Hookean springs is given by \(E_s = \frac{1}{2}k\Delta U^2\) where \(\Delta U\) is the normalized displacement away from equilibrium.\(^4\) The global strain energy of each atom was estimated by evaluating the local strain energy and multiplying it by a factor of 1.3. This factor was determined empirically by comparing the local strain energy around each surface atom in one of our simulations to the total strain energy change in the system when they were removed. A similar factor of 1.33 was used in [15]. Based on elastic constants found in [24–26], the spring constant \(k_1\) for InAs, GaAs and AlAs was 19.7, 28.1 and 28.4 eV. The equilibrium displacement between neighboring “atoms” with respect to the InP substrate was 0.0323, -0.0367 and -0.0354 for InAs, GaAs and AlAs, respectively.

Finally, the bond strength, spring constant and equilibrium displacement between two dissimilar materials were taken to be the average, assuming the conditions of an ideal solid solution. We believe this approximation to be valid for our system since experimentally, no significant clustering of different elements was observed in any of the barrier layers beneath the quantum wires and the wires demonstrate strong wetting. This is not the case, however, for InAs quantum wires grown directly on InP which appear far apart [13].

The strain distribution was solved using the successive over-relaxation method. For computational efficiency, after each simulation event the lattice was relaxed locally within a \(3 \times 3 \times 3\) volume around the displaced atom and every 1000 events, it was relaxed globally using the expanding box method introduced by Schulze and Smereka [14]. Second nearest neighbor springs were actually under-relaxed by a factor of 1/2 in order for the solution to converge.

Additionally, the typical periodic boundary conditions used in most kMC simulations of this kind were adapted in order to simulate a vicinal substrate. Shifted periodic boundary conditions were implemented such that atoms on the right edge of the simulated domain bond to those on the left edge at a different height. Mathematically, this type of periodicity is represented by equation (8) where \(f(x, y, z)\) is an arbitrary function of the Cartesian coordinates \(x, y, z\), \(n_b\) is the period in \(x\) and \(N_{\text{steps}}\) is the number of steps being simulated. Such boundary conditions allow for the deposition of multiple monolayers onto an off-cut surface but preclude the use the multigrid-Fourier method for solving strain implemented by Russo and Smereka [27].

\[
f(x + n_b, y, z) = f(x, y, z - N_{\text{steps}})
\]

3. Results and discussion

3.1. SEM characterization

Micrographs of the surface wires grown under different conditions at 520°C all show densely packed InAs quantum wires with an average spacing of around 20 nm, oriented along the [110] direction (Fig. 2). The wires contain bifurcations, segments which are tilted by up to 20° and some quantum dots, all common features to InAs quantum wire growth on arsenide substrates [5]. This differs significantly from wires grown directly on InP where wires are more sparse and their geometry is more strongly affected by the off-cut of the substrate [8]. Although the purpose of growing wires on 0.9° off-cut substrates was to reduce the number of these imperfections and improve the overall size distribution of the quantum wires, there is little, if any visually noticeable improvement between wires grown on the two different surfaces. However, through image analysis, it is possible to distinguish the size distribution of the wires from the different samples.

After applying a bandpass filter and segmenting the SEM micrographs, the separation between the wires was measured throughout each image in order to obtain their horizontal spacing distribution for each sample (Fig. 3). To greatly reduce the dependence of these measurements on the chosen bandpass filter, the distance between the center of adjacent wires is measured instead of the width of the dark region between them. From these results, we can see that the average spacing between the wires grown on In\(_{0.53}\)Ga\(_{0.23}\)Al\(_{0.24}\)As is greater than the spacing between those grown in In\(_{0.53}\)Ga\(_{0.23}\)Al\(_{0.26}\)As. This is counterintuitive for the following reason.

---

\(^1\) The \(c\) bond is toward the furthest of the second nearest neighbors.

\(^2\) These bond energies are actually negative.

\(^3\) The normalized displacement is the displacement divided by the lattice constant of the substrate, \(a_{\text{HCP}}\).
The width of strain-induced structures depends on the equilibrium between the bonding of the deposited atoms, the stiffness of the material, and the lattice mismatch between the substrate and thin film. Since the strain qualities of AlAs are nearly the same as those of GaAs but Al bonds more strongly than Ga does, we would expect the wires to be wider, not narrower.

With respect to the uniformity of the wire, the width of the spacing distribution was decreased from 7.0 to 5.9 nm on the surface with 10% Al and from 5.5 to 4.9 nm for 20% Al. Based on the collected statistics, the standard deviation of the widths of the distributions was around 0.2 nm meaning that the observed reductions were statistically significant. Despite this, the improvement is modest and our simulation results reveal that this may have been due to the surface being too rough after the deposition of the barrier layer (see Fig. 7).

Additional experiments were performed at 535 °C and resulted in a broad range of morphologies such as quantum wires, quantum dots and exposed regions on the quaternary surface. Based on TEM investigations however, the buried wires appeared to be properly formed. We believe that this deterioration was due to excessive surface migration of the In during the annealing period at the end of the growth which varied from sample to sample. Unlike for the surface wires, the buried wires were covered by the quaternary barrier layer 10 s after being deposited, allowing less time for them to evolve under the high temperature conditions. Given the morphological nature of the wires on the surface, the spacing distribution for these samples would be neither reliable nor relevant.

### 3.2. TEM characterization

Atomically resolved HRSTEM images taken down the [110] zone axis of a cross-sectional sample grown on an off-cut substrate were aligned and stitched together (Fig. 4). The InAs wires appear brighter since the average atomic number of In (top atomic column of the dumbbells) is greater than that of In_{53}Ga_{37}Al_{10} and the ADF imaging conditions give rise to atomic number contrast.

To compensate for drift and tilting of the sample during the acquisition, the 12 original images were slightly rotated, stretched and skewed to generate a perfect periodic lattice. The required
amount of stretching was less than 5% for all frames. The bottom of the image was aligned to a (001) plane which reveals the off-cut angle of the substrate surface by the decrease in separation between the wire and the bottom of the image from left to right. After analyzing the atomic dumbbells using PCA, it was not possible to determine the position of the atomic steps relative to the wires due to a lack of contrast between the two materials and the strong possibility that the steps were not exactly aligned to the [T10] direction (within the thickness of the wedge).

3.3. The effect of anisotropy

Before delving into the simulation of quantum wire growth, we show here the effect that diffusion anisotropy and bond anisotropy have on the shape of islands on a substrate and thus validate our bond model. These terms are defined as they relate to our model. Diffusion anisotropy signifies a global anisotropy of diffusion rates in different directions meaning that atoms are more likely to move along the [T10] direction than the [110] direction. Effectively, $R_0$ from Eq. (1) is split into $R_{110}$ and $R_{T10}$. Bond anisotropy denotes different bond energies for neighboring atoms in the [T10] ($a_1$) and [110] ($a_2$) directions. A subtlety worth noting is that stronger bonds in the [T10] direction means that adatoms will move more quickly along steps parallel to the [T10] direction than steps perpendicular to it.

Simplified simulations with only $a_1$ and $a_2$ bonds and without strain were run by starting with a 30 by 30 atom island on a 120 by 120 atom immobile flat substrate and allowing the system to relax under different conditions in terms of bond and diffusion anisotropy. In the first three simulations, the ratio of $a_1/a_2$ was 1, 2 and 3. Over the course of the simulation, the aspect ratio of the island was obtained by calculating the standard deviation of the position of all the atoms connected to it along the two axes and dividing them (Fig. 5a). In all three cases, the ratio began at 1 and quickly settled to a value near the bond strength ratio among noise due to the stochastic nature of diffusion.

In another set of simulations, namely A, B and C, we illustrate the effect of diffusion anisotropy (Fig. 5b). In A, diffusion was 4 times faster in one direction while the bond strength was isotropic. The aspect ratio of the island was unaffected by this change. Furthermore, simulations B and C were performed with a bond strength ratio of 2:1, and a diffusion ratio of 4:1 and 1:4, respectively. Once again, the aspect ratio of the simulated island quickly reached a value just under 2 and continued to fluctuate about this plateau.

This demonstrates that the shape of islands, at least in equilibrium, depends only on which bond configurations are energetically favorable rather than on any global surface diffusion anisotropy. In fact, given that the bond energies are known, the equilibrium shape can be predicted by counting the number of broken bonds and calculating the surface energy for different island geometries. This is the principle behind the Wulff construction which was of course used to derive Eqs. (2)–(7). Based on such calculations, the expected aspect ratio of islands with our bond model is indeed equal to the ratio of the bond energies as observed.

Moreover, additional growth simulations of quantum wires, not shown here, demonstrated that the ratio of diffusion constants has little to no effect on the morphology of the grown structures which relies on the relative bond strength between neighboring atoms in different crystallographic directions. However, the phenomenon of

![Fig. 5. In (a), the evolution of a 2D island's aspect ratio is shown for bond ratios of 1:1, 2:1 and 3:1. In (b), simulation A had isotropic bonds and a diffusion ratio of 4:1. Simulations B and C had a bond ratio of 2:1 and a diffusion ratio of 4:1 and 1:4, respectively, showing that anisotropic diffusion has no effect on the equilibrium shape of an island.](image)

![Fig. 6. Alternating anisotropy of islands nucleated on Si terraces due to the inversion of diffusion anisotropy (4:1 ratio). The arrows indicate the direction of faster diffusion. Simulation (b) was carried out at a higher temperature than (a).](image)
alternating smooth and rough edges shown in scanning tunneling microscopy (STM) work by Mo and Lagally [28] was reproducible using our model by alternating the diffusion anisotropy between terraces (Fig. 6). Somewhat counterintuitively, the islands that nucleate on these terraces are longer in the direction opposite to the fast diffusion direction, both in their STM experiment and in our simulations. The dimer rows observed in their experiment however were not reproduced since they rely on the variable attraction between adatoms on the (001) surface, a detail not included in our model. Other more complete models of Si (001) homoepitaxy already exist [29,30] which simulate phenomena such as step bunching and work by Clarke et al. [31] even shows that bond anisotropy alone provides a better model than diffusion anisotropy alone. Similar conclusions have been drawn elsewhere based on simulations and experiments involving GaAs [32].

Together, this demonstrates that although diffusion anisotropy can play a role in the initial nucleation of islands (or “nuclei”), it does not provide enough of a driving force to produce quantum

![Fig. 7. Simulated growth of quantum wires on flat and off-cut substrates. Figures a, b and c show the \(\text{In}_{0.47}\text{Ga}_{0.53}\text{Al}_{0.03}\text{As} \) substrate after 10 s of annealing and figures d, e and f show the InAs wires grown on these substrates. From top to bottom there are no steps, 30 atom-wide steps and 24 atom-wide steps. Orange, blue and green pixels represent In, Ga and Al atoms, respectively and their lightness reveals topography. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)](image-url)
wires which require a balance between surface energy and strain energy. There is a general consensus that the diffusion of In on the (2 x 4) As-terminated surfaces present during MBE growth is faster in the [110] direction than in the [110] direction [33,34], but this does not explain the formation of quantum wires as eluded to in some of the literature [35]. If anything, faster diffusion in the [110] direction would lead to the formation of islands in the [110] direction based on our investigations.

Although our model uses anisotropic bonds between neighboring group III atoms to produce a system with the correct surface energies and which forms quantum wires through strain relief, our intention is of course not to imply that this is the physical basis for the phenomenon. To our knowledge the cause is not fully understood but it is likely due to either the energetic favorability of (111)A steps or the As trapping mechanism explained by Grosse whereby only two In atoms are required to bond to an existing island in the [110] direction via an As dimer instead of four in the [110] direction [17]. Such a mechanism is further supported by other kMC models which include As₂ kinetics [36,37]. It is also important to note that this bonding model is only valid for the facets obtainable in our solid on solid model since without considering the group V elements, it is not possible to distinguish the surface energy of (111) and (111) facets which are different for a zinc blende crystal.

3.4. Quantum wire simulation

The kinetic Monte Carlo model described here was able to produce structures qualitatively similar to experimentally grown InAs quantum wires with many of the same features (Fig. 7). The simulated growth conditions were chosen to match the experimental conditions: 5 ML of InₓGaᵧAlₗAs were deposited at a rate of 1 ML/s onto a flat randomly generated substrate of the same quaternary alloy followed by a 10 s “annealing” period where no material was deposited (Fig. 7a–c). The purpose of simulating this layer is not only to produce a realistic surface roughness, but also to hopefully simulate any weak clustering of similar elements that may occur during its formation. Although, clustering is not explicitly considered (ideal solid solution conditions), some grouping of elements may occur due to strain in the same way that the concentration of In is higher directly above the wires in Fig. 4 (brighter contrast) than in regions between the wires. Next, 5 ML of InAs was deposited at a rate of 0.4 ML/s, again followed by a 10 second annealing period (Fig. 7d–f). These growth conditions were repeated on substrates with different step lengths: a substrate with no steps, 30 atom-wide steps and 24 atom-wide steps.

The resulting wires vary in width or spacing, cover the majority of the substrate and have bifurcations as well as rounded ends similar to those in our SEM observations. They appear through the Stranski–Krastanow growth mode whereby a wetting layer first forms on the InGaAlAs substrate and subsequent layers form islands. In this case, as the 3D islands grew, some of the wetting layer material was ejected to compensate for some of the strain produced by the islands. Ga and Al atoms can be seen between the wires. This evolution is distinct from the growth of InAs wires on InP in [13] where wires appear early during growth and are sparsely distributed. The spacing between the wires however is about half of that observed in experiment. This could be attributed to an inaccurate estimate of either the spring constant, the bond strengths or a combination of both, and using a lower spring constant, wires with a spacing near 45 atoms were obtained as in our samples. It is also possible that a tetragonal model for the springs could improve these results. For computational reasons, we continued to use these parameters which provide a convenient number of wires over the simulated area and set the width of the atomic steps accordingly (5 and 4 steps over the area).

The steps clearly have an impact on the resulting wire distribution. The wires in Fig. 7e are more uniform and seem to conform to the shape of the underlying steps. The wires in Fig. 7f are less uniform but still show an improvement over those grown on a flat substrate. This indicates that the choice of the substrate off-cut in terms of matching the wire spacing to the step length is likely an important one. Additionally, the influence of the step shape on that of the wires demonstrates that producing straight steps is important and that the growth conditions of the barrier layer need to be adjusted accordingly. The roughness of the steps in Figs. 7b and 7c show that the deposition rate of 1 ML/s is too high for step-flow growth, especially considering that these simulated steps are narrower than those on the experimental vicinal substrates (24 and 30 atoms vs. 45 atoms). The roughness likely also explains why it was not possible to resolve the position of the atomic steps relative to the quantum wires in our HRSTEM investigation (Fig. 4).

Finally, it is important to mention again that this form of dense quantum wire growth, both simulated and obtained experimentally here, differs significantly from the nucleation of InAs quantum wires grown directly on InP as opposed to on InGaAlAs lattice-matched to InP. Atomic force microscopy (AFM) results in work by Molina [13] reveal the nucleation of quantum wires at surface steps after the deposition of very little In which seems to suggest either strong diffusivity of In on the InP surface during the deposition of InAs (under an As overpressure) or even a repulsion between the arriving In and the unstable group V-terminated substrate as P is being replaced by As. Furthermore, other work [38] attributes the alignment of InAs wires along the [110] direction to an anisotropic stress distribution in the [110] and [110] directions due to the replacement of surface P dimers by As. Although this may be a contributing factor to the formation of InAs wires on InP, there must be some other mechanism present as it is not applicable to quantum wire growth on arsenides.

4. Conclusion

Dense InAs quantum wires were successfully grown on InGaAlAs lattice-matched to InP on both nominally flat and on vicinal substrates with the intent of improving their size distribution. Despite being statistically significant, the improvement in the uniformity of the wires as measured using SEM was small. A kinetic Monte Carlo model of adatom diffusion including strain was developed and used to simulate the formation of InAs quantum wires under similar growth conditions. The results showed that the atomic steps do actually act as nucleation centers for the wires as intended and that under the right growth conditions, we should expect to see an improvement in the uniformity of wires. The simulations also showed that under our experimental conditions, the atomic steps were likely too rough which led to the poor improvement that was observed. The simulated step roughness also explains why no clear location of the atomic steps was observed in our cross-sectional HRSTEM observations. We conclude that in order to produce InAs quantum wires with an improved size distribution, the deposition rate of the InGaAlAs barrier layer should be lowered in order to allow the formation of straight steps under step-flow growth conditions.
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