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#### Abstract

We present a new class of automata which strictly contains the class of aperiodic automata and shares with the latter certain synchronization properties. In particular, every strongly connected automaton in this new class is synchronizing and has a synchronizing word of length $\left\lfloor\frac{n(n+1)}{6}\right\rfloor$ where $n$ is the number of states of the automaton.
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## 0. Background and motivation

Let $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ be a deterministic finite automaton (DFA), where $Q$ is the state set, $\Sigma$ stands for the input alphabet, and $\delta: Q \times \Sigma \rightarrow Q$ is the transition function defining an action of the letters in $\Sigma$ on $Q$. The action extends in a unique way to an action $Q \times \Sigma^{*} \rightarrow Q$ of the free monoid $\Sigma^{*}$ over $\Sigma$; the latter action is still denoted by $\delta$. The DFA $\mathscr{A}$ is called synchronizing if there exists a word $w \in \Sigma^{*}$ whose action resets $\mathscr{A}$, that is to leave the automaton in one particular state no matter which state in $Q$ it starts at: $\delta(q, w)=\delta(p, w)$ for all $q, p \in Q$. Any such word $w$ is said to be a synchronizing word for the DFA.

It is rather natural to ask how short a synchronizing word for a given synchronizing automaton may be. The question is not easy: given a DFA $\mathscr{A}$ and a positive integer $\ell$, the problem whether or not $\mathscr{A}$ has a synchronizing word of length at most $\ell$ is known to be NP-complete (see [5] or [8] or [14]). On the other hand, there are some upper bounds on the minimum length of synchronizing words for synchronizing automata with a given number of states. The best such bound known so far is due to Pin [12] (it is based on a combinatorial theorem conjectured by Pin and then proved by Frankl [6]): for each synchronizing automaton with $n$ states, there exists a synchronizing word of length at most $\frac{n^{3}-n}{6}$. In 1964, Černý [3] constructed for each $n>1$ a synchronizing automaton with $n$ states whose shortest synchronizing word has length $(n-1)^{2}$. Soon after that he conjectured that those automata represent the worst possible case, that is, every synchronizing automaton with $n$ states can be reset by a word of length $(n-1)^{2}$. By now this simple looking conjecture is arguably the most longstanding open problem in the combinatorial theory of finite automata. The reader is referred to the survey [17] for historical notes and a summary of the current state-of-the-art. Also the survey [10] gives an interesting overview of the area and its relations to multiple-valued logic and symbolic dynamics; applications of synchronizing automata to robotics are discussed in [5,7]. The survey [15] contains a detailed account of algorithmic and complexity issues in the field but unfortunately omits some important references.

While the Černý conjecture remains open in general, some progress has been achieved for various restricted classes of synchronizing automata. For instance, in Kari's elegant paper [9] the conjecture has been verified for automata with Eulerian underlying digraphs. Dubuc [4] has proved the conjecture under the assumption that there is a letter which acts on the state set $Q$ as a cyclic permutation of order $|Q|$. Eppstein [5] has confirmed the conjecture for automata whose states can be arranged in some cyclic order which is preserved by the action of each letter in $\Sigma$.

[^0]Recently some attention has been paid to the synchronization issues within the class Ap of aperiodic automata. Recall that a DFA is called aperiodic (or counter-free) if its transition monoid has only singleton subgroups. Aperiodic automata play a distinguished role in many aspects of formal language theory and its connections to logic, see the classic monograph [11]. Thus, studying synchronization of aperiodic automata appears to be well justified, especially if one takes into account that the problem of finding short synchronizing words is known to remain difficult when restricted to Ap. Indeed, inspecting the reductions from 3-SAT used in [5] or [8] or [14], one can observe that in each case the construction results in an aperiodic automaton, and therefore, the question of whether or not a given aperiodic automaton admits a synchronizing word whose length does not exceed a given positive integer, is NP-complete.

Trahtman [16] has proved that every synchronizing aperiodic automaton with $n$ states admits a synchronizing word of length at most $\frac{n(n-1)}{2}$. Thus, the Černý conjecture holds true for synchronizing aperiodic automata. However, the problem of establishing a precise bound for the minimum length of synchronizing words for synchronizing aperiodic automata with $n$ states still remains open, and moreover, we do not even have a reasonably justified conjecture for this case. Indeed, in all concrete examples of synchronizing aperiodic automata the minimum length of synchronizing words is bounded by a linear function of the number of states, namely, by $n+\left\lfloor\frac{n}{2}\right\rfloor-2$. (A series of examples reaching this bound for $n \geq 7$ appeared in [1].) This phenomenon creates a feeling, first, that the upper bound $\frac{n(n-1)}{2}$ is rather rough, and second, that some arguments from [16] may apply to a larger class of automata.

In Section 1 we define such a new class of automata which we call weakly monotonic. Their definition resembles one of the generalized monotonic automata introduced and motivated in [2] and is in fact obtained by a slight relaxation of the latter notion. But, while generalized monotonic automata form a proper subclass of the class Ap of aperiodic automata [2], the class of weakly monotonic automata can be shown to strictly contain Ap, see Propositions 1.1 and 1.2.

In Section 2 we discuss synchronization properties of weakly monotonic automata. Here we restrict ourselves to the case when the underlying digraph of the automaton in question is strongly connected (for brevity, we refer to such automata as strongly connected). The restriction is rather natural since it is known (and easy to verify, see the discussion following Proposition 2.1) that the Černý conjecture readily reduces to this case. We prove, and this is the main result of the paper, that every strongly connected weakly monotonic automaton is synchronizing and has a synchronizing word of length $\left\lfloor\frac{n(n+1)}{6}\right\rfloor$ where $n$ is the number of states of the automaton. This upper bound is new even for the aperiodic case.

## 1. Weakly monotonic automata

Let $X$ be a set and $\rho \subseteq X \times X$ a binary relation on $X$. We denote by $\operatorname{Eq}(\rho)$ the equivalence closure of $\rho$, that is, the least equivalence relation containing $\rho$. It is well known and easy to see that a pair ( $x, y$ ) $\in X \times X$ belongs to $\operatorname{Eq}(\rho)$ if and only if there exist elements $x_{0}, x_{1}, \ldots, x_{k} \in X$ such that $x=x_{0}, x_{k}=y$, and for each $i=1, \ldots, k$ either $x_{i-1}=x_{i}$ or $\left(x_{i-1}, x_{i}\right) \in \rho$ or $\left(x_{i}, x_{i-1}\right) \in \rho$.

A binary relation $\rho$ on the state set $Q$ of a DFA $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ is said to be stable if $(p, q) \in \rho$ implies $(\delta(p, a), \delta(q, a)) \in \rho$ for all states $p, q \in Q$ and all letters $a \in \Sigma$. From the above description of the equivalence closure it easily follows that $\operatorname{Eq}(\rho)$ is stable whenever $\rho$ is.

Recall that a stable equivalence $\pi$ on the state set of a DFA is called a congruence. Given a congruence $\pi$ of $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ and a state $q \in Q$, we denote by $[q]_{\pi}$ the $\pi$-class containing $q$. The quotient $\mathscr{A} / \pi$ is the DFA $\left\langle Q / \pi, \Sigma, \delta_{\pi}\right\rangle$ where $Q / \pi=\left\{[q]_{\pi} \mid q \in Q\right\}$ and the transition function $\delta_{\pi}$ is defined by the rule $\delta_{\pi}\left([q]_{\pi}, a\right)=[\delta(q, a)]_{\pi}$ for all $q \in Q$ and $a \in \Sigma$. Observe that every stable relation $\rho \subseteq Q \times Q$ containing $\pi$ induces a stable relation on $Q / \pi$, namely, the relation $\rho / \pi=\left\{\left([p]_{\pi},[q]_{\pi}\right) \mid(p, q) \in \rho\right\}$.

We call a DFA $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ weakly monotonic of level $\ell$ if it has a strictly increasing chain of stable binary relations

$$
\begin{equation*}
\rho_{0} \subset \rho_{1} \subset \cdots \subset \rho_{\ell} \tag{1}
\end{equation*}
$$

satisfying the following conditions:
(WM1) $\rho_{0}$ is the equality relation $\{(q, q) \mid q \in Q\}$;
(WM2) for each $i=1, \ldots, \ell$, the congruence $\pi_{i-1}=\operatorname{Eq}\left(\rho_{i-1}\right)$ is contained in $\rho_{i}$ and the relation $\rho_{i} / \pi_{i-1}$ is a (partial) order on $Q / \pi_{i-1}$;
(WM3) $\pi_{\ell}$ is the universal relation $Q \times Q$.
Slightly abusing terminology, we refer to any chain of the form (1) satisfying WM1-WM3 as a chain of partial orders preserved by $\mathscr{A}$. (It should be clear that in fact the $\rho_{i}$ 's with $i>1$ are preorders on $Q$ but not orders as they cannot be antisymmetric.)

First of all, since the definition of a weakly monotonic automaton is rather involved, we illustrate it by a transparent example. Consider the DFA in the left part of Fig. 1 ; we denote it by $\mathscr{E}$. We want to show that $\mathscr{E}$ is weakly monotonic of level 2. Let $\rho_{0}$ be the equality relation. Then so is $\pi_{0}=\operatorname{Eq}\left(\rho_{0}\right)$, of course. We define $\rho_{1}=\pi_{0} \cup\{(1,2),(3,4)\}$. Then it is easy to check that $\rho_{1}$ is a stable partial order and the congruence $\pi_{1}=\operatorname{Eq}\left(\rho_{1}\right)$ is the partition of $\{1,2,3,4\}$ into 2 classes $Q_{1}=\{1,2\}$ and $Q_{2}=\{3,4\}$ (the partition is shown in Fig. 1 by the dashed line). The quotient $\mathscr{E} / \pi_{1}$ is shown in Fig. 1 on the right. Next, we define $\rho_{2}=\pi_{1} \cup Q_{1} \times Q_{2}$. Then we immediately see that $\rho_{2} / \pi_{1}$ is a stable order with respect to the quotient $\mathscr{E} / \pi_{1}$ and $\pi_{2}=\mathrm{Eq}\left(\rho_{2}\right)$ is the universal relation.


Fig. 1. An example of a weakly monotonic automaton.
We mention in passing that one can show that $\mathscr{E}$ is in fact weakly monotonic of level 1. (For this, one should check that the partial order

$$
\pi_{0} \cup\{(1,2),(1,3),(1,4),(2,4),(3,4)\}
$$

also is stable with respect to $\mathscr{E}$.)
Now we give two mass examples of weakly monotonic automata. The first of them constitutes our main motivation for considering this class.
Proposition 1.1. Every aperiodic automaton is weakly monotonic.
Proof. Let $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ be an aperiodic automaton. We use induction on $|Q|$ and, since the claim is trivial for $|Q|=1$, we assume that $|Q|>1$. We have to construct a strictly increasing chain of stable relations satisfying the conditions WM1WM3. In [16, Lemma 7] it is shown that every non-trivial aperiodic automaton admits a non-trivial stable partial order. Let $\rho_{1}$ be such an order with respect to $\mathscr{A}$ and $\pi_{1}=\operatorname{Eq}\left(\rho_{1}\right)$. The quotient automaton $\mathscr{A} / \pi_{1}$ is aperiodic again because its transition monoid is a quotient of the transition monoid of $\mathscr{A}$. Thus, $\mathscr{A} / \pi_{1}$ preserves a chain of partial orders by the induction assumption. Lifting this chain back to $Q$, we obtain, for some $\ell$, a chain of stable relations $\rho_{0}^{\prime} \subset \rho_{1}^{\prime} \subset \cdots \subset \rho_{\ell}^{\prime}$ satisfying WM2 and WM3 and such that $\rho_{0}^{\prime}=\pi_{1}$. Now it is easy to see that the chain $\rho_{0} \subset \rho_{1} \subset \rho_{1}^{\prime} \subset \cdots \subset \rho_{\ell}^{\prime}$, in which $\rho_{0}$ is the equality relation on $Q$, satisfies WM1-WM3.

The second group of examples shows, in particular, that the converse of Proposition 1.1 is not true. Recall that a state $s$ of a DFA $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ is called a $\operatorname{sink}$ if $\delta(s, a)=s$ for all $a \in \Sigma$.
Proposition 1.2. Every DFA with a unique sink is weakly monotonic.
Proof. Let $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ be a DFA with a unique $\operatorname{sink} s \in Q$. We define a partial order $\rho_{1}$ on the set $Q$ by letting the sink $s$ be less than each state in $Q \backslash\{s\}$ and leaving all states in $Q \backslash\{s\}$ incomparable. It is easy to see that $\rho_{1}$ is preserved by all the transformations $\delta(\sqcup, a)$ where $a \in \Sigma$ and that $\operatorname{Eq}\left(\rho_{1}\right)=Q \times Q$. Thus, the chain $\rho_{0} \subset \rho_{1}$, in which $\rho_{0}$ is the equality on $Q$, satisfies WM1-WM3, and $\mathscr{A}$ is weakly monotonic of level 1.

Of course, a DFA $\mathscr{A}$ with a unique sink need not be aperiodic. For instance, some of the input letters of $\mathscr{A}$ can act as a cyclic permutation of the non-sink states thus inducing a non-singleton cyclic subgroup in the transition monoid of $\mathscr{A}$.

## 2. Strongly connected weakly monotonic automata

In this section, when dealing with a fixed automaton $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$, we will simply write $q \cdot w$ instead of $\delta(q, w)$ for $q \in Q$ and $w \in \Sigma^{*}$. For $S \subseteq Q$, we denote the set $\{q . w \mid q \in S\}$ by $S$. $w$.

First, we explain why one may concentrate on strongly connected automata when studying synchronization issues such as the minimum length of synchronizing words for automata with a given number of states.
Proposition 2.1. Let $\mathbf{C}$ be any class of automata closed under taking subautomata and quotients, and let $\mathbf{C}_{n}$ stand for the class of all automata with $n$ states in $\mathbf{C}$. Further, let $f: \mathbb{Z}^{+} \rightarrow \mathbb{N}$ be any function such that

$$
\begin{equation*}
f(n) \geq f(n-m+1)+f(m) \quad \text { whenever } n \geq m \geq 1 \tag{2}
\end{equation*}
$$

If each synchronizing automaton in $\mathbf{C}_{n}$ which either is strongly connected or possesses a unique sink has a synchronizing word of length $f(n)$, then the same holds true for all synchronizing automata in $\mathbf{C}_{n}$.
Proof. Let $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ be a synchronizing automaton in $\mathbf{C}_{n}$. Consider the set $S$ of all states to which the automaton $\mathscr{A}$ can be synchronized and let $m=|S|$. If $q \in S$, then there exists a synchronizing word $w \in \Sigma^{*}$ such that $Q . w=\{q\}$. Then $w a$ also is a synchronizing word and $Q . w a=\{q . a\}$ whence $q . a \in S$. This means that, restricting the transition function $\delta$ to $S \times \Sigma$, we get a subautomaton $\mathscr{S}$ with the state set $S$. Obviously, $\mathscr{S}$ is synchronizing and strongly connected and, since the class $\mathbf{C}$ is closed under taking subautomata, we have $\mathscr{S} \in \mathbf{C}$. Hence, $\mathscr{S}$ has a synchronizing word $v$ of length $f(m)$.

Now consider the partition $\pi$ of $Q$ into $n-m+1$ classes one of which is $S$ and all others are singletons. It is easy to see that $\pi$ is a congruence of the automaton $\mathscr{A}$. Clearly, the quotient $\mathscr{A} / \pi$ is synchronizing and has $S$ as a unique sink. Since the class $\mathbf{C}$ is closed under taking quotients, we have $\mathscr{A} / \pi \in \mathbf{C}$. Hence, $\mathscr{A} / \pi$ has a synchronizing word $u$ of length $f(n-m+1)$.

Since $Q . u \subseteq S$ and $S . v$ is a singleton, we conclude that also $Q . u v \subseteq S . v$ is a singleton. Thus, $u v$ is synchronizing word for $\mathscr{A}$, and the length of this word does not exceed $f(n-m+1)+f(m) \leq f(n)$ according to (2).

It is easy to check that the function $f(n)=(n-1)^{2}$ satisfies (2). Thus, applying Proposition 2.1 to the class of all automata, we see that it suffices to prove the Černý conjecture for strongly connected automata and for automata with a unique sink. It is known (see, e.g., [13]) that every synchronizing automaton with a unique sink has a synchronizing word of length $\frac{n(n-1)}{2} \leq(n-1)^{2}$, whence only the strongly connected case remains open.

Similarly, applying Proposition 2.1 to the class Ap of all aperiodic automata and to the function $f(n)=\frac{n(n-1)}{2}$, we see that Trahtman's upper bound [16] for the length of synchronizing words for synchronizing aperiodic automata follows from its restriction to strongly connected automata.

In view of Proposition 1.2, weak monotonicity does not impose any extra restriction on automata with a unique sink. In contrast, we will prove that strongly connected weakly monotonic automata are rather specific from the synchronization viewpoint.

Theorem 2.2. Every strongly connected weakly monotonic automaton $\mathscr{A}=\langle Q, \Sigma, \delta\rangle$ is synchronizing and has a synchronizing word of length $\left\lfloor\frac{n(n+1)}{6}\right\rfloor$ where $n=|Q|$.
Proof. We proceed by induction on $n$ and observe that the case $n=1$ is obvious. Thus, we assume that $n>1$.
By the definition of weakly monotonic automata there exists a non-trivial stable partial order relation $\rho_{1}$ on $Q$. For $S \subseteq Q$, we denote by $\min (S)$ and $\max (S)$ the sets of the minimal and the maximal elements of $S$ with respect to the order $\rho_{1}$.

It is convenient to isolate the following observation.
Lemma 2.3. For every word $v \in \Sigma^{*}$, one has $\min (S . v) \subseteq \min (S) . v$.
Proof. In order to improve readability, we write $\leq$ instead of $\rho_{1}$. Take any state $p^{\prime} \in \min (S . v)$ and consider its arbitrary preimage $p \in S$. There exists $q \in \min (S)$ such that $q \leq p$. Since the order $\leq$ is stable, we then have $q^{\prime}=q . v \leq p . v=p^{\prime}$. The state $q^{\prime}$ belongs to the set S.v, and therefore, $q^{\prime}=p^{\prime}$ because $p^{\prime}$ has been chosen to be a minimal element in this set. Thus, we have found a preimage for $p^{\prime}$ in $\min (S)$ whence $\min (S . v) \subseteq \min (S) . v$.

We say that a subset $T \subseteq Q$ is linked if for every pair $(q, p) \in T \times T$ there exist states $q_{0}, q_{1}, \ldots, q_{k} \in T$ such that $q=q_{0}$, $q_{k}=p$, and for each $i=1, \ldots, k$ either $\left(q_{i-1}, q_{i}\right) \in \rho_{1}$ or $\left(q_{i}, q_{i-1}\right) \in \rho_{1}$. (This simply means that the Hasse diagram of the poset $\left\langle T, \rho_{1}\right\rangle$ is connected as a graph.) Let $\pi_{1}=\mathrm{Eq}\left(\rho_{1}\right)$. It is clear that each $\pi_{1}$-class is a linked set and that any linked set is contained in a single $\pi_{1}$-class. Further, since the order $\rho_{1}$ is stable, we immediately get the following observation:

Lemma 2.4. If $T \subseteq Q$ is linked, then for every word $v \in \Sigma^{*}$ the set $T$.v is linked.
We will often use the following property of linked sets:
Lemma 2.5. If $T$ is linked and $|T|>1$, then $\min (T) \cap \max (T)=\varnothing$.
Proof. Again, we write $\leq$ instead of $\rho_{1}$. Take any state $q \in \min (T)$, and let $p$ be any state in $T \backslash\{q\}$. Since $T$ is linked, there is a sequence of states $q_{0}, q_{1}, \ldots, q_{k} \in T$ such that $q=q_{0}, q_{k}=p$, and for each $i=1, \ldots, k$ either $q_{i-1} \leq q_{i}$ or $q_{i} \leq q_{i-1}$. If we choose $q_{0}, q_{1}, \ldots, q_{k}$ to be such a sequence of minimum length, then no adjacent states can be equal, in particular, $q_{0} \neq q_{1}$. Therefore either $q_{0} \supsetneqq q_{1}$ or $q_{1} \supsetneqq q_{0}$. As the latter inequality would contradict the fact that $q_{0}=q \in \min (T)$, we conclude that $q=q_{0} \supsetneqq q_{1}$ whence $q$ is not a maximal element of $T$. Thus, no minimal element of $T$ can be at the same time a maximal element.

The core of our argument is contained in the following
Lemma 2.6. Let $T \subseteq Q$ be a linked set, $\ell=|\min (T) \backslash \max (T)|$ and $k=|\max (Q)|$. Then there exists $a$ word $w \in \Sigma^{*}$ of length at most $b(\ell, k)=\ell(n-k+1)-\frac{\ell(\ell+1)}{2}$ such that $|T . w|=1$.
Proof. We proceed by induction on $\ell$. If $\ell=0$, then $b(\ell, k)=0$. Besides that, from the definition of $\ell$ it follows that in $T$ each minimal element is in the same time a maximal element. By Lemma 2.5 this is only possible if $T$ is a singleton. Then the empty word can play the role of $w$.

Let $\ell>0$. By Lemma 2.5 we then have $\ell=|\min (T)|$. Since the $\mathrm{DFA} \mathscr{A}$ is strongly connected, there is a directed path from $\min (T)$ to $\max (Q)$ in its underlying digraph. Choose such a path of minimum length. This path cannot visit any state twice, only its first state can belong to $\min (T)$ and only its last state can lie in $\max (Q)$. Therefore the number of the edges in the path cannot exceed $|Q \backslash(\min (T) \cup \max (Q))|+1$. From Lemma 2.5 it follows that $\min (T) \cap \max (Q)=\varnothing$ whence the cardinality of the set $Q \backslash(\min (T) \cup \max (Q))$ is equal to $n-\ell-k$ (in particular, $n-\ell-k \geq 0$ ). Thus, if $u$ is the word that labels a path of minimum length from $\min (T)$ to $\max (Q)$, then the length of $u$ does not exceed $n-\ell-k+1$.

Observe that

$$
\begin{equation*}
b(\ell-1, k)+(n-\ell-k+1)=(\ell-1)(n-k+1)-\frac{(\ell-1) \ell}{2}+(n-\ell-k+1)=\ell(n-k+1)-\frac{\ell(\ell+1)}{2}=b(\ell, k) \tag{3}
\end{equation*}
$$

Since $n-\ell-k \geq 0$, this implies that $b(\ell, k)>b(\ell-1, k)$ whenever $\ell>0$.

Now consider the set $T$.u. It is linked by Lemma 2.4. By Lemma $2.3 \min (T . u) \subseteq \min (T)$.u. Let $q \in \min (T)$ be the state at which the path labelled $u$ starts. If $q^{\prime}=q . u \notin \min (T . u)$, then

$$
|\min (T . u)|<|\min (T) . u| \leq|\min (T)|=\ell
$$

and the induction assumption applies to the set $T . u$. We have observed that the number $b(\ell, k)$ increases with $\ell$, and therefore, we may assume that there is a word $v \in \Sigma^{*}$ of length at most $b(\ell-1, k)$ such that $|(T . u) \cdot v|=1$. Then we can let $w=u v$ : we have $T . w=(T . u) . v$ whence $|T . w|=1$ and (3) ensures that the length of $w$ does not exceed $b(\ell, k)$.

It remains to consider the case when $q^{\prime}=q . u \in \min (T . u)$. Recall that by the choice of our path $q^{\prime} \in \max (Q)$. Thus, the state $q^{\prime}$ which is minimal in $T . u$ is also maximal in $Q$ whence it is of course maximal in $T . u$ as well. By Lemma 2.5 this implies that $|T . u|=1$, and we can let $w=u$. The fact that the length of $u$ (which does not exceed $n-\ell-k+1$ ) is less than or equal to $b(\ell, k)$ follows from the equality (3) if one takes into account that $b(\ell-1, k) \geq 0$.

We will also use the following arithmetical observation:
Lemma 2.7. If $0 \leq \ell \leq k$, then $b(\ell, k) \leq\left\lfloor\frac{n(n+1)}{6}\right\rfloor$.
Proof. Considering the expression $\frac{n(n+1)}{6}+\frac{1}{24}-b(\ell, k)$ as a quadratic polynomial of $n$, one readily sees that its discriminant $\frac{2}{3} \ell(\ell-k)$ is non-positive whenever $0 \leq \ell \leq k$. Therefore $b(\ell, k) \leq \frac{n(n+1)}{6}+\frac{1}{24}$. Since $b(\ell, k)$ is an integer, we also have $b(\ell, k) \leq\left\lfloor\frac{n(n+1)}{6}+\frac{1}{24}\right\rfloor$, and it remains to observe that

$$
\left\lfloor\frac{n(n+1)}{6}+\frac{1}{24}\right\rfloor=\left\lfloor\frac{n(n+1)}{6}\right\rfloor
$$

for every integer $n$.
Now we can return to the proof of Theorem 2.2. Since $\pi_{1}$ is not the equality relation on $Q$, the number $m$ of $\pi_{1}$-classes is strictly less than $n$. We subdivide the proof into 3 cases depending on $m$.

Case 1: $m=1$. In this case the whole set $Q$ forms a $\pi_{1}$-class, and therefore, it is linked. Let $\ell=|\min (Q)|, k=\max (Q)$. If $\ell \leq k$, then, applying Lemma 2.6 for $T=Q$, we get a synchronizing word of length at most $b(\ell, k)$, and by Lemma 2.7 we obtain the desired upper bound. If $\ell>k$, we may apply the dual of Lemma 2.6 in which we interchange the roles of minimal and maximal elements. This gives a synchronizing word of length at most $b(k, \ell)$, and again a reference to Lemma 2.7 concludes the proof.

Thus, for the rest of the proof we may assume that $m>1$. The quotient automaton $\mathscr{A} / \pi_{1}$ is weakly monotonic and strongly connected. Applying the induction hypothesis, we obtain that $\mathscr{A} / \pi_{1}$ possesses a synchronizing word $u$ of length at most $\left\lfloor\frac{m(m+1)}{6}\right\rfloor$. This means that in the automaton $\mathscr{A}$ we have $Q . u \subseteq T$ where $T$ is a $\pi_{1}$-class.

Case 2: $m>\frac{n}{2}$. It is easy to calculate that in this case the congruence $\pi_{1}$ has at least $2 m-n$ singleton classes and at most $n-m$ non-singleton classes. Since the automaton $\mathscr{A} / \pi_{1}$ is strongly connected, there is a path from the class $T$ to a singleton class, and the length of the shortest path with this property does not exceed the number of non-singleton classes. Let $v$ be the word of length at most $n-m$ labelling such a path. Since $|T . v|=1$, we have $|Q . u v|=1$, that is, $u v$ is a synchronizing word for $\mathscr{A}$ of length at most $\left\lfloor\frac{m(m+1)}{6}\right\rfloor+(n-m)$. It is not hard to check that for all $n$ and $m$ satisfying $n>m>\frac{n}{2}$ the latter sum does not exceed $\left\lfloor\frac{n(n+1)}{6}\right\rfloor$. Indeed, consider the difference

$$
\begin{equation*}
\frac{n(n+1)}{6}-\frac{m(m+1)}{6}-(n-m)=\frac{1}{6}(n-m)(n+m-5) \tag{4}
\end{equation*}
$$

Clearly, $n=3$ and $m=2$ are the only admissible values of $n$ and $m$ such that (4) is equal to 0 , and for all other $n$ and $m$ satisfying $n>m>\frac{n}{2}$ the difference (4) is positive. Thus, if $(n, m) \neq(3,2)$, then

$$
\left\lfloor\frac{m(m+1)}{6}\right\rfloor+(n-m) \leq \frac{m(m+1)}{6}+(n-m)<\frac{n(n+1)}{6}
$$

Since the left-hand side of this inequality is an integer, we conclude that

$$
\left\lfloor\frac{m(m+1)}{6}\right\rfloor+(n-m) \leq\left\lfloor\frac{n(n+1)}{6}\right\rfloor,
$$

and the latter inequality also holds for the exceptional pair $(n, m)=(3,2)$.
Case 3: $2 \leq m \leq \frac{n}{2}$. This is the most complicated case whose proof involves a combination of the ideas from the two previous cases with some extra twists.

Denote the $\pi_{1}$-classes by $T_{1}, \ldots, T_{m}$. For each $i=1, \ldots, m$ we consider the numbers $\ell_{i}=\left|\min \left(T_{i}\right)\right|$ and $k_{i}=\left|\max \left(T_{i}\right)\right|$. Let $\ell$ be the least number in the set $\left\{\ell_{1}, \ldots, \ell_{m}, k_{1} \ldots, k_{m}\right\}$.

We partition the set of the $\pi_{1}$-classes into 4 subsets:

$$
\begin{array}{ll}
M_{00}=\left\{T_{i} \mid \ell_{i}=\ell, k_{i}=\ell\right\}, & M_{01}=\left\{T_{i} \mid \ell_{i}=\ell, k_{i}>\ell\right\} \\
M_{10}=\left\{T_{i} \mid \ell_{i}>\ell, k_{i}=\ell\right\}, & M_{11}=\left\{T_{i} \mid \ell_{i}>\ell, k_{i}>\ell\right\}
\end{array}
$$

Some of these subsets may be empty but at least one of the subsets $M_{00}, M_{01}$ and $M_{10}$ has to be non-empty by the choice of the number $\ell$. Let $m_{s t}$ denote the cardinality of the set $M_{s t}, s, t \in\{0,1\}$. Using, if necessary, the up-down symmetry, we can always assume that $m_{01} \geq m_{10}$. Observe that this assumption implies that $M_{00} \cup M_{01} \neq \varnothing$. Indeed, if $M_{00} \cup M_{01}=\varnothing$, then $m_{00}=m_{01}=0$ and from the assumed inequality $m_{01} \geq m_{10}$ it would also follow that $m_{10}=0$. Then all the three subsets $M_{00}, M_{01}$ and $M_{10}$ would be empty, a contradiction.

Each $\pi_{1}$-class $T_{i} \in M_{00} \cup M_{01}$ has exactly $\ell$ minimal elements. Since every $\pi_{1}$-class is a linked set, we may apply Lemma 2.6 to each such $\pi_{1}$-class. Thus, letting $k=|\max (Q)|$, we obtain that for every $T_{i} \in M_{00} \cup M_{01}$ there exists a word $w_{i} \in \Sigma^{*}$ of length at most $b(\ell, k)=\ell(n-k+1)-\frac{\ell(\ell+1)}{2}$ such that $\left|T_{i} \cdot w_{i}\right|=1$.

Since the congruence $\pi_{1}$ is the equivalence closure of the order $\rho_{1}$, any two $\rho_{1}$-comparable states always belong to the same $\pi_{1}$-class. In particular, the set $\max (Q)$ of all maximal elements of $Q$ is a disjoint union of the sets of all maximal elements of the $\pi_{1}$-classes, and the cardinality $k$ of $\max (Q)$ is equal to the sum $k_{1}+\cdots+k_{m}$. Recall that $k_{i}=\ell$ if $T_{i} \in M_{00} \cup M_{10}$ and $k_{i} \geq \ell+1$ if $T_{i} \in M_{01} \cup M_{11}$. Therefore $k \geq \ell m+m_{01}+m_{11}$. As $b(\ell, k)$ is a decreasing function of $k$, we can conclude that $b\left(\ell, \ell m+m_{01}+m_{11}\right) \geq b(\ell, k)$.

Recall that there is a word $u$ of length at most $\left\lfloor\frac{m(m+1)}{6}\right\rfloor$ such that $Q . u \subseteq T$ where $T$ is a certain $\pi_{1}$-class. Since the automaton $\mathscr{A} / \pi_{1}$ is strongly connected, there is a path from $T$ to a class $T_{i} \in M_{00} \cup M_{01}$, and the length of the shortest path with this property does not exceed $m_{10}+m_{11}$. Let $v$ be a word that labels such a shortest path. Then $Q . u v=(Q . u) . v \subseteq T . v \subseteq T_{i}$ whence the product $u v w_{i}$ is a synchronizing word for the automaton $\mathscr{A}$. Its length does not exceed

$$
\begin{equation*}
\left\lfloor\frac{m(m+1)}{6}\right\rfloor+\left(m_{10}+m_{11}\right)+b\left(\ell, \ell m+m_{01}+m_{11}\right) \tag{5}
\end{equation*}
$$

and it remains to verify that this sum does not exceed $\left\lfloor\frac{n(n+1)}{6}\right\rfloor$.
To start with, consider the sum of the second and the third summands:

$$
\begin{aligned}
\left(m_{10}+m_{11}\right)+b\left(\ell, \ell m+m_{01}+m_{11}\right) & =\left(m_{10}+m_{11}\right)+\ell\left(n-\ell m-m_{01}-m_{11}+1\right)-\frac{\ell(\ell+1)}{2} \\
& =\left(m_{10}+m_{11}\right)+b(\ell, \ell m)-\ell\left(m_{01}+m_{11}\right)
\end{aligned}
$$

Since $\ell \geq 1$ and $m_{01} \geq m_{10}$, we see that it does not exceed $b(\ell, \ell m)$. Now considering $b(\ell, \ell m)=\ell(n-\ell m+1)-\frac{\ell(\ell+1)}{2}$ as a quadratic polynomial of $\ell$, one sees that its maximum value is $\frac{(2 n+1)^{2}}{8(2 m+1)}$. Thus,

$$
\begin{equation*}
b(\ell, \ell m)<\frac{(2 n+1)^{2}}{8(2 m+1)} \leq \frac{(2 n+1)^{2}}{40} \tag{6}
\end{equation*}
$$

Here the first inequality is strict because $b(\ell, \ell m)$ is an integer while $\frac{(2 n+1)^{2}}{8(2 m+1)}$ is not, and the second inequality follows from the fact that $m \geq 2$ in the case under consideration.

On the other hand, we have

$$
\begin{equation*}
\left\lfloor\frac{m(m+1)}{6}\right\rfloor \leq \frac{m(m+1)}{6} \leq \frac{n(n+2)}{24} \tag{7}
\end{equation*}
$$

Here the first inequality is clear and the second follows from another condition of the case, namely, $m \leq \frac{n}{2}$. From (6) and (7) we conclude that the sum (5) is strictly less than the sum

$$
\frac{n(n+2)}{24}+\frac{(2 n+1)^{2}}{40}
$$

which can be easily seen to be strictly less than $\frac{n(n+1)}{6}$ for all $n \geq 2$. Since the sum (5) is an integer, it does not exceed $\left\lfloor\frac{n(n+1)}{6}\right\rfloor$, as required.

As an immediate consequence of Proposition 1.1 and Theorem 2.2 we get
Corollary 2.8. Every strongly connected aperiodic automaton is synchronizing and has a synchronizing word of length $\left\lfloor\frac{n(n+1)}{6}\right\rfloor$ where $n$ is the number of states of the automaton.

The fact that strongly connected aperiodic automata are synchronizing is known [16] but our upper bound for the minimum length of synchronizing words is considerably better than the bound $\frac{n(n-1)}{2}$ established in [16]. However, we strongly believe that our bound can be further improved.
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