
i

to
e

of the
braic

o the

m

).

brought to you by COREView metadata, citation and s

ded by Elsevier - Publisher Connector 
Bull. Sci. math. 128 (2004) 811–827
www.elsevier.com/locate/bulsc

Invariant of the hypergeometric group associated
the quantum cohomology of the projective spac

Susumu Tanabé

Independent University of Moscow, Bol’shoj Vlasijevskij Pereulok 11, Moscow, 121002, Russia

Received 10 March 2004; accepted 5 May 2004

Available online 2 August 2004

Abstract

We present a simple method to calculate the Stokes matrix for the quantum cohomology
projective spacesCPk−1 in terms of certain hypergeometric group. We present also an alge
variety whose fibre integrals are solutions to the given hypergeometric equation.
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1. Generalized hypergeometric function

We begin with a short review on the motivation of our problem making reference t
works [5,11] where one can find precise definitions of the notions below.

At first, we consider ak-dimensional Frobenius manifoldF with flat coordinates
(t1, . . . , tk) ∈ F where the coordinateti corresponds to coefficients of the basis∆i of
the quantum cohomologyH ∗(CPk−1). OnH ∗(CPk−1) one can define so called quantu
multiplication

∆α • ∆β = C
γ
α,β∆γ ,

or
∂

∂tα
· ∂

∂tβ
= C

γ
α,β

∂

∂tγ
,
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s a
on the level of vector fields onF . The Frobenius manifold is furnished with the Froben
algebra on the tangent spaceTtF depending analytically ont ∈ F , TtF = (At , 〈 , 〉t )
whereAt is a commutative associativeC algebra and〈 , 〉t :At × At → C a symmetric
non-degenerate bilinear form. The bilinear form〈 , 〉t defines a metric onF and the
Levi-Civita connexion∇ for this metric can be considered. Dubrovin introduce
deformed flat connexioñ∇ on F by the formula∇̃uv := ∇uv + xu · v with x ∈ C the
deformation parameter. Further he extends∇̃ to F × C. Especially we havẽ∇∂/∂x =
∂
∂x

− E(t) − µ
x

, whereE(t) corresponds to the multiplication by the Euler vector field
E(t) =∑1�j �=2�k−1(2− j)tj

∂
∂tj

+ kt2
∂

∂t2
.

After [5,11] the quantum cohomology�u(x) = (u1(x), . . . , uk(x)) for the projective
space CPk−1 at a semisimple point(0, t2,0, . . . ,0) (i.e. the algebra(At , 〈 , 〉t ) is
semisimple there) satisfies the following system of differential equation:

∂x �u(x) =
(

kC2(t) + µ

x

)
�u(x), (1.1)

where

C2(0, t2,0, . . . ,0) = (Cγ

2,β

)
1�β,γ�k

=


0 0 . . . 0 et2

1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0

 .

The matrixµ denotes a diagonal matrix with rational entries:

µ = diag

{
−k − 1

2
,−k − 3

2
, . . . ,

k − 3

2
,
k − 1

2

}
.

The last componentuk(z) (after the change of variablesz := kx et2/k) of the above
system for the quantum cohomology satisfies a differential equation as follows [11]:[

(ϑz)
k − zk

]
z(−k+1)/2uk(z) = 0, (1.2)

with ϑz = z ∂
∂z

. After the Fourier–Laplace transformation

ũ(λ) =
∫

eλzz(−k+1)/2uk(z)dz,

we obtain an equation as follows:[
(ϑλ + 1)k −

(
∂

∂λ

)k]
ũ(λ) = 0.

Here the notationϑλ stands forλ ∂
∂λ

. After multiplyingλk from the left, we obtain[
λk(ϑλ + 1)k − ϑλ(ϑλ − 1)(ϑλ − 2) · · ·(ϑλ − (k − 1)

)]
ũ(λ) = 0.

The equation forλũ(λ), the Fourier–Laplace transform of∂
∂z

z(−k+1)/2uk(z) should be[
λk(ϑλ)

k − (ϑλ − 1)(ϑλ − 2) · · ·(ϑλ − k)
](

λũ(λ)
)= 0. (1.3)
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It is evident that the Stokes matrix for∂
∂z

z(−1+k)/2uk(z) is identical with that of the origina
solutionuk(z).

Before proceeding further, we remind thefollowing theorem that gives connexio
between the Stokes matrix of the system(1.1) with the monodromy of Eq. (1.3). Let u
consider the Fourier–Laplace transform of the system(1.1):

(ϑλ + idk)�̃u(λ) = (kC2(t)∂λ − µ
)�̃u(λ). (1.1′)

In a slightly more general setting, let usobserve a system with regular singularities:

(Λ − λ · idk)∂λ
�̃u(λ) = (idk +A1(λ)

)�̃u(λ) (1.1′′)

with Λ ∈ GL(k,C) whose eigenvalues(λ1, . . . , λk) are all distinct,A1(λ) ∈ End(Ck)⊗OC
with A1(0) = diag(ρ1, . . . , ρk) where none of theρj ’s is an integer. We call solutions t
a scalar differential equation deduced from(1.1′′) component solutions. Thus solutions to
(1.3) are component solutions to(1.1′).

Theorem 1.1 [1,5]. Under the assumption that the eigenvalues of the matrixA1(0) are
distinct, the Stokes matrixS for the component solutions of(1.1)expresses the symmetr
Gram matrixG of the component solutions of(1.1′) as follows:

t S + S = 2G.

As for the definition of the Stokes matrixS for the system(1.4) we refer to [5,11]. The
main theorem of this article is the following:

Theorem 1.2. Thei, j componentSij , 1 � i, j � k, of the Stokes matrix to the system(1.1)
has the following expression:

S =
{

(−1)i−j
kCi−j , i � j,

0, i < j.

This theorem has already been shown by D. Guzzetti [11] by means of a detailed stu
of braid group actions etc on the set of solutions to(1.2). We present here another approa
to understand the structure of the Stokes matrix.

Remark 1. In this article we observe the convention of the matrix multiplication as follo

A · x = (aij )0�i,j�k−1(xi)0�i�k−1 =
〈

k−1∑
i=0

aij xi

〉
0�j�k−1

.

The matrix operates on the vector from left, in contrast to the convention used in [5,

On the other hand it has been known since [3] that a collection of coherent sh
O(−i), 0� i � k − 1, onCPk−1 satisfies the following relation

Hom
(
O(−i),O(−j)

)= Si−j
(
Ck
)
, 0 � i, j � k − 1,

Ext

(
O(−i),O(−j)

)= 0, 0� i, j � k − 1, 
 > 0.
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These relation entails immediately the equality

χ
(
O(−i),O(−j)

) :=
∑

=0

(−1)
 Ext

(
O(−i),O(−j)

)=
{

k+i−j−1Ci−j , i � j,

0, i < j.

We consider action of the braid groupβi ∈ Bk , 1� i � k − 1, that corresponds to th
braid action betweeni-th basis and(i + 1)-st basis of the space on which act a matrix
our situation,βi represents the braid action betweenO(1− i) andO(−i). In literature on
coherent sheaves on algebraic varieties, this procedure is called mutation (e.g. [9]).
denote byβ an element of the braid groupBk

β = β1(β2β1) · · · (βk−1 · · ·β2β1).

We introduce a matrix of reorderingJ = δi,k−1−i ,0 � i � k − 1. In this situation our
Stokes matrix from Theorem 1.2 is connected with the matrixχ := (χ(O(−i),O(−j)),
0 � i, j � k − 1, in the following way,

t S = JβχβJ.

Eventually it turns out thatχ = S−1. This general fact on the braid group is explain
in [16], §2.4.

As our Stokes matrix is determined up to the change of basis, including effects by
group actions, the Theorem 1.2 is a confirmation of an hypothesis [6] that the mat
certain exceptional collection of coherent sheaves on a good Fano varietyY must coincide
with the Stokes matrix for the quantum cohomology ofY .

Our strategy to prove Theorem 1.2 consists in the study of system(1.1′), instead of (1.1)
itself.

Further we consider so called the Kummer covering (naming after N. Katz) o
projective spaceCP1 by ζ = λk to deduce an hypergeometric equation:[

ζ(ϑζ )k −
(

ϑζ − 1

k

)(
ϑζ − 2

k

)
· · · (ϑζ − 1)

]
v(ζ ) = 0, (1.4)

for v(λk) = λũ(λ). We remind of us here a famous theorem due to A.H.M. Levelt
allows us to express the (global) monodromy group of the solution to(1.4) in quite a
simple way. For the hypergeometric equation in general,[

k∏

=1

(ϑζ − α
) − ζ

k∏

=1

(ϑζ − β
)

]
v(ζ ) = 0, (1.5)

we define two vectors(A1, . . . ,Ak) and(B1, . . . ,Bk) in the following way:

k∏

=1

(
t − e2πα
i)= tk + A1t

k−1 + A2t
k−2 + · · · + Ak,

k∏

=1

(
t − e2πβ
i

)= tk + B1t
k−1 + B2t

k−2 + · · · + Bk.
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Definition 1.3. A linear mapL ∈ GL(k,C) is called pseudo-reflexion if it satisfies th
condition rank(idk −L) = 1. A pseudo-reflexionR satisfying an additional conditio
R2 = idk is called a reflexion.

Proposition 1.4 [4,13]. For the solutions to(1.5), the monodromy action on them at t
pointsζ = 0,∞,1 has the following expressions:

h0 =


0 0 . . . 0 −Ak

1 0 . . . 0 −Ak−1
0 1 . . . 0 −Ak−2
...

...
. . .

...
...

0 0 · · · 1 −A1

 ,

(1.6)

(h∞)−1 =


0 0 · · · 0 −Bk

1 0 . . . 0 −Bk−1
0 1 . . . 0 −Bk−2
...

...
. . .

...
...

0 0 . . . 1 −B1

 ,

whereash1 = (h0h∞)−1 is a pseudo-reflexion.

It is worthy to notice that the above proposition does not precise for which bas
solution to (1.5) the monodromy is calculated. As a corollary to the Proposition 1.4
however, we see that the monodromy action on the solutions to our equation(1.4) can
be written down with respect to a certain basis as follows:

h0 =


0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0

 ,

(1.7)

h∞ =



kC1 1 0 . . . 0 0
−kC2 0 1 . . . 0 0

...
...

...
. . .

...
...

(−1)k−1
kCk−2 0 0 . . . 1 0

(−1)kkCk−1 0 0 . . . 0 1
−(−1)k 0 0 . . . 0 0

 .

In other words,

det(t − h0) = tk − 1, det(t − h∞) = (t − 1)k. (1.8)

Furthermore we have,

h1 =


(−1)k−1 0 0 . . . 0 0

(−1)k−2
kCk−1 1 0 . . . 0 0

(−1)k−3
kCk−2 0 1 . . . 0 0

...
...

...
. . .

...
...

 . (1.9)
kC1 0 0 . . . 0 1
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In the next section we will see that the theory of Levelt supplies us with necessary d
calculate further the Stokes matrix of the solutions to (1.1)

2. Invariants of the hypergeometric group

Let us begin with a detailed description of the generators of the hypergeometric
defined for the solutions to Eq. (1.3).

Proposition 2.1 (cf. [8], I, 8.5).The generators of the hypergeometric groupH of Eq.(1.3)
are expressed in terms of the matrices introduced in the Proposition1.4as follows:

M0 = hk
0 = 1, M1 = h1 = (h0h∞)−1, M∞ = hk∞,

Mωi = h−i∞ h1h
i∞ (i = 1,2, . . . , k − 1), (2.1)

whereMt denotes the monodromy action around the pointt ∈ CP1
λ. The generators aroun

singular pointsωi = e2π
√−1i/k naturally satisfy the Riemann–Fuchs relation:

M∞Mωk−1Mωk−2 · · ·MωM1 = idk. (2.2)

Proof. Let us think of ak-leaf coveringC̃P
1
λ of CP1

ζ that corresponds to the Kumm

coveringζ k = λ. In lifting up the path aroundζ = 1 the first leaf ofC̃P
1
λ, the monodromy

h1 is sent to the conjugation with a path aroundλ = ∞. That is to say we haveMω =
h−1∞ h1h∞. For other leaves the argument is similar.�

Let us denote byXK a k × k matrix that satisfies the relation

ḡXKtg = XK, (2.3)

for every elementg of a groupK ⊂ GL(k,C). From the definition, the set of allXK for
a groupK represents aC vector space in general. We will call a matrix of this space
quadratic invariant of the groupK.

In the special case in which we are interested, the following statement holds.

Lemma 2.2. For the hypergeometric groupH generated by the pseudo-reflexions as
(2.1), for everyXH there exists a non-zerok × k matrix X̃H such thatXH = λX̃H for
someλ ∈ C \ {0}.

Proof. The relation

h1X
th1 = X (2.4)

gives rise to equations onx0j andxj0. That is to say, the first row of (2.4) corresponds

(−1)ikCix00 − (−1)k−1x0i = x0i , 1 � i � k − 1,

while

(−1)ikCix00 − (−1)k−1xi0 = xi0, 1 � i � k − 1.
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Thus we obtained 2(k − 1) linearly independent equations. Further by concrete calc
one can easily see that

Mω
 = idk +T
,

where

T
 =


t
(
)
0 τ0 t

(
)
1 τ0 . . . t

(
)

 τ0 0 . . . 0

t
(
)
0 τ1 t

(
)
1 τ1 . . . t

(
)

 τ1 0 . . . 0

...
...

...
...

...
...

...

t
(
)
0 τk−1 t

(
)
1 τk−1 . . . t

(
)

 τk−1 0 . . . 0

 ,

with (k − 
)-zero columns from the right. The remaining columns are generated froT1
after simple linear recurrent relations by an inductive way. The relationMωXtMω = X

gives rise to new equations(
1+ t

(1)
1 τ1

)2
x11 + linear functions in(x0i, xi0) = x11,

with 1+ t
(1)
1 τ1 = −1+ (kC1)

2 �= 1 and(
1+ t

(1)
1 τ1

)
x1i + linear functions in(x0i, xi0, x11) = x1i,(

1+ t
(1)
1 τ1

)
xi1 + linear functions in(x0i, xi0) = xi1.

Thus we get 2k − 3 new linearly independent equations. In general for(
, 
) term, we get
from the relationMω
X tMω
 = X, 1� 
 � k − 1,(

1+ t
(
)

 τ


)2
x

 + linear functions in(xνi, xiν,0 � ν � 
 − 1) = x

,

with 1+ t
(
)

 τ
 = −1+ (kC
)

2 �= 1. Forxi
(
1+ t

(
)

 τ


)
xi
 + linear functions in(xνi, xiν,0 � ν � 
 − 1, x

) = xi
.

In this way we get a set of 2(k − 1) +∑k−1

=1(2(k − 
) − 1) = k2 − 1 independent linea

equations with respect to the elements ofX. �
The quadratic invariantXH0 for H0 = {h0, h∞} is invariant with respect toH . After

Lemma 2.2,C vector space of quadratic invariantsXH is one-dimensional. Thus eve
XH0 is alsoXH . Hence we can calculate the quadratic invariantXH after the following
relations,

h̄0X
H th0 = XH , h̄∞XH th∞ = XH . (2.5)

From [4] we know that the inverse toXH0 = XH , if it exists, must be a Toeplitz matri
i.e.:

(
XH0

)−1 =


x0 x1 x2 . . . xk−1
x−1 x0 x1 . . . xk−2
x−2 x−1 x0 . . . xk−3
...

. . .
. . .

...
...

 .
x−(k−1) x−(k−2) x−(k−3) . . . x0
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Making use of this circumstances, it is possible to show that the system of equatio
arises from the relations

t h∞
(
XH0

)−1
h̄∞ = (XH0

)−1
, th0

(
XH0

)−1
h̄0 = (XH0

)−1
,

for (XH0)−1 consists of 2(k − 1) equations.

xk−1−i = x−i−1, (2.6′)

(−1)k+1xk−1−i + (−1)kkCk−1xk−2−i + · · · +k C3x2−i −k C2x1−i + kx−i

= x−1−i . (2.6′′)

This calculates the matrixXH for the casek-odd.
As for the casek-even, our matrixXH has the following form

XH =


0 y1 y2 . . . yk−1

y−1 0 y1 . . . yk−2
y−2 y−1 0 . . . yk−3
...

. . .
. . .

...
...

y−(k−1) y−(k−2) y−(k−3) . . . 0

 ,

wherey−(k−1), . . . , yk−1 satisfy 2(k − 1) equations for some constanty0,

yi + y−i = 0, yi − y−i = 2(−1)ikCiy0, 1 � i � k − 1, (2.6′′′)

which are derived from (2.5). Thus the matrixXH for the casek-even is obtained.
We remember here a classical theorem on the pseudo-reflexions.

Theorem 2.3 (cf. Bourbaki Groupe et Algèbre de Lie, Chapitre V, §6, Exercise 3).Let E
be a vector space with basis(e1, . . . , ed), and their dual basis(f1, . . . , fd) ∈ E∗. Let us
setaij = fi(ej ). The pseudo-reflexionsi with respect to the basisfi is defined as

si (ej ) = ej − fi(ej )ei = ej − aij ei .

Set

V =


a11 a21 a31 . . . ad1
0 a22 a32 . . . ad2
0 0 a33 . . . ad3
...

...
. . .

...
...

0 0 . . . 0 add

 , U =


0 0 0 . . . 0

a12 0 0 . . . 0
a13 a23 0 . . . 0
...

...
. . .

...
...

a1d a2d . . . ad−1,d 0

 . (2.7)

Under these notations, the composition of all possible reflexionssdsd−1 · · · s1 (a Coxeter
element) with respect to the basis(e1, . . . , ed) is expressed as follows:

sdsd−1 · · · s1 = (idd −V )(idd +U)−1. (2.8)

Proof. For 1� i, k � d we define

yi = si−1 · · · s1(ei).
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It is possible to see that

ei = yi +
∑

k<i�d

akiyk, sd · · · s1(ei) = yi −
∑

i�k�d

akiyk.

The statement follows immediately from these relations.�
To establish a relationship between the invariantXH and the Gram matrix necessa

for calculus of the Stokes matrix, we investigate a situation where the generators of
hypergeometric group have special forms. Namely consider a hypergeometric grouΓ of
rankk generated by pseudo-reflexionsR0, . . . ,Rk−1 where

Rj = idk −Qj, (2.9)

with

Qj =


0 . . . 0 tj0 0 . . . 0
0 . . . 0 tj1 0 . . . 0
0 . . . 0 tj2 0 . . . 0
... . . .

...
...

...
. . .

. . .

0 . . . 0 tj,k−1 0 . . . 0

 , 0 � j � k − 1, (2.10)

all zero components except for thej -th column. Let us define the Gram matrixG
associated to the above collection of pseudo-reflexions:

G =


t00 t10 . . . tk−1,0
t01 t11 . . . tk−1,1
t02 t12 . . . tk−1,2
...

...
. . .

...

t0,k−1 t1,k−1 . . . tk−1,k−1

 . (2.11)

We shall treat the cases whereG is either symmetric or anti-symmetric. Let us introdu
an upper triangle matrixS satisfying

G = S + tS (resp. G = S − tS),

for a symmetric (anti-symmetric) matrixG. In the anti-symmetric case, we shall use
convention so that the diagonal part ofS is a scalar multiplication on the unit matrix. It
easy to see that for the symmetric (resp. anti-symmetric)G the diagonal elementtjj = 2
(resp.tjj = 0).

Proposition 2.4. For an hypergeometric groupΓ defined overR, the following statement
hold.

(1) Suppose that the space of quadratic invariant matricesXΓ is 1-dimensional. ThenXΓ

coincides with the Gram matrixG (2.11)up to scalar multiplication.
(2) The composition of all generatorsR0, . . . ,Rk−1 gives us the Seifert form:

Rk−1 · · ·R0 = ∓ tS · S−1, (2.12)

where to the minus sign corresponds symmetricG and to the plus sign anti
symmetricG.
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Proof. (1) It is enough to prove that the Gram matrix is a quadratic invariant. We calc

RjG
tRj = (idk −Qj)G(idk − tQj ).

It is easy to compute

QjG = (taj tjb)0�a,b�k−1, GtQj = (tjatjb)0�a,b�k−1,

QjG
tQj = tjjG

tQ.

It yields the following equality,

GtQj + QjG − QjG
tQj = (tjb

(
(1− tjj )tja + taj

))
0�a,b�k−1,

that vanishes forG symmetric withtjj = 2 and forG anti-symmetric withtjj = 0.
(2) It is possible to apply directly our situation to that of Theorem 2.3. In the symm

case,tii = 2 and

V =


2 t10 t20 . . . tk−1,0
0 2 t21 . . . tk−1,1
0 0 2 . . . tk−1,2
...

...
...

...
...

0 0 . . . 0 2

 , U =


0 0 0 . . . 0
t10 0 0 . . . 0
t20 t21 0 . . . 0
...

...
...

...
...

tk−1,0 tk−1,1 . . . tk−1,k−2 0

 ,

in accordance with the notation (2.7). The formula (2.8) means (2.12) with minus sign.
the anti-symmetric casetii = 0, 0� i � k − 1, and (2.7) yields (2.11) with plus sign.�
Corollary 2.5. We can determine the Stokes matrixS by the following relation

S = (idk −Rk−1 · · ·R0)
−1G, (2.13)

with the aid of the Gram matrix and pseudo-reflexions.

In some sense, a converse to Proposition 2.4 holds. To show this, we remem
definition and a proposition from [14].

Definition 2.6. The fundamental set(u0(λ), . . . , uk−1(λ)) of the system(1.1′′) is a set of
its component solutions satisfying the following asymptotic expansion:

uj (λ) = (λ − λj )
ρj

∞∑
r=0

g
(j)
r (λ − λj )

r ,

where (λ0, . . . , λk−1) are eigenvalues of the matrixΛ. The exponentsρj are diagona
elements of the matrixA1(0).

After [14], the fundamental set to the system(1.1′′) is uniquely determined.
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Proposition 2.7 [14]. Every generator of an hypergeometric groupΓ overR defined for
the system of type(1.1′′) (without logarithmic solution) is a product of pseudo-reflexion
of the following form expressed with respect to its fundamental set:

Mj = idk −


0 . . . 0 sj0 0 . . . 0
0 . . . 0 sj1 0 . . . 0
...

. . .
...

...
... . . .

...

0 · · · 0 sj,k−1 0 . . . 0

 , (2.14)

wheresjj = 2 or 0.

We get the following corollary to the above Proposition 2.7.

Corollary 2.8. Assume that the hypergeometric groupΓ is generated by pseudo-reflexio
T0, . . . , Tk−1 such thatrank(Ti − idk) = 1 for 0 � i � k − 1. Then it is possible to
choose a suitable set of pseudo-reflexions generatorsRj like (2.9), (2.10), up to constan
multiplication on Qj , so that they determine the quadratic invariant Gram ma
like (2.11).

Proof. Proposition 2.7 implies that every generatorTi is a product of pseudo-reflexion
Mj with sjk possibly different fromtjk. From the condition on the quadratic invaria
XΓ and Proposition 2.4,sjk must coincide withtjk. That is to sayΓ must be generated b
M0, . . . ,Mk−1 with sja/tja = sjb/tjb for all a, b, j ∈ {0, . . . , k−1}. This means thatΓ has
as its generators the pseudo-reflexionsR0, . . . ,Rk−1 of (2.12) up to constant multiplicatio
onQj . �
Proof of Theorem 1.2. First we remark that solutions to (1.3) have no logarithm
asymptotic behaviour around any of their singular points except for the infinity.

In the case withk odd for XH0, there existsa �= 0 such that the vector�v0 :=t (1 +
(−1)k−1,−k, kC2, . . . , (−1)k−2

kCk−2, (−1)k−1
kCk−1) ∈ Rk satisfies the relation:

XH0 �v0 =t (a,0,0, . . . ,0).

Actually this fact can be proven almost without calculation in the following way. Firs
introduce a series of vectors

�w
 = (x−
, x−
+1, . . . , xk−1−
), 
 = 0,1, . . . , k − 1.

Then Eq.(2.6′′) can be rewritten in terms of�w
:

�w
 · �v0 =
k−1∑
i=0

(−1)ikCi · xi−
 = 0 for 1� 
 � k − 1.

On the other hand, the vector�w0 is linearly independent of the vectors�w1, . . . , �wk−1 by
virtue of the construction of the matrixX. Therefore�w0 · �v0 �= 0 as�v0 �= 0. This means the
existence of the non-zero constanta as above.

This relation with Corollary 2.8 gives immediately the expression below for the pse
reflexions
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Rj = idk −



0 . . . 0 (−1)j+k−1
kCj · r 0 . . . 0

...
. . .

...
...

... . . .
...

0 . . . 0 −(−1)k−1k · r 0 . . . 0
0 . . . 0 (1+ (−1)k−1) · r 0 . . . 0
0 . . . 0 −k · r 0 . . . 0
0 . . . 0 kC2 · r 0 . . . 0
...

. . .
...

...
... . . .

...

0 . . . 0 (−1)k−1−j
kCk−j−1 · r 0 . . . 0


, 0 � j � k − 1,

(2.15)

whose Gram matrix is equal to

Gij = (−1)i−j+k−1
kCi−j · r, i > j,

Gii = (1+ (−1)k−1) · r, i = j,

Gij = (−1)i−j
kCj−i · r, j > i

(2.16)

with some constantr. As for the casek-even, Eqs.(2.6′′′) and Corollary 2.8 gives us th
expression (2.15) for the pseudo-reflexion generators.

Taking into account Theorem 1.1 for the symmetric Gram matrix, we obtain the de
statement for the casek-odd, as it is required from Proposition 2.7Gii = 2 = 2r.

For the casek-even, we remember a statement on the Stokes matrix from
(Proposition 1.2) which claims that if the matrixµ of (1.1) has integer eigenvalues, t
equality det(S + tS) = 0 must hold. Corollary 2.5 gives us the relation

S = (idk +(idk −V )(idk +U)−1)−1
G = (idk +U)G−1G = idk +U,

with

Uij = (−1)i−j+k−1
kCi−j · r, i > j.

We shall choose the constantr = 1 so thatS+ tS = 2 idk +U + tU possesses an eigenvec
(1,−1, . . . ,1,−1) with zero eigenvalue. �
Remark 2. The Gram matrix (2.16) that has been calculated for the fundament
(Definition 2.6) of Eq. (1.3) gives directly a suitable Stokes matrix we expected. For
Fano varieties, however, the Gram matrix calculated with respect to the fundamen
does not necessarily give a desirable form, as it is seen from the case of odd dime
quadrics. This situation makes us to be careful in the choice of the base of solutio
which we calculate the Gram matrix.

3. Geometric interpretation of the hypergeometric equation

In this section we show that Eq. (1.4) arises from the differential operator
annihilates the fibre integral associated to the family of variety defined as a com
intersection

Xs := {(x0, . . . , xk) ∈ Ck+1; f1(x) + s = 0, f2(x) + 1= 0
}
. (3.1)
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where

f1(x) = x0x1 · · ·xk, f2(x) = x0 + x1 + · · · + xk.

This result has been already announced by [7,8] and [2]. Our main theorem of this s
is the following

Theorem 3.1. Let us assume that�(f1(x) + s)|Γ < 0, �(f2(x) + s)|Γ < 0, out of
a compact set for a Leray coboundary cycleΓ ∈ Hk+1(Ck+1 \ Xs) avoiding the
hypersurfacesf1(x)+ s = 0 andf2(x)+1 = 0. For such a cycle we consider the followin
residue integral:

I
(v1,v2)

x i,Γ
(s) =

∫
Γ

x i+1(f1(x) + s
)−v1

(
f2(x) + 1

)−v2 dx

x1 , (3.2)

for the monomialx i := x
i0
0 · · ·xik

k , x1 := x0 · · ·xk. Then the integralI (1,1)

x0,Γ
(s) satisfies the

following hypergeometric differential equation[
ϑk

s − kks

(
ϑs + 1

k

)(
ϑs + 2

k

)
· · ·
(

ϑs + k

k

)]
I

(1,1)
1,Γ (s) = 0 (3.3)

which has unique holomorphic solution ats = 0,

I0(s) =
∑
m�0

(km)!
(m!)k sm. (3.4)

We shall putζ = 1/(kks), to get (1.4) from (3.3). Our calculus is essentially based
the Cayley trick method developed in [15].

Proof of Theorem 3.1. Let us consider the Mellin transform of the fibre integral (3.2)

M
(v1,v2)
i,Γ (z) :=

∫
Π

szI
(v1,v2)

x i (s)
ds

s
. (3.5)

For the Mellin transform (3.5), we have the following

M
(v1,v2)
i,Γ (z) = g(z)

k−1∏

=0

Γ (z + i
 + 1− v2)Γ

(
−

k−1∑

=0

(i
 + 1) − kz + v1 + kv2

)
×Γ (−z + v2)Γ (z), (3.5′)

with g(z) a rational function in eπ iz. The formula(3.5′) shall be proven below. In
substitutingi = 0, v1 = v2 = 1, we see that

I
(1,1)

x0,Γ
(s) =

∫
Π̌

s−zg(z)
Γ (z)k

Γ (kz)
dz,

whereΠ̌ denotes the path(−i∞,+i∞) avoiding the poles ofΓ (z) = 0,−1,−2, . . . . From
this integral representation, Eq. (3.3) immediately follows in taking account the fac
the factorg(z) plays no role in establishment of the differential equation.�
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Proof of (3.5′). In making use of the Cayley trick, we transform the integral(3.5) into the
following form

M
(v1,v2)
i,Γ (z) =

∫
Π×R2+×Γ

x i+1 ey1(f1(x)+s)+y2(f2(x)+1)y
v1
1 y

v2
2 sz dx

x1

dy

y1

ds

s1 , (3.6)

with R+ the positive real axis inCyp for p = 1 or 2. Here we introduce new variabl
T0, . . . , Tk+2,

Ti = y1xi, 0 � i � k − 1,

Tk = y1s, Tk+1 = y2x0x1 · · ·xk−1, Tk+2 = y2
(3.7)

in such a way that the phase function of the right-hand side of (3.6) becomes

y1(f1(x) + s) + y2(f2(x) + 1) = T0 + T1 + · · · + Tk+2.

If we set

LogT :=t (logT0, . . . , logTk+2),

Ξ :=t (x0, . . . , xk−1, s, y1, y2),

LogΞ :=t (logx0, . . . , logxk−1, logs, logy1, logy2).

Then the above relationship (3.7) can be written down as

LogT = L · LogΞ, (3.8)

where

L =



1 0 0 . . . 0 0 1 0
0 1 0 . . . 0 0 1 0
0 0 1 . . . 0 0 1 0
...

...
...

. . .
...

...
...

...

0 0 0 . . . 1 0 1 0
0 0 0 . . . 0 0 1 0
1 1 1 . . . 1 0 0 1
0 0 0 . . . 0 1 0 1


.

This yields immediately

LogΞ = L−1 · LogT ,

with

L−1 =



1 0 0 . . . 0 −1 0 0
0 1 0 . . . 0 −1 0 0
0 0 1 . . . 0 −1 0 0
...

...
...

. . .
...

...
...

...

0 0 0 . . . 1 −1 0 0
1 1 1 . . . 1 −k −1 1
0 0 0 . . . 0 1 0 0

−1 −1 −1 . . . −1 k 1 0


.
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(i0, . . . , ik−1, z, v1, v2) · L−1 = (L0(i, z, v1, v2), . . . ,Lk+2(i, z, v1, v2)
)
. (3.9)

then we can see that

M
(v1,v2)
i,Γ (z) =

∫
Π×R2+×Γ

x i+1 eT0+···+Tk+2y
v1
1 y

v2
2 sz dx

x1

dy

y1

ds

s1

=
∫

L∗(Π×R2+×Γ )

eT0+···+Tk+2
∏

0�i�k+2

T
Li (i,z,v1,v2)
i

∧
0�i�k+2

dTi

Ti

.

HereL∗(Π × R2+ × Γ ) denotes a(k + 3)-chain inT0 · · ·Tk+2 �= 0 that obtained as a imag
of Π ×R2+×Γ under the transformation induced byL. In view of the choice of the cycleΓ ,
we can apply the formula to calculateΓ function to our situation:∫

C

e−T T σ dT

T
= (1− e2π iσ )Γ (σ),

for the unique nontrivial cycleC turning aroundT = 0 that begins and returns to�T →
+∞. Here one can consider the natural actionλ :Ca → λ(Ca) defined by the relation,∫

λ(Ca)

e−Ta T σa
a

dTa

Ta

=
∫

(Ca)

e−Ta
(
e2π

√−1Ta

)σa dTa

Ta

.

In terms of this actionL∗(Π × R2+ × Γ ) is shown to be homologous to a chain

∑
(j

(ρ)
0 ,...,j

(ρ)
k+2)∈[1,∆]k+3

m
j

(ρ)
0 ,...,j

(ρ)
k+2

1∏
a=0

λj
(ρ)
a (R+)

k+2∏
a′=2

λ
j

(ρ)

a′ (Ca′),

with m
j

(ρ)
0 ,...,j

(ρ)
k+2

∈ Z. This explains the appearance of the factorg(z) in front of theΓ

function factors in(3.5′).
The direct calculation of (3.9) shows that

L
(i, z, v1, v2) = z + i
 + 1− v2, 0 � 
 � k − 1,

Lk(i, z, v1, v2) = −
k−1∑

=0

(i
 + 1) + v1 + k(v2 − z),

Lk+1(i, z, v1, v2) = −z + v2, Lk+2(i, z, v1, v2) = z.

This shows the formula(3.5′). �
In combining Theorems 1.2, 3.1, we can state that we found out a deformation

algebraic varietyXλ = {(λ/k)k(x0x1 · · ·xk) + 1 = 0, x0 + x1 + · · · + xk = 1 = 0} such
that its variation gives rise to Eq. (1.3). It means that we establish a connexion betw
exceptional collection ofCPk−1 and a set of vanishing cycles for its mirror counter partXλ.
Thus our theorems give an affirmative answer to the hypothesis stating the existe
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4,
such relationship between two mirror symmetric varieties (so called Bondal–Konts
hypothesis) in a special case. See [8] and [12] in this respect for the detail.

It is known from the theory of period integrals associated to the complete inte
tions [10] that the integralsI (v1,v2)

x i,Γ
((k/λ)k) for Γ ∈ Hk+1(Ck+1 \ Xλ,Z) has singularities

only at the discriminant locus ofXλ where the cycleΓ becomes singular (or vanishe
On the other hand, in §2 we found a set of solutions called fundamental such thatuj (λ)

has an singular pointλ = e2π
√−1j/k . Two solutions to an hypergeometric differential eq

tion (1.3) with the same assigned asymptotic behaviours at all possible singular poin
coincide. In combination of this argument with the Picard–Lefschetz theorem, we o
the following.

Corollary 3.2. There exists a set of cyclesγj ∈ Hk−1(Xλ,Z), 0� j � k − 1, such that for
their Leray’s coboundaryΓj ∈ Hk+1(Ck+1 \ Xλ,Z) we have the identity,

I
(1,1)

x0,Γj

((
k

λ

)k)
= uj (λ), 0� j � k − 1,

with uj (λ) the fundamental solution to(1.3) in the sense of Definition2.6. Consequently
the Gram matrixG of (2.16) is equal to the intersection matrix(〈γi, γj 〉)0�i,j�k−1 after
proper choice of constantr = 1.
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