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Abstract

Given two points on a closed planar curve, C, we can divide the length of a shortest connecting path in C by their Euclidean
distance. The supremum of these ratios, taken over all pairs of points on the curve, is called the geometric dilation of C. We
provide lower bounds for the dilation of closed curves in terms of their geometric properties, and prove that the circle is the only
closed curve achieving a dilation of π/2, which is the smallest dilation possible. Our main tool is a new geometric transformation
technique based on the perimeter halving pairs of C.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Let C be a simple closed curve in the Euclidean plane. For any two points, p and q , on C let dC(p,q) denote the
minimum length of one of the two curve segments of C connecting p to q . Moreover, let |pq| denote the Euclidean
distance of the two points. Then the geometric dilation, δ(C), of C is defined as

δ(C) := sup
p,q∈C,p �=q

dC(p,q)

|pq| . (1)

One should note that the geometric dilation is a concept substantially different from the standard graph-theoretic
dilation usually studied in the context of spanners [5,6,12], where only the point set of all vertices is considered.

With the geometric dilation defined above, two natural problems arise. From a structural point of view, we would
like to have general upper or lower bounds for the dilation of curves, in terms of their elementary geometric properties.
From an algorithmic point of view, we would like to efficiently compute the dilation of a concrete curve, given a finite
description.
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So far, only the case of open curves and polygonal chains has received some attention. Icking et al. [16] and
Aurenhammer et al. [3] established tight upper bounds to the dilation of open planar curves that cannot meander too
wildly. The computation of the geometric dilation (then called detour) was first studied in the conference version
of [10], where an O(n logn) approximation algorithm for n-link polygonal chains in the plane was presented. Exact
algorithms with a running time in O(n polylog n) were independently given by Agarwal et al. [1] and by Langerman
et al. [20]; a forthcoming joint paper [2] presents randomized algorithms with running time in O(n logn) for planar
polygonal chains, O(n log2 n) for planar trees and cycles, and O(n16/9+ε) for polygonal chains in 3D.

The interest in structural results on closed curves is rather recent. Ebbers et al. [9] studied the question of embedding
a finite point set into a planar network of low geometric dilation. Among other things it was shown, using Cauchy’s
surface area formula, that each closed curve has a geometric dilation of at least π/2, the dilation of the circle.

The concept of geometric dilation was independently introduced by Gromov [14,15] under the notion of distor-
tion. He also mentioned the above lower bound property in [14]. By Kusner and Sullivan [19] distortion found its
application in knot theory. For more recent results see e.g. Denne et al. [7,8].

In this paper we provide structural results on the geometric dilation of simple planar closed curves. Our main
tool is a new transformation technique for closed curves, based on their halving pairs.2 Given a convex curve, C,
and a direction, v, there is a unique v-oriented pair of points on C that cut the perimeter of C into two parts of the
same length. Similar to the well-known central symmetrization used in convex geometry [11,17], we take the segment
connecting this halving pair, and translate its midpoint to the origin. By applying this procedure for each possible
direction v, a new curve, C∗, results. By construction, C∗ is centrally symmetric. As we shall prove in Section 7, C∗
is again convex, and of dilation at most δ(C).

Fig. 1. Diameter D, width w and minimum and maximum halving distance h and H of an isosceles right-angled triangle.

In Section 8 we are using the new halving pair transformation and the central symmetrization method to derive the
following new lower bounds on the dilation of a convex closed curve C:

δ(C) � arcsin

(
w

D

)
+

√(
D

w

)2

− 1, δ(C) � arcsin

(
h

H

)
+

√(
H

h

)2

− 1.

Here, w denotes the width of C, D denotes the diameter of C, and h (resp. H ) is the minimum (resp. maximum)
halving distance of C (see Fig. 1).

These lower bounds attain a minimum value of π/2 if and only if w = D (resp. h = H ) holds. Although the circle
is not the only closed curve satisfying w = D or h = H , we shall derive that only the circle attains dilation π/2.

2 Halving pairs were introduced as “partition pairs” in [9].
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In order to prove these results, some technical preparations are necessary. In Section 3 we show that the boundary
of the convex hull of any simple closed curve C does never have a bigger dilation than C. Then, in Section 4, we make
sure that the geometric dilation of a closed convex curve is, in fact, attained by one of its halving pairs. While these
facts are not surprising, their exact proofs need some care. Section 5 contains some facts on the dilation of centrally
symmetric curves. For the convenience of the reader, we review, in Section 6, the essential properties of the central
symmetrization transformation.

2. Definitions and basic properties

Throughout this paper we consider finite, simple,3 piecewise continuously differentiable curves in the Euclidean
plane. A subset C ⊂ R

2 is such a curve, if it is the image of an injective, continuous, piecewise continuously differen-
tiable function c : [0,1] → R

2 or c : S1 → R
2, where S

1 := {p ∈ R
2 | |p| = 1} denotes the unit circle. In the first case

it is an open curve, in the second case we call it closed curve or cycle. The length of C is given by |C| := ∫ |ċ(t)|dt .
Let C◦ denote the open bounded region encircled by C, called its interior domain. The curve C is convex if its interior
domain C◦ is convex.

Let C be a curve, and let p and q be two distinct points of C. By dC(p,q) we denote the C-distance of p and q ,
i.e. the length of the shortest path on C connecting p and q . The dilation δC(p,q) of p and q in C is the ratio of
their C-distance and their Euclidean distance. As stated already in the introduction, the (geometric) dilation of C is
the supremum of these dilation values.

Sometimes we will consider an arc-length parametrization of a curve C, a continuous, bijective, piecewise
continuously differentiable mapping of an interval I onto C so that |ċ(t)| = 1 almost everywhere. Such a parame-
trization often helps to simplify the dilation analysis because for any open curve C and values t1, t2 ∈ I we have
dC(c(t1), c(t2)) = |t2 − t1|. For closed curves the same equation holds if additionally |t2 − t1| � |C|/2 is granted.

Fig. 2. The maximum dilation δ(C) is attained by a pair of points (p, q) or by the limit of pairs of points (pn, qn) approaching the same point p

from opposite sides.

First, we observe that with the exception of one special case the geometric dilation of any cycle C is attained by a
pair of points of C:

Lemma 1. Let C be an arbitrary open or closed curve. Then, at least one of the following cases occurs:

(1) The maximum dilation δ(C) is attained by a pair of points p,q ∈ C, p �= q , i.e. δ(C) = δC(p,q).
(2) The maximum dilation δ(C) is the limit of dilation values of a sequence of pairs (pn, qn)n∈N ⊂ C × C, so that

(pn)n∈N and (qn)n∈N are approaching the same point p ∈ C from opposite sides. Let α ∈ [0,π] denote the angle
enclosed by the tangents in p. Then,

δ(C) = lim
n→∞ δC(pn, qn) =

{
1

sin(α/2)
α ∈]0,π],

∞ α = 0.

If C is convex, case (1) must occur.

3 A curve is called simple if it has no self-intersections.
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Proof. Let (pn, qn)n∈N be a maximum sequence, i.e. δC(pn, qn) ↗ δ(C). Because C is compact in R
2, so is C × C

in R
4. There is a sub-sequence we will from now on denote by (pn, qn)n∈N converging to a pair (p, q) ∈ C × C.

The continuity of dC(. , .) implies dC(pn, qn) → dC(p,q). And by continuity of |.| we obtain |pnqn| → |pq|. If
p �= q , this implies δC(pn, qn) → δC(p,q).

′ ′

︸
︷︷

︸︸
︷︷

︸

Fig. 3. A dilation maximum sequence (pn, qn)n∈N converging to a single point.

Now we consider the case p = q . See Fig. 3. We choose an arbitrary orientation of C. Let v,w ∈ S
1 be the left-

and right-sided normalized derivative vectors of C in p. We use the following parametrization c̃ : ]− δ, δ[→ C of C in
a neighborhood of p. Let q ∈ C be an arbitrary point in this neighborhood. If q lies to the left of p, then we consider
the orthogonal projection q ′ of q onto the v-tangent through p. Then, c̃−1(q) := −|pq ′|. If q lies to the right of p,
we analogously denote by q ′ the orthogonal projection of q onto the w-tangent through p and define c̃−1(q) := |pq ′|.
Because of the one-sided differentiability of C we can choose δ > 0 small enough so that c̃ is well-defined and
continuous at 0.

Obviously, the parameter t is the component of c̃(t) − p parallel to v (w resp.). Let f (t) denote the orthogonal
component oriented in such a way that turning v (w resp.) by 90◦ anti-clockwise results in a positive f (t). We define
sn := c̃−1(pn) and tn := c̃−1(qn). By continuity and injectivity of c̃ we get sn → 0 and tn → 0.

By definition, f is continuously differentiable in a neighborhood of p, and we have f ′(t) → 0 for t → 0. For any
given ε > 0 we can choose a small δ > 0 so that |f ′(t)| < ε for every t ∈]−δ, δ[. And we can choose N big enough
such that every sn and tn, n � N , are contained in ]−δ, δ[.

If (pn)n∈N and (qn)n∈N approach p from the same side, these n-values satisfy

δC(pn, qn) = | ∫ tn
sn

√
1 + (f ′(t))2 dt |√|tn − sn|2 + |f (tn) − f (sn)|2

�
√

1 + ε2|tn − sn|
|tn − sn| → 1.

But if δ(C) = lim δC(pn, qn) = 1, we have δC(p,q) = 1 for every pair of points. Hence, case (1) applies, too.
If there is a sub-sequence (pn, qn)n∈N such that pn and qn are always on opposite sides of p, by renaming we can

build a sequence of the same dilation limit where pn is always left of p (sn < 0) and qn is right of p (tn > 0). Again,
for a given ε > 0 we can choose a big N ∈ N so that for every n � N , c̃(t) and f (t) are well-defined and continuously
differentiable on [sn, tn] and |f ′(t)| < ε. Clearly, this implies |f (t)| �

∫ t

0 |f ′(t)| � ε|t | on the same interval. The
shortest-path distance dC(pn, qn) is bounded by

(tn − sn) � dC(pn, qn) =
tn∫

sn

√
1 + (

f ′(t)
)2 dt �

√
1 + ε2(tn − sn).

We apply the triangle inequality to get upper and lower bounds for |pnqn| and obtain

|pnqn| � |p′
nq

′
n| +

∣∣f (sn)
∣∣ + ∣∣f (tn)

∣∣ � |p′
nq

′
n| + ε(tn − sn) and

|pnqn| � |p′
nq

′
n| −

∣∣f (sn)
∣∣ − ∣∣f (tn)

∣∣ � |p′
nq

′
n| − ε(tn − sn),

which implies

tn − sn
′ ′ � δC(pn, qn) �

√
1 + ε2(tn − sn)

′ ′ .
|pnqn| + ε(tn − sn) |pnqn| − ε(tn − sn)
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Hence, lim δC(pn, qn) = lim(tn − sn)/|p′
nq

′
n| which is the limit of the dilation values of (p′

n, q
′
n) on the polygonal

path built by the v- and the w-tangent through p. It is easy to show that the fraction (tn − sn)/|p′
nq

′
n| cannot be bigger

than 1/ sin(α/2) where α ∈]0,π[ is the angle enclosed by the v- and the w-tangent. And this maximum is attained by
values sn = −tn. Case α = 0 yields lim δC(pn, qn) = ∞.

If C is convex, and (pn, qn) ∈ C × C is a dilation maximum sequence converging to a single point p, we can
choose p̃ and q̃ close to p satisfying −s := |p̃′p| = |q̃ ′p| =: t and |p̃q̃| � |p̃′q̃ ′|. Hence,

δC(p̃, q̃) � t − s

|p̃′q̃ ′|
see above= 1

sin(α/2)

see above
� lim

n→∞ δC(pn, qn) = δ(C).

Therefore, for convex cycles there is always a pair of distinct points of C attaining maximum dilation. �
We mentioned before that the halving pairs play a crucial role within the dilation analysis of closed curves. There-

fore, we want to define them more formally.

Definition 2 (Halving Pair). Let p ∈ C be a point on a closed curve C. Then the unique halving partner p̂ ∈ C of p

is characterized by dC(p, p̂) = |C|/2. We say that (p, p̂) is a halving pair of C, see Fig. 4.

In order to define the halving distance, the following observation is important.

Lemma 3. For every direction v ∈ S1 = {p ∈ R2| | p| = 1} there exists a halving pair (p, p̂), i.e. p − p̂ = |p − p̂|v.
For convex cycles, this halving pair is unique.

�

Fig. 4. By moving p and p̂ we get a halving pair for every direction. These halving pairs are unique for convex cycles.

Proof. Consider Fig. 4. Clearly, we can find one halving pair (p, p̂) of C. Next, we move p and p̂ continuously on C

so that they keep their C-distance dC(p, p̂) = |C|/2. Eventually, p reaches the former position of p̂ and, at the same
time, p̂ reaches the former position of p. If we continue, finally, both points return to their starting position. Because
C is simple, in between, the pair must have attained all possible directions.

Now, let C be convex and let v ∈ S1 be an arbitrary direction. Let (p, p̂) be a halving pair of direction v. By
convexity, the line � through this pair can only intersect with C twice, namely in p and p̂. It divides the plane R

2 into
two half-planes H1 and H2.

Let (q1, q2) ∈ C2 be a pair of points lying in the same half-plane, say H1. Then, it cannot be a halving pair, since
half of the length of C is contained in H2, and there is some additional length needed to reach q1 and q2. Thus, every
halving pair (q, q̂) except (p, p̂) contains one point of H1 and one point of H2. It cannot have direction v. �

We keep this in mind while defining the halving distance and comparing it to well-known breadth measures.

Definition 4 (Breadth Measures). (See Fig. 5(a)) Let C be a closed curve, and let v ∈ S
1 be an arbitrary direction.

(1) The v-length of C is the maximum distance of a pair of points with direction v, i.e. lC(v) := max{|pq| | p,q ∈
C,q − p = |q − p|v}.
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(2) The v-breadth (v-width) of C is the distance of the two supporting lines of C perpendicular to v, i.e. bC(v) :=
maxp∈C p · v − minp∈C p · v where p · v denotes the scalar product.

(3) The v-halving distance, hC(v), of C is the distance of the halving pair with direction v. Fig. 5(b) and Lemma 3
show that this is defined properly only for convex curves.

(4) The diameter D(C) := maxv∈S1 lC(v) of C is the maximum v-length. The width w(C) := minv∈S1 lC(v) of C is
the minimum v-length.

(5) The maximal halving distance is denoted by H(C) := maxv∈S1 hC(v). For non-convex curves we can use an arc-
length parametrization c to get a proper definition: H(C) := maxt∈[0,|C|[ |c(t) − c(t + |C|/2)|. Analogously, the
minimal halving distance is h(C) := mint∈[0,|C|[ |c(t) − c(t + |C|/2)|.

Fig. 5. (a) The v-breadth bC(v), v-length lC(v) and v-halving distance hC(v). (b) There can be more than one halving pair with direction v for
non-convex cycles, e.g. (p, p̂) and (q, q̂).

Sometimes it is more convenient to consider the angle α ∈ [0,2π) instead of the corresponding direction
(cosα, sinα) ∈ S

1. We will use both expressions synonymously. E.g. hC(α) denotes hC((cosα, sinα)).
Width and diameter can also be defined using the v-breadth values which is proved e.g. in [21, p. 76], [13, (1.5)],

respectively:

Lemma 5. Let C be a simple closed curve, then D(C) = maxv∈S1 bC(v). If C is convex, then w(C) = minv∈S1 bC(v).

Lemma 5 might raise the question whether one of the equations H(C) = D(C) or h(C) = w(C) holds at least for
convex closed curves. However, already the isosceles right-angled triangle of Fig. 1 is a counter-example.

The next lemma gives another straight forward relation between the three breadth measures which follows imme-
diately from the definitions (compare to Fig. 5(a)).

Lemma 6. Let C be a convex closed curve, and let v ∈ S
1 be an arbitrary direction. Then the following inequalities

hold: hC(v) � lC(v) � bC(v).

As proved in [9], the two-dimensional version of Cauchy’s surface area formula cited below, leads to the general
lower dilation bound of π/2.

Lemma 7 (Cauchy). Let C be a closed convex curve. Then, its length is given by

|C| =
π∫

0

bC(α)dα.

A proof of the n-dimensional formula can be found e.g. in [11]. It uses the notion of mixed volumes. An easier
approach dealing only with the two-dimensional case is described on the first pages of [22]. Lemma 7 immediately
implies a first lower bound to the dilation of arbitrary closed curves, see [9].
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Corollary 8. [9] The dilation of any closed curve C is bounded by δ(C) � π/2.

Proof. Because the length of the boundary of the convex hull cannot be bigger than the original length and because
of h(C) � hC(v) � bC(v) = b∂ch(C)(v) for every direction v ∈ S

1, we get

|C| � ∣∣∂ch(C)
∣∣ Lem. 7=

π∫
0

b∂ch(C)(α)dα � πh(C). (2)

The definitions of dilation and halving pairs imply δ(C) � |C|/2h(C)
(2)

� π/2. �
Note that this property was independently proved by Gromov in [14], and dealt with in the context of knot theory

by Kusner and Sullivan in [19].

3. Non-convex closed curves

Within this section we want to compare the dilation δ(C) of any closed curve C to the dilation δ(∂ch(C)) of (the
boundary of) its convex hull. We will prove that the inequality δ(∂ch(C)) � δ(C) holds. On the other hand, clearly,
no such inequality can hold for the other direction (see Fig. 6).

Fig. 6. The dilation δ(C) of a non-convex closed curve C can get arbitrarily big, even infinite, while δ(∂ ch(C)) stays bounded.

Lemma 9. Let C ⊂ R2 be a closed curve. Then the dilation of the boundary of its convex hull is not bigger than the
original dilation, δ(∂ch(C)) � δ(C).

Proof. We will prove that for any pair of points (p, q) ∈ ∂ch(C)2 on the boundary of the convex hull we can find
a corresponding pair of points (p̃, q̃) ∈ C × C on the original cycle not having smaller dilation, i.e. δC(p̃, q̃) �
δ∂ch(C)(p, q). We distinguish 3 cases:

Case 1: p,q ∈ ∂ch(C) ∩ C

In this case we pick p̃ := p and q̃ := q . Obviously, d∂ch(C)(p, q) � dC(p,q) holds and this implies δ∂ch(C)(p, q) �
δC(p,q) = δC(p̃, q̃).

Fig. 7. Case 2: p ∈ ∂ch(C) \ C and q ∈ ∂ch(C) ∩ C.
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Case 2: p ∈ ∂ch(C) \ C and q ∈ ∂ch(C) ∩ C

Let ab be the line segment of ∂ch(C) so that p ∈ ab and ab ∩ C = {a, b} (see Fig. 7). Let Cin denote the path on
C connecting a and b that is contained in the interior of the convex hull, and let Cout := C \ Cin be the other path on
C connecting a and b. We can assume that a and b are located on the x-axis, p is the origin, the x-coordinates are
ordered by ax < px = 0 < bx , and that C is contained in the lower half-plane H := {(x, y) ∈ R

2 | y � 0}.
Then, q is contained in H . By the conditions of Case 2 the point q cannot be part of Cin ⊂ C \ ∂ch(C). Hence,

q ∈ Cout. Because C is simple, Cout cannot intersect with Cin and by definition of ab it cannot intersect with ab. Thus
Cout cannot enter the region bounded by ab ⊕ Cin. The remaining area where q could be located, can be divided into
three regions R1, R2 and R3 (see Fig. 8).

Fig. 8. The regions R1, R2 and R3 containing q .

Let p′ (p′′ resp.) be the point on Cin satisfying dC(a,p′) = |ap| or dC(b,p′′) = |pb|, respectively. Then, the x-
coordinates satisfy p′

x < 0 = px < p′′
x . Hence, the two rays emanating from p through p′ and p′′ resp. divide H into

three parts. If we remove the closed region bounded by Ca
b ⊕ ab, we get three regions (from left to right) R1, R2 and

R3 whose union contains q .
If q ∈ R2, then pq intersects with Cin at a point p̃ between p′ and p′′. It follows that |p̃q| � |pq| and

dC(p̃, q) = min
(
dC(p̃, a) + dC(a, q), dC(p̃, b) + dC(b, q)

)
� min

(
dC(p′, a) + dC(a, q), dC(p′′, b) + dC(b, q)

)
� min

(
d∂ch(C)(p, a) + d∂ch(C)(a, q), d∂ch(C)(p, b) + d∂ch(C)(b, q)

)
= d∂ch(C)(p, q). (3)

And we conclude that δ∂ch(C)(p, q) � δC(p̃, q). Choosing q̃ := q completes the proof in this sub-case.
If q ∈ R1, we use dC(p′, q) � d∂ch(C)(p, q) which follows analogously to (3). We will show that every point

included in R1 is not closer to p than to p′. This implies |p′q| � |pq| and, finally, δ∂ch(C)(p, q) � δC(p′, q). Hence,
we can choose p̃ := p′ and q̃ := q to complete the proof.

We still have to prove that the whole region R1 lies on the side of the bisector Bis(p,p′) belonging to p′. Note,
that by construction of p′ the point a lies on that side.

′

′

′

′

Fig. 9. R1 must totally lie on the p′-side of Bis(p,p′).

We use a proof by contradiction. Assume that there is a point d ∈ R1 which is closer to p than to p′. Then, the part

of Cin connecting a with p′, denoted by C
p′
a , has to intersect with the bisector Bis(p,p′) at least twice. Let a′ be the

first intersection point starting from a (see Fig. 9). We now mirror C
p

a′ , the part of C
p′
a linking a′ with p′, at Bis(p,p′)

and denote the resulting path from a′ to p by C
p
′ . Then, by concatenation we can define a path γ := Ca′

a ⊕ C
p
′
a a
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connecting a and p. By construction, it has the same length as the path C
p′
a , which by construction of p′ has the

length |ap|. Thus, γ = ap, and this line segment intersects with the line Bis(p,p′) at most in a single point. Hence,

also C
p′
a intersects with Bis(p,p′) at most in a single point, contradicting our deduction that there must be at least

two intersection points.
In the last sub-case of Case 2 the point q is contained in R3. But then, we can argue analogously to the case q ∈ R1.
Case 3: p,q ∈ ∂ch(C) \ C

If p and q are located on the same line segment of ∂ch(C), we have δ∂ch(C)(p, q) = 1 � δC(p′, q ′) for any (p′, q ′) ∈
∂ch(C)2.

In the remaining case, we can apply the step of Case 2 twice. First, consider the cycle C′ := ∂ch(C) \ ab ∪ Cin

where ab is replaced by Cin in ∂ch(C) and everything is defined as in Case 2. Again, we can find a point p̃ ∈ Cin ⊂ C′
so that δC′(p̃, q) � δ∂ch(C)(p, q). Next, we can apply the arguments of Case 2 to the pair (q, p̃) instead of (p, q) and
C′ instead of ch(C). We get a point q̃ ∈ C so that δC(p̃, q̃) � δC′(p̃, q) � δ∂ch(C)(p, q) = δ(∂ch(C)). �
4. Dilation maximum attained by halving pair

Agarwal et al. [1, Lemma 3.1] proved that the maximum dilation of planar closed polygonal curves is attained by
a halving pair or by a pair of points consisting of at least one vertex. In this section we will show that an arbitrary
convex, but not necessarily polygonal, closed curve contains a halving pair attaining maximum dilation.

To this end, we first generalize Lemma 1 of [10] which analyzes the angles at a dilation maximum (p, q) as shown
in Fig. 10. To define the angles precisely, imagine a robot moving from q towards p on C. Let v1 be the direction it is
heading to when it arrives at p. And let v2 be the direction it is heading to when he leaves p to continue its journey
away from q . Then α1 := � (v1,pq) and α2 := � (v2,pq). And β1 and β2 are defined analogously for a robot moving
away from p and taking a rest in q .

√

Fig. 10. Angles between the one-sided derivative vectors of a dilation maximum (p, q) and their connecting line segment pq .

Lemma 10. Let C ⊂ R
2 be an open curve, and let (p, q) ∈ C × C be a local dilation maximum of C. Let the angles

α1, α2, β1, β2 be defined as indicated in Fig. 10.
Then, α1 � arccos(−1/δC(p,q)) � α2 and β1 � arccos(−1/δC(p,q)) � β2.

Proof. We consider an arc-length parametrization c(.) of C where c(0) = p and c(dC(p,q)) = q . For simplicity we
define T := dC(p,q). Then, by the law of cosine for small t > 0 we have

δC

(
p, c(T + t)

) = dC(p,q) + t√|pq|2 + t2 − 2t |pq| cosβ2 ± O(t2)
.

Hence, the derivative at t = 0 equals

d
δC

(
p, c(T + t)

)∣∣∣∣ = |pq| + dC(p,q) cosβ2
2

.

dt t=0 |pq|
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This derivative cannot be strictly positive because in that case we could increase the dilation value by moving q

slightly away from p. It follows

β2 � arccos

(
− |pq|

dC(p,q)

)
= arccos

(
− 1

δC(p,q)

)
.

By using analogous arguments, we get the inequalities bounding α1, α2 and β1. �
Now we are ready to prove the result for closed convex curves:

Lemma 11. Let C be a convex closed curve. Then, its maximum dilation is attained by a halving pair. This implies
δ(C) = |C|/2h.

Proof. By Lemma 1 we know that the maximum dilation is attained by a pair of distinct points (p, q) ∈ C × C. We
will use a proof by contradiction and assume that there is no halving pair attaining maximum dilation. Then, let (p, q)

be a pair of points attaining maximum dilation having biggest C-distance dC(p,q) < |C|/2 among all such dilation
maxima.

′

Fig. 11. The pair (p, q) can be moved towards a halving pair without reducing its dilation.

Consider Fig. 11. There exists a unique shortest path ζ on C connecting p and q . And this path can be extended
a little to a path ζ ′, i.e. ζ ⊂ ζ ′ ⊂ C, so that for a small ε > 0 the neighborhoods Bε(p) ∩ C and Bε(q) ∩ C are
contained in ζ ′, and the length |ζ ′| of the extended path is still strictly smaller than |C|/2. The last property implies
that for every pair of points (p′, q ′) ∈ ζ ′ × ζ ′ their unique shortest connecting path on C is contained in ζ ′ which gives
δC(p′, q ′) = δζ ′(p′, q ′). Hence, (p, q) is also a dilation maximum of ζ ′.

By convexity of C, clearly, ζ \ {p,q} is fully contained in one of the open half-planes, say H1, separated by the
line through p and q , while the other path connecting p and q on C is contained in the other open half-plane H2.

Let α1, α2, β1 and β2 be defined as in Lemma 10. The convexity condition implies that all the derivative vectors
v1, v2, w1 and w2 are pointing into the open half-plane H2, α2 � α1 and β2 � β1. Combining these inequalities with
the result of Lemma 10 yields α1 = α2 = β1 = β2 = arccos(−1/δ(C)).

Next, we will show a generalization of Lemma 2 in [10], namely, that in our situation the dilation value does
not decrease if we move p and q simultaneously away from each other on ζ ′ with equal speed. This contradicts
the fact that (p, q) is a dilation maximum having maximum C-distance among all dilation maxima, and the proof is
completed.

For simplicity we again define T := dC(p,q). Let c denote an arc-length parametrization so that c(0) = p and
c(T ) = q . If we move p and q simultaneously away from each other on ζ ′ both by a distance t , the resulting dilation
is δC(c(−t), c(T + t)) = (dC(p,q) + 2t)/|c(T + t) − c(−t)|.
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Fig. 12. The law of cosine yields |ċ(T + t) + ċ(−t)| = 2 cos π−γ (t)
2 .

We want to find an upper bound to the denominator. Consider Fig. 12. Let γ (t) denote the angle between the
derivative vectors ċ(T + t) and −ċ(−t)) for the t-values where the derivatives exist. Note that γ (t) is positive for
small t . Then, by convexity of C, we have γ (t) � α2 + β2 − π = 2 arccos(−1/δ(C)) − π . It follows

d

dτ

∣∣c(T + τ) − c(−τ)
∣∣∣∣

τ=t
�

∣∣∣∣ d

dτ

(
c(T + τ) − c(−τ)

)∣∣∣∣
τ=t

∣∣∣∣
= ∣∣ċ(T + t) + ċ(−t)

∣∣ = 2 cos
π − γ (t)

2

� 2 cos
π − (2 arccos(− 1

δ(C)
) − π)

2
= 2

δ(C)
. (4)

Plugging everything together, we obtain

δC

(
c(T + t), c(−t)

) = dC(p,q) + 2t

|c(T + t) − c(−t)|
(4)
� dC(p,q) + 2t

|pq| + 2
δ(C)

t

∗
�min

(
dC(p,q)

|pq| ,
2t

2
δ(C)

t

)
= δ(C).

The inequality marked by a star is valid because for arbitrary a, b, c, d > 0 holds (a + c)/(b + d) � min(a/b, c/d).
This is an argument appearing quite often within dilation analysis. It completes the proof of Lemma 11. �
5. Centrally symmetric closed curves

Before we apply the central symmetrization which maps convex cycles to centrally symmetric convex cycles, we
want to examine this latter class of closed curves.

Fig. 13. Minimum and maximum halving distance of a centrally symmetric cycle C.

We will consider a closed curve which is centrally symmetric about the origin 0. Its halving pairs are the pairs
(−p,p) where p is any point of C, because these pairs are connected by two paths on C which are copies of each
other mirrored by 0. This implies that the minimum halving distance equals twice the inradius r(C), the radius of the
smallest disk contained in C◦, and the maximum halving distance equals twice the circumradius R(C), the radius of
the smallest disk containing C◦. We have:

h(C) = 2r(C) = 2 min
p∈C

|p|, H(C) = 2R(C) = 2 max
p∈C

|p|. (5)

If we assume that C is convex, we get some further properties:
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Lemma 12. Let C be a convex closed curve which is centrally symmetric about the origin 0. Then, the following
holds:

(1) For every direction v ∈ S
1 we have hC(v) = lC(v).

(2) The length of C is given by

|C| =
π∫

0

√
ḣ2

C(α) + h2
C(α)dα =

π∫
0

√
l̇2
C(α) + l2

C(α)dα.

′′ �′
′ ′′ ′′

Fig. 14. For a convex, centrally symmetric cycle C we have hC(v) � lC(v).

Proof. (1) The basic inequality of Lemma 6 gives lC(v) � hC(v). Consider Fig. 14. Let (p, q) ∈ C × C be a pair
of points of C with direction v having maximum distance, i.e. q − p = |q − p|v = lC(v)v. Then, by symmetry, the
central-symmetric copy (−p,−q) is also a pair of points of C.

Due to convexity the closure C◦ of the interior domain of C must contain the convex hull ch({p,q,−p,−q}).
And this parallelogram contains a pair of points (p′, q ′) of the same distance and direction as (p, q) and centrally
symmetric about the origin, i.e. q ′ = −p′.

By possibly extending the line segment p′q ′, which contains 0, we find intersection points p′′, q ′′ with C. They
are unique because of the convexity of C. The arguments of the beginning of this section imply that (p′′, q ′′) is the
unique halving pair with direction v. The equation hC(v) = |p′′q ′′| � |p′q ′| = lC(v) holds.

(2) Let c : [0,2π) → C be the halving pair parametrization of C, i.e.

c(α) := 1

2
h(α)(cosα, sinα).

The derivative of c is given by

ċ(α) := 1

2
ḣ(α)(cosα, sinα) + 1

2
h(α)(− sinα, cosα).

As the two occurring vectors are orthogonal, the norm of ċ can be calculated by |ċ(α)| = 1
2

√
h2(α) + ḣ2(α), and we

get:

|C| =
2π∫

0

∣∣ċ(α)
∣∣dα =

2π∫
0

1

2

√
h2(α) + ḣ2(α)dα

h(α)=h(α+π)=
π∫

0

√
h2(α) + ḣ2(α)dα.

The second equation follows from (1). �
Remark 13.

(1) If we plug the equation of Lemma 12(2) into our dilation formula for convex cycles from Lemma 11, we see
that the dilation of a centrally symmetric, convex cycle is determined by its halving distances. By ignoring the
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influence of ḣ(α), we get a lower bound depending only on the ratio of its mean halving distance and its smallest
halving distance:

δ(C)
Lem. 11(2)=

∫ π

0

√
ḣ2

C(α) + h2
C(α)dα

2h(C)
�

∫ π

0 hC(α)dα

2h(C)
= π

2

1
π

∫ π

0 hC(α)dα

minα hC(α)
.

(2) Lemma 12(2) shows that

π∫
0

bC(α)dα
Lem. 7= |C| Lem. 12(2)=

π∫
0

√
ḣ2(α) + h2(α)dα.

However, in general it is NOT true that bC(α) =
√

ḣ2(α) + h2(α), since the right-hand side depends only on the
behavior of C at the halving pair in direction α, which is usually different from the points determining bc(α), see
Fig. 15.

Fig. 15. The cycles C1 and C2 have equal halving distances hC1 (v) = hC2 (v) and halving distance derivatives ḣC1 (v) = ḣC2 (v) but a different
breadth bC1 (v) �= bC2 (v) in direction v.

6. Central symmetrization

Because of the inequality δ(C) � δ(∂ch(C)) proved in Lemma 9 we can restrict our search for lower dilation
bounds to the case of convex cycles. This allows us to apply the well-known central symmetrization (see e.g. [11, p.
101] and [17, pp. 50–52]) which maps any convex closed curve to a centrally symmetric, convex cycle.

For the convenience of the reader we review, in this section, the basic properties of this transformation, that will
be needed later on. Then, in Section 7, we introduce a new transformation technique, that will be needed, too, in
establishing our lower bounds.

′

Fig. 16. The central symmetrization C′ of an isosceles right-angled triangle C.

Consider Fig. 16. The central symmetrization of a convex closed curve C can be constructed by translating the
centers of the pairs of maximum length to the origin. Then, the translated pairs build the central symmetrization C′.
We can define this more formally:



A. Ebbers-Baumann et al. / Computational Geometry 37 (2007) 188–208 201
Definition 14. Let C be a convex closed curve. Then, the central symmetrization of C is the cycle C′ given by the
parametrization c′ : S1 → R2, c′(v) := (lC(v)/2)v.

Remark 15. It is easy to prove that the following gives an equivalent definition. Let X be the arithmetic mean [17]
of the interior domain C◦ and its negative −C◦. It is the Minkowski sum C◦ ⊕ −C◦ scaled by 1

2 . Then, the central
symmetrization C′ of C is the boundary of X:

C′ = ∂

(
1

2
(C◦ ⊕ −C◦)

)
= ∂

{
1

2
(p − q)

∣∣ p,q ∈ C◦
}
. (6)

The following lemma lists some properties of the central symmetrization. The ones related neither to halving pairs
nor to dilation are all well-known. Still, we give easy proofs to make this paper self-contained.

Lemma 16. Let C be a convex closed curve. Then, its central symmetrization C′ has the following properties:

(1) The curve C′ is simple and centrally symmetric about the origin.
(2) The cycle C′ is convex.
(3) If C is a polygonal closed curve of n edges, then C′ is also a polygonal closed curve and has at least n and at

most 2n edges.
(4) For every direction v ∈ S

1, hC′(v) = lC′(v) = lC(v) � hC(v), and bC′(v) = bC(v).
(5) The width, the diameter and the perimeter are preserved by central symmetrization, i.e. w(C′) = w(C), D(C′) =

D(C) and |C′| = |C|.
(6) The dilation of the central symmetrization C′ is not bigger than the original dilation, i.e. δ(C′) � δ(C).

Proof. (1) This follows immediately from Definition 14.
(2) The convexity of C′ can best be shown by taking advantage of the arithmetic mean definition of Remark 15.

The interior domain (1/2)(C◦ ⊕ −C◦) of C′ is convex because the Minkowski sum of two convex bodies is convex.
(3) It is well-known (see e.g. de Berg et al. [4, p. 276]) that the Minkowski sum X := A⊕B of two convex polygons

A and B having nA and nB edges is a convex polygon having at most nA + nB edges. The proof in [4] also shows
that usually X′ has the maximal amount of 2n edges. However, for every pair of parallel edges of C, the number is
reduced by one. Thus, the minimal number of edges is n.

(4) As proved in Lemma 12(1), the equation lC′(v) = hC′(v) holds for every v ∈ S
1 because C′ is convex and

centrally symmetric. Obviously, the halving distance hC′(v) in direction v is attained by the pair of points (lC(v)/2)v,
−(lC(v)/2)v. Hence, hC′(v) = lC(v). And lC(v) � hC(v) is one of the basic inequalities from Lemma 6.

It remains to show that bC′(v) = bC(v). We first prove that bC′(v) � bC(v). Consider the left-hand side of Fig. 17.
Let (p, q) ∈ C′ × C′ be a pair of points lying on opposite lines of support of C′ perpendicular to v. Let u be the
direction of (p, q), i.e. q − p = |q − p|u. Then, bC′(v) = (|q − p|u) · v.

And, by definition, lC′(u) � |q − p|. Above we have shown that lC′(u) = lC(u). It follows:

lC(u) � |q − p|. (7)

By definition of lC(u), a pair of points with direction u and distance lC(u) has to fit between the two supporting lines
of C perpendicular to v (see right-hand side of Fig. 17). Thus, bC(v) � (lC(u)u) · v.

′′
′

Fig. 17. Proof of bC′ (v) � bC(v).
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Putting everything together, we get:

bC′(v)
Fig. 17, left= (|q − p|u) · v (7)

�
(
lC(u)u

) · v Fig. 17, right
� bC(v).

We can use the same arguments to prove bC(v) � bC′(v) by simply reversing the roles of C and C′. This is possible
because the main argument lC′(u) = lC(u) is symmetric.

(5) It follows immediately from (4) and from the definitions that width and diameters are preserved. The perimeter
is preserved because all the v-breadth values are equal by (4) and Cauchy’s surface area formula (Lemma 7) yields
|C′| = ∫ 2π

0 bC′(α)dα = ∫ 2π

0 bC(α)dα = |C|.
(6) It follows easily from the results shown above that the dilation of the transformed cycle cannot be bigger then

the original one:

δ(C′) Lem. 11= |C′|
2 minv∈S1 hC′(v)

(4),(5)

� |C|
2 minv∈S1 hC(v)

Lem. 11= δ(C).

This completes the proof. �
Remark 17. The dilation ratio between the central symmetrization and the original cycle is given by:

δ(C′)
δ(C)

Lem. 11=
|C′|

2 min
v∈S1 hC′ (v)

|C|
2 min

v∈S1 hC(v)

Lem. 16(5)= h(C)

h(C′)
Lem. 16(4)= h(C)

w(C)
. (8)

The ratio has a value in (0,1] (see Lemma 6). Note that the ratio is NOT a measure of the symmetry of C. If C is
centrally symmetric, then the ratio equals 1 because of Lemma 12(1). But if the ratio equals 1, C does not have to be
centrally symmetric, see Fig. 18.

Fig. 18. The condition h(C) = w(C) is not sufficient for C being centrally symmetric.

We now know that every convex cycle can be transformed into a centrally symmetric, convex cycle without in-
creasing its dilation. By Remark 17 we even know how much the dilation has to decrease. Of course, this will help us
in finding lower dilation bounds because we can restrict our search to the case of convex, centrally symmetric cycles.
Before taking advantage of this knowledge we introduce the new halving pair transformation which will offer new
insight and is of independent interest.

7. Halving pair transformation

The halving pair transformation translates the midpoints of the halving pairs to the origin (see Fig. 19). We will
show that it also maps convex closed curves to centrally symmetric closed curves. However, it can easily be defined
even for non-convex closed curves.

Fig. 19. The halving pair transformation C∗ of an isosceles right-angled triangle C.
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Definition 18. Let C be an arbitrary closed curve. Then, the halving pair transformation of C is the closed curve C∗
given by the parametrization c∗(v) := 1

2 (c(t) − c(t + |C|/2)) where c(.) is an arc-length parametrization of C and

t + |C|/2 is calculated modulo |C|. If C is convex, the parametrization c∗ : S1 → R
2, c∗(v) := hC(v)

2 v, defines the
same curve C∗.

The halving pair transformation has properties similar to the central symmetrization. However, it preserves the
halving distance rather than the length- and the breadth-values.

Lemma 19. Let C be a closed curve. Then, the result, C∗, of applying the halving pair transformation to C∗ has the
following properties:

(1) The transformed curve C∗ is centrally symmetric about the origin.
(2) If C is convex, then C∗ is simple and convex.
(3) If C is a polygonal cycle of n edges, then C∗ is also a polygonal cycle and has at most 2n edges.
(4) The halving distances are preserved.4 The breadth values cannot increase, i.e. bC∗(v) � bC(v). If C is convex,

the length-values do not become bigger, i.e. lC∗(v) � lC(v).
(5) The width, the diameter and the length of C∗ are not bigger than the original values, i.e. w(C∗) � w(C), D(C∗) �

D(C) and |C∗| � |C|.
(6) If C is convex, the dilation of C∗ is not bigger than the original dilation, i.e. δ(C∗) � δ(C).

If C is not convex, length values and the dilation can increase (see Figs. 20, 21).

Fig. 20. If C is not convex, the v-length can increase by halving pair transformation.

Fig. 21. If C is not convex, the dilation can increase by halving pair transformation.

Proof. (1) The curve C∗ is centrally symmetric about the origin because by definition c∗(t) = −c∗(t + |C|/2) holds.
(2) Let C be a convex closed curve, and let c : [0, |C|) → C be an arc-length parametrization of C. We first assume

that C is continuously differentiable. Consider Fig. 22. Because of the assumption, the derivative ċ(.) is a continuous
function mapping [0, |C|) to the unit circle S1. Due to convexity, it always turns into the same direction, i.e., the
mapping is bijective. The properties carry over to −ċ(. + |C|/2), and this derivative turns into the same direction as
ċ(.).

4 For every halving pair of C with direction v ∈ S
1 there is exactly one halving pair of C∗ with direction v having the same distance. For convex

closed curves we can simply write hC∗ (v) = hC(v).
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Fig. 22. The derivative vector ċ(t) − ċ(t + |C|/2) always turns into the same direction.

Furthermore, the case ċ(t) − ċ(t + |C|/2) = 0 cannot occur. Because of the convexity, this would imply that
ċ(τ ) = ċ(t) = ċ(t + |C|/2) for all τ -values in [t, t + |C|/2] or in [t + |C|/2, t + |C|]. But then, C would contain a
line segment of length |C|/2. It would have to be a line segment and could not be simple.

Moreover, the angles � (ċ(t), ċ(t) − ċ(t + |C|/2)) and � (−ċ(t + |C|/2)), ċ(t) − ċ(t + |C|/2)) cannot exceed 90◦.
Hence, the sum ċ(t) − ċ(t + |C|/2)) defines a vector continuously turning into the same direction as ċ(t) and −ċ(t +
|C|/2), which shows that C∗ is convex. The result can be generalized to piecewise continuously differentiable curves
by approximating them with continuously differentiable curves. The simplicity of C∗ follows from Lemma 3.

(3) If C is a polygonal cycle, then c(.) and c(.+|C|/2) are piecewise affine. Hence, the halving pair transformation
c∗(t) = 1

2 (c(t) − c(t + |C|/2)) is also piecewise affine. And there can only be a corner at c∗(t) if there is a corner at
c(t) or c(t + |C|/2).

Fig. 23. This situation is impossible: C∗ cannot leave S.

(4) The halving distances are preserved because of the definition of the halving pair transformation and the fact
that for centrally symmetric cycles the halving pairs are the pairs (p,−p), p ∈ C.

We use a proof by contradiction to show bC∗(v) � bC(v). Consider the strip S := {p ∈ R
2 | −bC(v)/2 � p · v �

bC(v)/2} as depicted in Fig. 23. If there was a point p ∈ C∗ outside of S, also its halving partner −p would be in
C∗ \ S. But then, there would be a halving pair (q, q̂) of C of identical direction and distance. Hence, (q − q̂) · v =
(p − p̂) · v > bC(v) which contradicts the definition of bC(v).

Next, we prove lC∗(v) � lC(v) for a convex closed curve C. In this case C∗ is convex and centrally symmetric.
Hence, we can apply Lemma 12(1) and get lC∗(v) = hC∗(v). Because of the arguments above, hC∗(v) = hC(v) holds.
And hC(v) � lC(v) is one of the basic inequalities in Lemma 6.

(5) The inequality bC∗(v) � bC(v) of (4) implies w(C∗) � w(C) and D(C∗) � D(C). The length relation can be
shown considering an arc-length parametrization c : [0, |C|) → C. We have

|C| =
|C|
2∫

0

∣∣ċ(t)∣∣ + ∣∣ċ(t + |C|/2
)∣∣dt

�-inequ.

�

|C|
2∫

0

∣∣ċ(t) − ċ
(
t + |C|/2

)∣∣dt

(Def. 18)=
|C|
2∫

2
∣∣ċ∗(t)

∣∣dt
c∗(t)=−c∗(t+|C|/2)=

|C|∫ ∣∣ċ∗(t)
∣∣dt = |C∗|.
0 0
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(6) The inequality between the dilation values follows immediately.

δ(C∗) Lem. 11= |C∗|
2 minv∈S1 hC∗(v)

(4), (5)

� |C|
2 minv∈S1 hC(v)

Lem. 11= δ(C). (9)

This concludes the proof of the properties. �
Lemma 20. Let C be an arbitrary convex closed curve. Then, the dilation ratio between the transformed and the
original cycle is given by:

δ(C∗)
δ(C)

Lem. 11, Lem. 19(4)= |C∗|
|C|

Lem. 7, Lem. 12(2)=
∫ π

0

√
h2

C(α) + ḣC
2
(α)dα∫ π

0 bC(α)dα
. (10)

The dilation ratio has a value in (0,1] and is a measure of the symmetry of C. The value equals 1, if and only if C is
centrally symmetric, which is equivalent to C∗ = C up to translation.

Proof. The equations follow from the lemmata cited above the corresponding “=”-sign. We still have to prove that C

is centrally symmetric iff the ratio equals 1. We consider an arc-length parametrization c : [0, |C|) → C.
Let C be centrally symmetric. W.l.o.g. we can assume that C is centrally symmetric about the origin. Then, the

halving pairs of C are the pairs (p,−p) for every p ∈ C. Hence, we have c(t + |C|/2) = −c(t) for every t ∈ [0, |C|),
which implies C∗ = C, and the ratio equals 1.

If, on the other hand, the ratio equals 1, we have
|C|
2∫

0

∣∣ċ(t) − ċ
(
t + |C|/2

)∣∣dt = |C∗| = |C| =
|C|
2∫

0

∣∣ċ(t)∣∣ + ∣∣ċ(t + |C|/2
)∣∣dt.

As used in the proof of Lemma 19(5), the triangle inequality implies that the right integrand is never smaller than the
left one. Hence, |ċ(t + |C|/2) − ċ(t)| = |ċ(t + |C|/2)| + |ċ(t)| must hold for almost every t ∈ [0, |C|/2). In this case
the direction and orientation of ċ(t) and −ċ(t + |C|/2) must be the same. Because both their absolute values equal 1,
we obtain ċ(t) = −ċ(t + |C|/2).

Let w.l.o.g. c(0) = −c(|C|/2). This can be reached by translating C. Then, the following equation holds.

c(t) = c(0) +
t∫

0

ċ(τ )dτ = −c

( |C|
2

)
+

t∫
0

(
−ċ

(
τ + |C|

2

))
dτ = −c

(
t + |C|

2

)
.

The closed curve C is centrally symmetric. �
8. Lower dilation bounds

We have shown that the dilation of the boundary of the convex hull of any closed curve is not bigger than the
original dilation (Lemma 9). Furthermore, for any convex closed curve we can find a centrally symmetric closed
curve not having bigger dilation, by applying central symmetrization or halving pair transformation. We even obtained
closed formulas telling us how much the dilation decreases by these transformations (see Remark 17, Lemma 20). We
can apply this knowledge directly to get lower dilation bounds which are more specific than the general lower bound
π/2 of Corollary 8.

Theorem 21. Let C ⊂ R
2 be a convex closed curve. Furthermore, let lC := 1

π

∫ π

0 lc(α)dα be the mean length of C.

And let hC := 1
π

∫ π

0 hc(α)dα be the mean halving distance of C. As in Section 7, the halving pair transformation of
C is denoted by C∗. Then, the following lower bounds hold.

δ(C) = |C|
|C∗|

1
π

∫ π

0

√
ḣ2(α) + h2(α)dα

h(C)

π

2
� |C|

|C∗|
hC

h(C)

π

2
and (11)

δ(C) = w(C)
1
π

∫ π

0

√
l̇2(α) + l2(α)dα π � w(C) lC π

. (12)

h(C) l(C) 2 h(C) l(C) 2
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Note that all the ratios occurring in the lower bounds of Theorem 21 have values in [1,∞). As described in
Lemma 20, the ratio |C|/|C∗| is a measure of the symmetry of C. Its value equals 1 iff C is centrally symmetric.

The ratio hC/h(C) (or 1
π

∫ π

0

√
ḣ2(α) + h2(α)dα/h(C)) is a measure of the oscillation of the halving distance

hC(.). Its value equals 1 iff C is a cycle of constant halving distance.
As described in Remark 17, the ratio w(C)/h(C) equals 1 if C is centrally symmetric. However, this is not a

sufficient condition.
The ratio lC/ l(C) (or 1

π

∫ π

0

√
l̇2(α) + l2(α)dα/l(C)) is a measure of the oscillation of the length values lC(.). Its

value equals 1 iff all the length-values are equal, i.e. C is a curve of constant length and breadth (remember Lemma 5).
By considering the integrals one can easily see that the first lower bound becomes an equality iff C is a curve of

constant halving distance, and the second bound turns into an equality iff C is a curve of constant breadth.

Proof. (11) By Lemma 20 we know that the dilation of C satisfies δ(C) = (|C|/|C∗|)δ(C∗). Remark 13(1) yields that

the centrally symmetric result C∗ of the halving pair transformation has a dilation value of
1
π

∫ π
0

√
ḣ2

C∗ (α)+h2
C∗ (α)dα

h(C∗)
π
2 .

And finally, Lemma 19(4) tells us that hC∗(α) = hC(α).
(12) Remark 17 shows that the dilation of C satisfies δ(C) = w(C)

h(C)
δ(C′) where C′ denotes the result of the cen-

tral symmetrization of C. Again, Remark 13(1) yields that the centrally symmetric cycle C′ has a dilation value of
1
π

∫ π
0

√
ḣ2

C′ (α)+h2
C′ (α)dα

h(C′)
π
2 . And finally, Lemma 16(4) tells us that hC′(α) = lC(α). �

Theorem 21 contains tight lower dilation bounds. Still, if we want to apply these bounds to certain closed curves,
we have to know something about their mean length, their mean halving distance or about the ratios w(C)/h(C),
|C|/|C∗|. The following theorem offers an alternative which is easier to apply.

Theorem 22. Let C ⊂ R
2 be a convex closed curve. Then the dilation of C is bounded by5

δ(C) � |C|
|C∗|

(
arcsin

(
h

H

)
+

√(
H

h

)2

− 1

)
and (13)

δ(C) � w

h

(
arcsin

(
w

D

)
+

√(
D

w

)2

− 1

)
. (14)

Note once again that the ratios |C|/|C∗| and w/h can attain values in [1,∞) depending on the symmetry of C (see
Remark 17 and Lemma 20). The function f : [1,∞) → [π/2,∞), f (x) := arcsin(1/x) + √

x2 − 1 appearing on the
right-hand side is continuous, bijective and strictly increasing. In particular it attains the minimum value π/2 only at
x = 1.

Proof. Let us first assume that C is centrally symmetric about the origin. Then, as mentioned before, the halving pairs
are the pairs (p,−p) for every p ∈ C. Let (p, p̂) be a halving pair of maximum distance |pp̂| = H .5

Fig. 24. The cap curve C is the shortest cycle connecting p and −p while staying outside of Bh/2(0).

5 It should be understood that h means h(C) and so forth.
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Consider Fig. 24. The centrally symmetric cycle C cannot intersect with the disc of radius h/2 centered at 0,
Bh/2(0) := {q ∈ R

2 | |q| < h/2}. Otherwise there would be a halving pair (q,−q) having a distance smaller than h.
Any convex closed curve, which contains the points p and p̂ and does not intersect with Bh/2(0), must have at

least the length of the cap curve Ĉ shown in Fig. 24. Its length is |Ĉ| = 4x + 2hα.
Using Pythagoras’ formula, we get x = 1

2

√
H 2 − h2. And by considering the angles in the rectangular triangle, we

obtain sin(α) = cos(π
2 − α) = h/H . Putting everything together yields:

δ(C)
Lem. 11= |C|

2h
� |Ĉ|

2h
= 4x + 2hα

2h
=

√(
H

h

)2

− 1 + arcsin

(
h

H

)
. (15)

As stated in Lemma 12(2), for the centrally symmetric, convex cycle C the v-lengths and v-halving distances are
equal, implying w = h and D = H . We plug this into (15) and get

δ(C) �

√(
D

w

)2

− 1 + arcsin

(
w

D

)
. (16)

Now, let C be an arbitrary convex cycle. And let C′ denote the corresponding result of central symmetrization.
Then, Remark 17 yields δ(C) = (w(C)/h(C))δ(C′). And by Lemma 16(4) we know that width and diameter are
preserved, i.e. w(C′) = w(C) and D(C′) = D(C). Hence, applying (16) to C′ completes the proof of the first lower
bound.

Let C∗ be the halving pair transformation of an arbitrary convex closed curve C. Then, by Lemma 19(4) we
know that the halving distances are preserved, implying h(C∗) = h(C) and H(C∗) = H(C). And Lemma 20 gives
δ(C) = (|C|/|C∗|)δ(C∗). Applying (15) to C∗ completes the proof of the second lower bound. �

After proving these results we learned that, in 1923, Kubota [18] used analogous arguments to prove that the length
of any convex closed curve C of diameter D and width w satisfies |C| � 2w arcsin(w/D)+2

√
D2 − w2. Kubota also

notes that the cap curves like the one shown in Fig. 24 are the extremal bodies of this inequality. However, he did not
address the issue of halving pairs.

Our dilation bounds also get tight if C is such a cap curve. And by the arguments in the proof it is easy to see
that these curves are the only centrally symmetric cycles where the inequalities become equalities. Since |C∗|/|C| is
a measure of the symmetry of C, this statement carries over to the case of arbitrary convex curves for the first bound.

Since the completion of this paper a generalized version of Theorem 22 was very recently obtained by Denne
et al. [7], calculating new lower bounds on the ropelength of knots.

Theorems 21 or 22 can be used to answer the question whether circles are the only closed curves attaining dilation
π/2, see also Gromov [14].

Corollary 23. A closed curve C ⊂ R
2 has dilation δ(C) = π

2 if and only if it is a circle.

Proof. We can easily calculate the dilation of a circle C of radius r :

δ(C)
Lem. 11= |C|

2h(C)

Eq. (5)= |C|
4r

= 2πr

4r
= π

2
.

Now, let C be an arbitrary convex closed curve of dilation δ(C) = π/2. Then, by (11) or (13), C has to be centrally
symmetric. By the same inequalities, C has to be a closed curve of constant halving distance, i.e. h(C) = H(C).
Eq. (5) shows that in the central-symmetric case, this implies that the inradius r(C) equals the circumradius R(C), C

is a circle.
If C is not convex, the arguments above and Lemma 9 imply that ∂ch(C) is a circle. But then, C itself has to be a

circle. �
Acknowledgements

We would like to thank Adrian Dumitrescu, Ferran Hurtado, David Rappaport, Günter Rote, Salvador Segura-
Gomis, John Sullivan, and the anonymous referees for valuable comments and interesting discussions.



208 A. Ebbers-Baumann et al. / Computational Geometry 37 (2007) 188–208
References

[1] P. Agarwal, R. Klein, Ch. Knauer, M. Sharir, Computing the detour of polygonal curves, Tech. Report B 02-03, FU Berlin, 2002.
[2] P. Agarwal, R. Klein, Ch. Knauer, S. Langerman, P. Morin, M. Sharir, M. Soss, Computing the detour and spanning ratio of paths, trees, and

cycles in 2d and 3d, Discrete Comput. Geom., in press.
[3] O. Aichholzer, F. Aurenhammer, Ch. Icking, R. Klein, E. Langetepe, G. Rote, Generalized self-approaching curves, Discrete Appl. Math. 109

(2001) 3–24.
[4] M. de Berg, M. van Kreveld, M. Overmars, O. Schwarzkopf, Computational Geometry: Algorithms and Applications, second ed., Springer,

Berlin, 2000.
[5] P. Bose, J. Gudmundsson, M. Smid, Constructing plane spanners of bounded degree and low weight, in: Proc. 10th Europ. Symp. Alg., in:

Lecture Notes in Computer Science, vol. 2461, Springer, Berlin, 2002, pp. 234–246.
[6] D.Z. Chen, G. Das, M. Smid, Lower bounds for computing geometric spanners and approximate shortest paths, Discrete Appl. Math. 110

(2001) 151–167.
[7] E. Denne, Y. Diao, J.M. Sullivan, Quadrisecants give new lower bounds for the ropelength of a knot, Geom. Topology 10 (2006) 1–26.
[8] E. Denne, J.M. Sullivan, The distortion of a knotted curve, http://de.arxiv.org/abs/math.GT/0409438, 2004, submitted for publication.
[9] A. Ebbers-Baumann, A. Grüne, R. Klein, On the geometric dilation of finite point sets, in: Proc. 14th Internat. Symp. Alg. Comput., in: Lecture

Notes in Computer Science, vol. 2906, Springer, Berlin, 2003, pp. 250–259; Algorithmica 44 (2006) 137–149.
[10] A. Ebbers-Baumann, R. Klein, E. Langetepe, A. Lingas, A fast algorithm for approximating the detour of a polygonal chain, Computational

Geometry 27 (2) (2004) 123–134.
[11] H.G. Eggleston, Convexity, Cambridge University Press, Cambridge, 1958.
[12] D. Eppstein, Spanning trees and spanners, in: J.-R. Sack, J. Urrutia (Eds.), Handbook of Computational Geometry, Elsevier, Amsterdam,

1999, pp. 425–461.
[13] P. Gritzmann, V. Klee, Inner and outer j -radii of convex bodies in finite-dimensional normed spaces, Discrete Comput. Geom. 7 (1992)

255–280.
[14] M. Gromov, Metric Structures for Riemannian and Non-Riemannian Spaces, Progress in Mathematics, vol. 152, Birkhäuser, 1998 (French

original, 1981).
[15] M. Gromov, Homotopical effects of dilatation, J. Differential Geom. 13 (1978) 303–310.
[16] Ch. Icking, R. Klein, E. Langetepe, Self-approaching curves, Math. Proc. Cambridge Philos. Soc. 125 (1999) 441–453.
[17] I.M. Jaglom, W.G. Boltjanski, Konvexe Figuren, VEB Deutscher Verlag der Wissenschaften, 1956.
[18] T. Kubota, Einige Ungleichheitsbeziehungen über Eilinien und Eiflächen, Sci. Rep. Tôhoku Univ. 12 (1923) 45–65.
[19] R.B. Kusner, J.M. Sullivan, On distortion and thickness of knots, in: Topology and Geometry in Polymer Science, in: IMA, vol. 103, Springer,

1998, pp. 67–78.
[20] S. Langerman, P. Morin, M. Soss, Computing the maximum detour and spanning ratio of planar chains, in: Proc. 19th Internat. Symp. Theor.

Aspects of C. Sc., in: Lecture Notes in Computer Science, vol. 2285, Springer, Berlin, 2002, pp. 250–261.
[21] S.R. Lay, Convex Sets and their Applications, John Wiley & Sons, 1982.
[22] L.A. Santaló, Integral Geometry and Geometric Probability, Addison-Wesley, Reading, MA, 1976.


