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1. Introduction and main results

In the past few years much attention has been drawn to the study of nonlocal reaction diffusion
equations, where the usual elliptic diffusion operator is replaced by a nonlocal operator of the form
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Mlu] := /k(x, yu(y)dy —b(x)u, (1.1)
Q

where 2 C R", k > 0 satisfies fRnk(y,x) dy < oo for all x € R" and b(x) € C(£2); see among other
references [1-3,10-12,14-16,19,22-24,33,34,39]. Such type of diffusion process has been widely used
to describe the dispersal of a population through its environment in the following sense. As stated in
[29,30,32] if u(y,t) is thought of as a density at a location y at a time t and k(x, y) as the probability
distribution of jumping from a location y to a location x, then the rate at which the individuals from
all other places are arriving to the location x is

fk(x, nu(y,t)ydy.

2

On the other hand, the rate at which the individuals are leaving the location x is —b(x)u(x, t). This
formulation of the dispersal of individuals finds its justification in many ecological problems of seed
dispersion; see for example [9,13,25,33,34,39].

In this paper, we study the properties of the principal eigenvalue of the operator M, when the
kernel k(x, y) takes the form

X—y 1
k(x, y) = S 12
) ]< gy ) gy (12)

where J is a continuous probability density and the function g is bounded and positive. That is to
say, we investigate the following eigenvalue problem:

/J(x—y> u(y) dy —b(X)u=—iu in . (13)
gy /g

Such type of diffusion kernel was recently introduced by Cortazar et al. [14] in order to model a non-
homogeneous dispersal process. Along this paper, with no further specifications, we will always make
the following assumptions on 2, J, g and b:

£2 c R"is an open connected set, (H1)
JeCc(R"), ] >0, J(0) >0, (H2)
gel¥($2), 0<a<g<p, (H3)
beC(2)NL®(£2), (H4)

where C.(R") denotes the set of continuous functions with compact support.

The existence and a variational characterisation of the principal eigenvalue A, of M is known
from a long time, see for example Donsker and Varadhan [26]. However, as Donsker and Varadhan
[26] have already noticed, A, is in general not an eigenvalue, that is to say, there exists no positive
function ¢, such that (Ap, ¢) is a solution of (1.3). In this paper, we are interested in finding some
conditions on M ensuring the existence of a principal eigenpair (1p, ¢p) of (1.3) such that ¢, € C(£2)
and ¢, > 0. Such type of solution is commonly used to analyse the long-time behaviour of some
nonlocal evolution problems [10,14] and had proven to be a very efficient tool in the analysis of
nonlinear integrodifferential problems; see for example [21,31].

To our knowledge, besides some particular situations the existence of an eigenpair (Ap, ¢p) for
Eq. (1.3) is still an open question and many of the known results concern these two cases:
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(1) b(x) = Constant.
(2) The operator M satisfies a mass preserving property, i.e. Yu € C(£2),

- u(y) /
b dx=0
// <g(y))g (y) J () dx

In both cases, the principal eigenvalue problem (1.3) is either reduced to the analysis of the spectrum
of the positive operator Ly, defined below:

x—y\ uy)
L = d
ol ! J( gy ) g"'(y)

or the principal eigenvalue is explicitly known, i.e. A, =0 and the principal eigenfunction ¢, is also
the positive solution of the following eigenvalue problem

X=y\ vy
dy = pb .
Q/j<g<y)>g"(y) y=pby

Note that even in these two simplified cases, showing the existence of an eigenfunction is still a
difficult task when the domain £2 is unbounded.
As observed in [19], Eq. (1.1) shares many properties with the usual elliptic operators

€ :=0ij(0);j + i) + c(x).

In particular, acting on smooth functions, we can rewrite M

Mlu] = E[u] + Rlul

with R an operator involving derivatives of higher order that in £.
Indeed, we have

Mlu] = / k(x, »[uy) —u@®]dy — cxu,
2

with c(x) :=b(x) — fg k(x, y)dy. Using the change of variables z=x — y and performing a formal
Taylor expansion of u in the integral, we can rewrite the nonlocal operator as follows

/ k(x,x — 2)[u(x — 2) — u(x)] dy = 03 (x)9ju + B (X)0ju + R[u]
x—2

where we use the Einstein summation convention and oy;(x), ;(x), and R are defined by the follow-
ing expressions
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1
ojj(x) = 3 / k(x, x — z)ziz;dz,
Xx—

Bi(x) = / k(x,x —z)zidz,

Xx—8

11 1
Rlu] := / // / k(x,x — Z)Zithzsaijku(X+ tstz)dtdsdr dz.
0 0 0=x
For the second order elliptic operator £, the existence of a principal eigenpair (Ap,¢p) is well
known and various variational formulas characterising the principal eigenvalue exist, see for example
[5,26,28,36-38]. In particular, Berestycki, Nirenberg and Varadhan [5] give a very simple and general

definition of the principal eigenvalue of £ that we recall below. Namely, they define the principal
eigenvalue of the elliptic operator £ by the following quantity:

A :=sup{L e R |3p € C(2), ¢ >0, such that £[¢] + r¢ < 0}. (14)
In this paper, we adopt the definition of Berestycki, Nirenberg and Varadhan for the definition of

the principal eigenvalue of the operator M. The principal eigenvalue of the operator M is then given
by the following quantity:

Ap(M) :=sup{reR|3¢p € C(2), ¢ >0, such that M[¢] + A¢p < 0}.

To make more explicit the dependence of the different parameters and to simplify the presentation
of the results, we shall adopt the following notations:

e Let A and B be two sets, we denote A € B the compact inclusion A CC B.
e a(x) :=—b(x).

e 0 :=Supg a(x).

e dyu is the measure defined by du := g,‘ffx).

o Lolul:=[o IO #8% dy = [ JGGHu) du.
o M:= Mg :=Lo +ax)Id.

With this new notation the principal eigenvalue of Mg, can be rewritten as follows

Ap(Mg) :=sup{r e R | 3¢ € C(2), ¢ >0, suchthat Lo[¢] + (a(x) +1)¢ <0}.  (15)

Under the assumptions (H1)-(H4), the principal eigenvalue A,(Mg) is well defined, see Ap-
pendix A for the details.

Obviously, A, is monotone with respect to the domain, the zero order term a(x) and J. More-

over, Ap is a concave function of its argument and is Lipschitz continuous with respect to a(x). More
precisely, we have

Proposition 1.1.

(i) Assume £21 C $23, then

Ap(Lay +a®) 2 rp(La, +ax)).
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(ii) Fix $2 and assume that a1(x) > a(x), then

Ap(La + @) = Ap(Lao +a1(x)).

Moreover, if a1 (x) > a(x) + & for some § > 0 then

Ap(La + @) > Ap(Lao +a1(x)).

(iii) Ap(Lg +a(x)) is Lipschitz continuous in a(x). More precisely,

[hp (L2 +a() = 2p (L +b00)| < Jac bR .

(iv) Let J1 < ]2 be two positive continuous integrable functions and let us denote respectively by L1 o and
L, the corresponding operators. Then we have

Ap(L1,0 +a®) > Ap(L2,0 +a(x).

Let us state our first result concerning a sufficient condition for the existence of a principal eigen-
pair (A, ¢p) for the operator M.

Theorem 1.1 (Sufficient condition). Assume that §2, ], g and a satisfy (H1)-(H4). Let us denote o :=
supg a(x) and assume further that the function a(x) satisfies g+a(x) ¢ L;M(Qo) for some bounded domain

0 C 2. Then there exists a principal eigenpair (Ap, ¢p) solution of (1.3). Moreover, ¢, € C(82), ¢, > 0 and
we have the following estimate

-0’ <ip<-0,
. —x\ d
where 0/ := sup,cola(x) + [, ](%)g"_{x)]'

Note that the theorem holds true whenever 2 is bounded or not.

The condition ;s ¢ L}, ($20) is sharp in the sense that if = € Ly, 1oc(2) then we can
construct an operator Mg, such that Eq. (1.3) does not have a principal eigenpair. This is discussed in
Section 5, where such an operator is constructed. We want also to stress that the boundedness of the
open set 2 does not ensure the existence of an eigenfunction, see the counterexample in Section 5.

In contrast with the elliptic case, the sufficient condition has nothing to do with the regularity
of the functions a(x), J or g. This means that in general improving the regularity of the coefficients
does not ensure at all the existence of an eigenpair. However, in low dimension of space n=1, 2 the
condition g%m ¢ LéM(QO) can be related to a regularity condition on the coefficient a(x). Indeed,
in one dimension if a is Lipschitz continuous and achieves a maximum in §2 then the condition
a+a()<) ¢ L,lm(Qo) is automatically satisfied. Similarly, when n = 2 the non-integrability condition is
always satisfied when a(x) € C1'1(£2) and achieves a maximum in 2. More precisely, we have the
following:

Theorem 1.2. Assume that §2, J, g and a satisfy (H1)-(H4), that a achieves a global maximum at some point
Xp € £2. Then there exists a principal eigenpair (Ap, ¢p) solution of (1.3) in the following situations

e n=1,a(x) e Co1(2),
e n=2a(x) e CL1(2),
e n>3,a(x) e C"11(2), Vk < n, 3%a(xp) = 0.
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One of the most interesting properties of the principal eigenvalue for an elliptic operator £ is its
relation with the existence of a maximum principle for £. Indeed, Berestycki et al. [5] have shown
that there exists a strong relation between the sign of this principal eigenvalue and the existence of
a maximum principle for the elliptic operator £. Namely, they have proved

Theorem 1.3 (BNV). Let §2 be a bounded open set, then £ satisfies a refined maximum principle if and only if
)»] > 0.

It turns out that when the principal eigenpair exists for M, we can also obtain a similar relation
between the sign of the principal eigenvalue of M and some maximum principle property. More
precisely, let us first define the maximum principle property satisfied by M:

Definition 1.4 (Maximum principle). When £2 is bounded, we say that the maximum principle is satis-
fied by an operator Mg, if for all function u € C(£2) satisfying

Mgel[ul<0 in$2,

u>0 inos2,
then u >0 in £2.
With this definition of maximum principle, we show

Theorem 1.5. Assume that 2 is a bounded set and let ], g and a be as in Theorem 1.1. Then the maximum
principle is satisfied by Mg, ifand only if A, (Mg) 2 0.

Note that there is a slight difference between the criteria for elliptic operators and for nonlo-
cal ones. To have a maximum principle for nonlocal operator it is sufficient to have a non-negative
principal eigenvalue, which is untrue for an elliptic operator where a strict sign of A, is required.

Our last result is an application of the sufficient condition for the existence of a principal eigenpair
to obtain a simple criterion for the existence/non-existence of a positive solution of the following
semilinear problem:

Melul+ f(x,u)=0 in$2, (1.6)

where f is a KPP type nonlinearity. Such type of equation naturally appears in some ecological prob-
lems when in addition to the dispersion of the individuals in the environment, the birth and death of
these individuals are also modelled, see [31-34].

On f we assume that:

f € C(R x [0, 00)) and is differentiable with respect to u,

fu(-, 0) is Lipschitz,

f(-,0)=0and f(x,u)/u is decreasing with respect to u,

there exists M > 0 such that f(x,u) <O0forallu > M and all x.

(1.7)

The simplest example of such a nonlinearity is

feew) =u(u®) —u),

where p(x) is a Lipschitz function.
Such type of problem has received recently a lot of attention, see for example [4,32-34] and ref-
erence therein. In particular, for £2 bounded and for a symmetric kernel J Hutson et al. [32] have
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shown that there exists a unique non-trivial stationary solution (1.6) provided that some principal
eigenvalue of the linearised operator around the solution 0 is positive. This result can be extended
to more general kernel J using the definition of principal eigenvalue (1.5). More precisely, we show
that:

Theorem 1.6. Assume 2, J, g and a satisfy (H1)-(H4), §2 is bounded, a(x) < 0 and f satisfies (1.7). Then
there exists a unique non-trivial solution of (1.6) when

Jp(Ma + fu(x,0) <0,

where X, is the principal eigenvalue of the linear operator Mg + fu(x, 0). Moreover, if A, > 0 then any
non-negative uniformly bounded solution of (1.6) is identically zero.

As a consequence, we can derive the asymptotic behaviour of the solution of the evolution problem
associated to (1.6):

%:Mg[u]—i-f(x,u) inR" x £2, (1.8)

u(0,x) =ug(x) in $2. (1.9)
Namely, the asymptotic behaviour of u(t, x) as t — +oo is described in the following theorem:

Theorem 1.7. Let £2, ], g, b and f be as in Theorem 1.6. Let ug be an arbitrary bounded and continuous
function in §2 such that ug > 0, ug # 0. Let u(t, x) be the solution of (1.8) with initial datum u(0, x) = ug(x).
Then, we have:

(1) If 0 is an unstable solution of (1.6) (that is A, < 0), then u(t, x) — p(x) pointwise as t — oo, where p is
the unique positive solution of (1.6) given by Theorem 1.6.
(2) If 0 is a stable solution of (1.6) (that is A, > 0), then u(t, x) — 0 pointwise in £2 as t — 4-o0.

Note that this criterion involves only the sign of A, and does not require any conditions on the
function f,(x,0) ensuring the existence of a principal eigenfunction. Therefore, even in a situation
where no principal eigenfunction exists for the operator Mg, + f,(x, 0) we still have information on
the survival or the extinction of the considered species. Observe also that the condition obtained on
the principal eigenvalue of the linearised operator is sufficient and necessary for the existence of a
non-trivial solution.

Before going into the proofs of these results, let us make some comments. We first point out that
the proofs we have given apply to a more general situation. More precisely, the above results can be
easily extended to the case of a dispersal kernel k(x, y) which satisfies the following conditions:

k(x,y) e Cc(£2 x £2), k>0, /k(x,y)dy<+oo‘v’xe.(2, (H1)

Q
Jcg > 0, €¢ > 0 such that min( min k(x, y)) > Cg. (H2)
xef2 \ yeB(x,€0)

An example of such kernel is given by

- — — 1
k(x’y)zj<xl Y1 X2—Y2.  Xn yn)

g1 " 20 7 g T, &)’

with 0 < o < g < Bi.
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We want also to emphasize that the condition that J or k has a compact support is only needed
to construct an eigenpair when £2 is unbounded. For a bounded domain, all the results will also hold
true if J is not assume compactly supported in £2.

Note that the assumption J(0) > 0 implies that the operator L, is not trivial on any open subset
w C 2, ie Yo C 2, Vu € C(2), Le[u] #0 for x € w. This condition makes sure that the principal
eigenfunction ¢, is positive in 2, which is a necessary condition for the existence of such principal
eigenfunction. Indeed, when there exists an open subset w C 2 such that Ly is trivial, there is no
guarantee that a principal eigenpair exists. For example, this is the case for the operator Mg where
2 :=(—1,1), J is such that supp(J) C (%, 1) and 3 < g < 4. In this situation, we easily see that
for any x € (f%, %) and for any function u € C(£2), we have Lgo[u](x) = 0. Therefore, the existence
of an eigenfunction will strongly depend on the behaviour of the function a(x) on this subset, i.e.
(Ap +a(x))¢p =0 for x e (—%, }1). If (Ap +a(x)) #0 then ¢ =0 in (—%, %). In this situation there is
clearly no existence of a positive principal eigenfunction. However, the condition J(0) > 0 can still be
relaxed and the above theorems hold also true if we only assume that the kernel J is such that there
exists a positive integer p € Ng such that the following kernel Jp(x, y) satisfies (H2) where J p(X,¥)
is defined by the recursion

i >'—1<"——y) !
1= Jeoy

Jpr1(x,¥) :=/11(x,2)]p(z,y)dz forp>1.
2

The above condition is slightly more general that J(0) > 0 and we see that J(0) > 0 implies that
J1 satisfies (H2). In particular, as showed for example in [17], for a convolution operator K (x, y) :=
J(x — y), this new condition is optimal and can be related to a geometric condition on the convex
hull of {y e R"| J(y) > 0}:

There exists p € N*, such that ], satisfies (H2) if and only if the convex hull of {y € R" | J(y) > O}
contains 0.

We also want to stress that we can easily extend the results of Theorems 1.6 and 1.7 to a periodic
setting using the above generalisation on general non-negative kernel. Namely, if we consider the
following problem

d
aij — Mpn[u] + f(,u) inR" x RY, (1.10)

where g and f(.,u) are assumed to be periodic functions then the existence of a unique non-trivial

periodic solution of (1.10) is uniquely conditioned by the sign of the periodic principal eigenvalue
Apper(Mgn + fu(x,0)), where Ap per is defined as follows:

Ap.per(M) :=sup{r € R | 3y > 0, ¥ € Cper(R") such that Mpa[1/] + Ay < 0}

It is worth noticing that in this context, using the periodicity, we have

)\p,per(MR" + fulx, 0)) =Xp (l:Q + fu(x,0), Q):

where Q is the unit periodic cell and Lq[y]:= ]Q k(x, y)u(y)dy with k a positive kernel satisfying

(H1) and (H2). Hence the analysis of the existence/non-existence of stationary solutions of (1.10) will
be handled through the analysis of the existence/non-existence of stationary solutions of a semilinear
KPP problem defined on a bounded domain.
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Finally, along our analysis, provided a more restrictive assumption on the coefficient a(x) is made,
we also observe that Theorem 1.1 holds as well when we relax the assumption on the function g and
allow g to touch 0. More precisely, assuming that g satisfies

1 — .
gel™®(£2), 0<g<B, EELP (£2) withp > 1 (H3)

loc

then for a bounded domain £2, we have the following result:

Theorem 1.8. Assume that §2, ] and a satisfy (H1), (H2), (H3), (H4), 52 is bounded and g satisfies (H3). Let
us denote o :=supg a(x) and let I' be the following set

r={xelax) =0}

Assume further that r # . Then there exists a principal eigenpair (Ap, ¢p) solution of (1.3). Moreover, ¢, €
C(£2), ¢p > 0 and we have the following estimate

—o’ <MAp<-—0,

where 0" := sup,co[a(X) + [ J (5 g5 |-

As a consequence the criterion on the survival/extinction of a species obtained in Theorems 1.6
and 1.7 can be extended to such type of dispersal kernel. More precisely, we have

Theorem 1.9. Assume $2, | and g satisfy (H1), (H2), (H3), 2 is bounded and f satisfies (1.7). Then there
exists a unique non-trivial solution of (1.6) if

Ap(Mg + fu(x,0)) <0,

where L is the principal eigenvalue of the linear operator Mg + fu(x, 0). Moreover, if A, > 0 then any
non-negative uniformly bounded solution is identically zero.

And

Theorem 1.10. Let £2, ], g, b and f be as in Theorem 1.9. Let ug be an arbitrary bounded and continuous
function in £2 such that ug > 0, ug # 0. Let u(t, x) be the solution of (1.8) with initial datum u(0, x) = ug(x).
Then, we have:

(1) If 0 is an unstable solution of (1.6) (that is A, < 0), then u(t, x) — p(x) pointwise as t — oo, where p is
the unique positive solution of (1.6) given by Theorem 1.9.
(2) If 0 is a stable solution of (1.6) (that is A, > 0), then u(t, x) — 0 pointwise in £2 as t — +o0.

In this context, the existence of a simple sufficient condition for the existence of a principal eigen-
pair when £2 is an unbounded domain is more involved and we have to make a technical assumption
on the set ¥ :={x € £2 | g(x) = 0}. More precisely, we show

Theorem 1.11. Assume that $2, | and a satisfy (H1), (H2), (H4) and g satisfies (H3). Let us denote ¢ :=
supg a(x) and let I', X be the following sets



2930 J. Coville / ]. Differential Equations 249 (2010) 2921-2953

[xe2|a) =0},

I =
Y:={xe2|gx =0}

Assume further that 2 N X € 2 and r # . Then there exists a principal eigenpair (Ap, ¢p) solution of (1.3).
Moreover, ¢, > 0 and we have the following estimate

—o' <Ap<-0,

where 6’ := sup,cp[a(x) + [, J(%)%].

The paper is organised as follows. In Section 2 we review some spectral theory of positive oper-
ators and we recall some Harnack’s inequalities satisfied by a positive solution of integral equation.
Then, we prove Theorems 1.1 and 1.8 in Section 3. The relation between the maximum principle and
the sign of the principal eigenvalue (Theorem 1.5) and a counterexample to the existence of a princi-
pal eigenpair are obtained respectively in Section 4 and in Section 5. The last two sections is devoted
to the derivation of the survival/extinction criteria (Theorems 1.6, 1.7, 1.9).

2. Preliminaries

In this section we first recall some results on the spectral theory of positive operators and some
Harnack’s inequalities satisfied by a positive solution of

Lolul—bXu=0, (2.1)

where L is defined as above and b(x) is a positive continuous function in 2. Let us start with the
spectral theory.

2.1. Spectral theory of positive operators

Let us recall some basic spectral results for positive operators due to Edmunds, Potter and Stuart
[27] which are extensions of the Krein-Rutman theorem for positive non-compact operators.

A cone in a real Banach space X is a non-empty closed set K such that for all x,y € K and
all « >0 one has x+ay € K, and if x € K, —x € K then x =0. A cone K is called reproducing if
X =K — K. A cone K induces a partial ordering in X by the relation x < y if and only if x — y € K.
A linear map or operator T : X — X is called positive if T(K) C K. The dual cone K* is the set of
functional x* € X* which are positive, that is, such that x*(K) C [0, 00).

If T: X — X is a bounded linear map on a complex Banach space X, its essential spectrum (accord-
ing to Browder [8]) consists of those A in the spectrum of T such that at least one of the following
conditions holds: (1) the range of Al — T is not closed, (2) A is a limit point of the spectrum of A,
(3) Un2 ker((x.I — T)") is infinite dimensional. The radius of the essential spectrum of T, denoted by
re(T), is the largest value of |A| with XA in the essential spectrum of T. For more properties of r.(T)
see [35].

Theorem 2.1 (Edmunds, Potter, Stuart). Let K be a reproducing cone in a real Banach space X, and let T € L(X)
be a positive operator such that TP (u) > cu for some u € K with ||u|| = 1, some positive integer p and some

1 . . . ) 1
positive number c. Then if c? > r.(T), T has an eigenvector v € K with associated eigenvalue p > c? and
T* has eigenvector v* € K* corresponding to the eigenvalue p. Moreover, p is unique.

A proof of this theorem can be found in [27].
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2.2. Harnack’s inequality

Let us now present some Harnack’s inequality satisfied by any positive continuous solution of the
nonlocal equation (2.1).

Theorem 2.2 (Harnack inequality). Assume that §2, |, g and b > 0 satisfy (H1), (H2), (H3), (H4). Let v € £2
be a compact set. Then there exists C(J, w, b, g) such that for all positive continuous bounded solutions u of
(2.1) we have

u(x) < Cu(y) forallx,y € w.

When the assumption on g is relaxed the above Harnack’s estimate does not hold any more but a
uniform estimate still holds. Namely,

Theorem 2.3 (Local uniform estimate). Assume that £2, ], g and b > 0 satisfy (H1), (H2), (H3), (H4). Assume
that 2 N X € $2 and let w C §2 be a compact set. Let $2(w) denote the following set

2(w):=JB&.B).

Xew

Then there exists a positive constant n* such that, for any 0 < n < n*, there exist a compact set @' € 2 (w) N2
and a constant C(J, w, 2, @', b, g, ) such that the following assertions are verified:

(i) {xe Q(w)NWy [dx, d(2(w) NWy)) >n} C o', where Wy, :={xe 2| g(x) > n},
(ii) for all positive continuous solution u of (2.1), the following inequality holds:

ux) <Cu(y) forallxew, yecao Nw.

Next, we present a contraction lemma which guarantees that when £2 is bounded then any con-
tinuous positive solution u of Eq. (2.1) is bounded in £2.

Lemma 2.4 (Contraction lemma). Let 2 C R" and u € C($2) be respectively an open set and a positive solution
of (2.1). Then there exists €* > 0 such that for all € < €*, there exists 2. and C(«, B, J, €, b) such that

/u(y)dy>C/u(y)dy.
¢ 2

Moreover, §2, satisfies the following chain of inclusion
oe
[xe2|dx 02) > ae) c 2 C {xe!z |dex 02 > 7}.

A proof of these results can be found in [19].
3. Construction of a principal eigenpair

In this section we prove the criterion of existence of a principal eigenpair (Theorems 1.1, 1.8
and 1.11). That is, we prove the existence of a solution (1p, ¢p) of the equation

LQ [¢p] + G(X)¢p = _}\-p(bp in £2 (31)
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with ¢, > 0, ¢, € C(£2) and A, is the principal eigenvalue of Lo + a(x) defined by (1.5). In this
task, we first restrict our analysis to the case of a bounded domain §2 and then prove the criterion
for unbounded domains. We split this section into two subsections, each of them dedicated to one
situation.

3.1. Existence of a principal eigenpair when 2 is a bounded domain

To simplify the presentation, we will first concentrate our attention on the construction of a prin-
cipal eigenpair when J, g, b satisfy the assumptions (H2)-(H4) (Theorem 1.1). Then we provide an
argumentation for the construction of a principal eigenpair when the assumptions on g are relaxed
(Theorem 1.8).

In a first step, let us show that the eigenvalue problem (3.1) admits a positive solution, i.e. there
exists (11,0, 1) with ¢ > 0, ¢1 € L>(£2) N C(£2) solution of (3.1). More precisely, we prove

Theorem 3.1. Let 2 C R" be a bounded open set and assume that ], g, and a(x) satisfy (H1)-(H4). Let us
denote o :=supg a(x) and 2y := {x € 2 | d(x, 3§2) > 60}. Assume further that the function a(x) satisfies
a+1(x) ¢ L;M (£2). Then there exists 8y > 0 such that for all 6 < 6y the operator Lg, + a(x) has a unique
eigenvalue 11, in C($2y), that is to say, there is a unique (1,9 € R such that

Loy [p1]1+ax)p1 = —p10¢1 in 2 (3.2)

admits a positive solution ¢1 € C(£2¢). Moreover, i1.¢ is simple (i.e. the space of C(£2y) solutions to (3.1) is
one-dimensional) and satisfies

M1, < —maxa(x).
29

Suppose for the moment that the above theorem holds true. To conclude the proof of Theorem 1.1
which establishes the criterion of existence of an eigenpair, we are left to show that the principal
eigenvalue defined by (1.5) is the same as the one obtained in Theorem 3.1 for & = 0. Namely, we are
reduced to prove of the following results.

Lemma 3.2. Let a(x) be as in Theorem 3.1 then we have A, = 11,0 where A, and 11,0 are respectively the
principal eigenvalue of L, + a(x) defined by (1.5) and the eigenvalue of L + a(x) obtained in Theorem 3.1.

Before proving Theorem 3.1, let us prove the above lemma.

Proof of Lemma 3.2. First, let us define the following quantity

Ay :=sup{r €R |3 >0, ¢ € C(2) so that Lo[$] +a(X)¢ +Ad <0in 2}.

Obviously )L;, is well defined and is sharing the same properties than X,. Moreover, we have A;, < Ap.
Let us now show that k;, = 1,0. First by definition of A;, we easily have A;, > (1,0. Now to obtain
the equality A;, = 1,0 we argue by contradiction. Assume that A;, > [1,0- By definition of A;, there
exists ¥ > 0, ¥ € C(£2) such that

Lol¥l+ (ax)+ 1)y <0 in L. (3.3)
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Observe that we can rewrite Lo[¢1] + a(x)¢q as follows

X-Y}%(J’) dy +a(x)ér

L =
2lo1]+aX)¢ Q/J[g(y) 2)

:/J[X—y]wy)qﬁ(y) dy+a(x)¢1()<)¢(x).
2

gW) ] ¥v(»gW) Y (%)

From (3.3), we find that

aX)y < —Loly]— Ay

and it follows that

x—y]m)[qs](y) - “’1(")}1 IR

L <
9[¢1]+“(x)¢‘<! J [g(y) EOIRZ R e

By using the definition of (1,0, we end up with the following inequality

2

gy leyLvy) v®

Let us denote w := %1 Observe that by (3.3) w € L% N C(£2), therefore w achieves a global maxi-

mum somewhere in £2, say at X. By using the inequality (3.4) at the point X, we find the following
contradiction

x—ylv) -
2 - dy <0.
<Q/J[g(y)}g(y) (W —we]dy

Thus w10 = Np.

Observe now that if there exists a positive eigenfunction ¢ € C(§£2) N L*°(§2) associated to the
principal eigenvalue A, i.e. Lo[y]+ (a(x) + Ap)¥ =0, then we have ¢ € C(£2). Therefore, using the
definition of A;J it follows that A, < A;J = 11,0 < Ap. To conclude the proof, we are left to show that
such bounded function v exists.

So let (6p)ney be a positive sequence which converges to 0 and consider the sequence of set
(£29,)nen defined in Theorem 3.1. By construction, using the monotonicity property of the principal
eigenvalue with respect to the domain ((i) of Proposition 1.1) we deduce that (A;, (L, +a(X)nen is
a non-increasing bounded sequence. Namely, we have for all n e N

hp(La +a®) <Ap(La, , +a®) <Ay (Le, +a®).

Thus, as n goes to infinity A;J (L g, +a(x)) converges to some x> Ap.

On another hand since 6, tends to 0, by Theorem 3.1, there exists ng so that for all n > ng, a prin-
cipal eigenpair (41,6, #n) exists for the operator Lo, + a(x). Arguing as above, we conclude that
M6, =2 (L, +a(X)).

We claim that:

Claim 3.1. There exists ny € N such that for all n > ny we have w14, < —0 = —supg a(x).
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Assume for the moment that the claim holds. Then the final argumentation goes as follows. Next,
let us normalised ¢, so that supg, ¢n=1. With this normalisation (¢p)nen is a uniformly bounded
sequence of continuous functions. So by a standard diagonal extraction argument, there exists a subse-
quence still denoted (¢, )nen such that (¢pn)nen converges locally uniformly to a non-negative bounded
continuous function . Furthermore, i satisfies

Lo+ (ax) + X)y =0.

Now recall that (u1,9,, ¢n) satisfies

Ly, [¢n] +aX)én + t1,0,0n =0

Using the above claim, we have w19, < —0 = —supga(x) < —supg, a(x) for n big enough, so
supg, (@) + p1,4,) <0 and the uniform estimates i.e. Theorem 2.3 applies to ¢,. Thus we have
for n > 0 small fixed independently of n

< Cgn(x) forallx e {xe 2, |d(x,082,) > n}.

Therefore  is non-trivial and (X, v/) solves the eigenvalue problem (3.1). Using once again the equa-
tion satisfied by ¥ and the definition of A, we easily obtain that A <A, < A which proves that ¢ is
our desired eigenfunction associated to A,. O

Let us turn our attention to the proof of Claim 3.1. But before proving the claim let us establish
the following useful estimate.

Lemma 3.3. There exist positive constants r and cg so that
— X—
Vx e 2, J 20) ) u(y)du(y) = u(y)du(y).
Br(x)NR2 Br(x)N$2
Proof. Since J is continuous and J(0) > 0, there exist § > 0 and cg > 0 so that for all z € B(0, §) we

have J(z) > co.
Observe that for all (x, y) € £2 x B;(x) with r < %%, using that g >« > 0, we have

g(y) H

o

Thus, for r < & ‘3 and y € B,(x) we have (3= )) > g, and the estimate follows. O

gy

We are now in position to prove Claim 3.1.

Proof of Claim 3.1. Let us denote by o the maximum of a(x) in £2. By assumption, we have U+a(x) ¢
dﬂ lOC(Q) So there exists xg € £2 such that 5 a(x) ¢ L (Br(xo) N £2) and for € small enough, say

€ < €9, we have

—(ax) —o +e€)

£2NB(xg,1)



J. Coville / ]. Differential Equations 249 (2010) 2921-2953 2935

Choose ny big enough, so that for all n > ny, B;(xg) N §9n # . For € < €g, since §25, — £2, we can
increase ny if necessary to achieve for all n > nq

co / A o, (3.5)

—(@ax)—o—€)
E@nﬂB(Xo,T)

Recall now that for n big enough, say n > ny, there exists (w1,9,, ¢n) that satisfies the equation

EQ{;H [n] +ax)én + p41,6,6n =0.

Since ¢, is positive we have

‘CI_ZgnﬂB(xo,r) [#n] < _(a(X) + M],Gn)(pn-
Using Lemma 3.3, we see that

Co

TN n d < n .
—@®) + m1,6,) / P IS Pnx)

26, NB(X0.1)

Integrating the above inequality on £2¢, N B(xo, 1) it follows that

Co
S R— () dp ) dpe < Sorm
/ (—(a(X)+M1,9n) / () ’“‘) H / In(x)dp

§9nﬂ3(x0,r) £2¢,NB(xo,1) §9nﬂB(x0,r)
/ < - )du / Pn(y)dp < / () dp
—(@(®) + 1116, ! h e

ﬁb\nﬁB(Xo,r) EHHQB(X(),T) ﬁgnﬁB(Xo,r)

Thus,
C
[ (e
_ —(@®X) + t1,0,)
£29,NB(x0,7)

From (3.5), it follows that for all n > sup(nq,n2) we have

1,6, < —0 — €. a

Remark 3.4. Observe that if supg a(x) is achieved in §2 then the estimation w(1,6) follows imme-
diately from the monotonicity properties of the principal eigenvalue. Indeed, for 6 small enough, say
6 < 6y we have Supg, a(x) = supg a(x). Hence,

Ay (Lo +ax) < A;,(EQHO +a(x)) < —supa(x) =—o.

£,
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Let us now turn our attention to the proof of Theorem 3.1.
For convenience, in this proof we write the eigenvalue problem

Loy[ul +a)u=—pu

in the form

Lo, ul+axu=pu (3.6)

where

ax) =ax) +k, p=—n+k

and k > 0 is a constant such that infgp, a > 0.
Let us now prove the following useful result:

Lemma 3.5. Let £2, ], g and a be as in Theorem 3.1. Then there exists 6p > 0 so that for all 6 < 6o there exist
8§>0andu € C(£2¢),u >0, u #0, such thatin §2¢

Loyl +a@u > (@ +8)u,
where & (0) := maxg, a(x).

Observe that the proof of Theorem 3.1 easily follows from the above lemma. Indeed, if the lemma
holds true, since under the assumptions (H1)-(H4) the operator Lo : C(£29) — C(£2p) is compact,
we have r.(Lg, +a(x)) =re(ax))=0(0). Thus (0 (0) +8) > re(Lg, +a(x)) and the existence theorem
of Edmunds et al. (Theorem 2.1) applies.

Finally we observe that the principal eigenvalue is simple since for a bounded domain 2 the cone
of positive continuous functions has a non-empty interior and, for a sufficiently large p, the operator
(Lo, +a)? is strongly positive, that is, it maps u > 0, u 0 to a strictly positive function, see [40].

Remark 3.6. Note that the simplicity of the eigenvalue g requires that §2y is a connected set. Indeed,
when open set §2 is not connected, it may happen that the operator (Lg, + a)? is never strongly
positive in C(£2) and several non-positive eigenfunction exists with no positive eigenfunction.

Let us now turn our attention to the proof of Lemma 3.5:

Proof of Lemma 3.5. Let us denote by I" the closed set where the continuous function a takes its
maximum & in £2:

r={ze|a@ =0}

Since a is a continuous function and £2 is bounded, I" is a compact set. Therefore I" can be covered

by a finite number of balls of radius r, i.e. I' C UfV=1 Br(x;) with x; € I'. By construction, we have

_ N — . _
E+ﬁ(x) = U+a(x) ¢ L;MJOC(Q). Therefore %a(x) ¢ L}m(Ui:1 B,(x)) N §2) and there exists —iAg > & SO
that for some x; we have

Co
/ S duza (37)

Br(xi)ﬂ§
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Since 29 — 2 as 6 tends to 0 there exists 6y so that for all # <6y we have
Co
———du = 2. 3.8
/ —ho—a G8)
Br(xi)N82g

Let us fix x; such that (3.8) holds true and let us denote wy := B;(x;) N £29. We consider now the
following eigenvalue problem

CO/u(y)dM(J/)—I—c_l(x)u(x)+Au(x)=0, (3.9)
wy

where cg is the constant obtained in Lemma 3.3.
We claim that:

Claim 3.2. There exists (A1, ¢1) solution of (3.9) so that ¢1 € L°°(wy) N C(wy) and ¢1 > 0.

Observe that by proving this claim we end the proof of the lemma. Indeed, fix 6 < 6y and assume
for the moment that this claim holds true. Then there exists (A1, ¢1) such that

60/¢1 (Y du(y) +ax)¢1(x) + 11¢1(x) =0. (3.10)
wp
Obviously, for any positive constant p, (A1, p¢1) is also a solution of Eq. (3.10). Therefore without

any loss of generality we can assume that ¢; is such that ¢ < 1. Set Co :=co fwg ¢1(y)du(y). From
Eq. (3.10), since 0 < ¢1 < 1 we see easily that

—(A1 +d(x)) > Co.

Therefore there exists a positive constant dg such that

$1>2do inw (3.11)

and

—(M+0©) =8 >0. (3.12)

Let us now consider a set we € wy which verifies

do|A o6
/ dugM. (313)
260

W \We

Since by construction 2y \ wy and @, are two disjoint closed subsets of £2¢, the Urysohn’s lemma
applies and there exists a positive continuous function 7 such that 0 <7 <1, n(x) =1 in we, n(x) =0
in 59 \a)g.

Next, we define w := ¢1n and we compute Lo, [w]+b(x)w.
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Since w =0 in £2 \ wg, we have
LoyWl+ax)w = / ( )w(y)du(y) (G®)+8)w=0

for any & > 0.
On another hand, in wy, by using Lemma 3.3 we see that

_ X—Yy
Loy W] +a(0w = f 1( e ))w<y)du<y>+a<x>w (3.14)
)
> o f W) diu(y) + 0w (3.15)
wy
> co / d1(y)du(y) +ax)w. (3.16)

Since ¢ satisfies Eq. (3.10), using the estimates (3.11), (3.12) and (3.13) we deduce from the inequality
(3.16) that

Lo, wl+ax)w

—(M +am)p1 +axw —co / (Y du(y) (317)
Wy \We
A g (0 do|2 o6
> “z&qﬂ +(0O) —aw)¢r +axw + w —Co f »1(y)du(y) (3.18)
Wy \We
M +TO
> (W)% +(3(0) —a)¢1 +axw, (3.19)

where we use in the last inequality, that ¢; <1 and the estimate (3.13).
Since (6 (0) —a(x)) and mgﬂ are two positive quantities and ¢ > w, we conclude that

A1 +0(0)]

Lo, wl+ax)w > ( >

+5(9)>w. (3.20)
Hence, in 2, w satisfies
Lo, [Wl+axw = (5 0) +8)w

with § = Mlzﬂ, which proves the lemma. O

Let us now prove Claim 3.2.
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Proof of Claim 3.2. Fix 6 < 6p. For A < —o (6), consider the positive function ¢, := Let us

substitute ¢, into Eq. (3.9), then we have

Co
—A—a(x)*

Co/¢xdu«—co=0-
@

Therefore, we end the proof of Claim 3.2 by finding A such that ij ¢, du = 1. Observe that the

functional F(}) := fwﬁ ¢, du is continuous and monotone increasing with respect to A in (—oo, —0).
Moreover, by construction, we have:

lim F(0)=0 and F(g) = 2.
A——00

Hence by continuity there exists a Ay such that F(A1)=1. O

Now we expose the argumentation for the construction of a principal eigenpair when the assump-
tions on g are relaxed and prove Theorem 1.8. To show Theorem 1.8 we follow the scheme of the
argument developed above.

Proof of Theorem 1.8. As above, we can rewrite the eigenvalue problem (3.1) as follows

Lo, [ul+ax)u=pu (3.21)

with

ax)=ax) +k, p=—u+k

and k > 0 is a constant such that infp, a > 0.
Observe that under the assumptions (H1), (H2), (H3), (H4) the following family

Lo, (B1):={Lo,[f1/f:2 =R, lIflleo <1}

p
loc

d

/ o€ (3.22)
2"y 4l

20N{g<n}

is equicontinuous. Indeed, let € > 0 be fixed. Since gl—n e L? (£2¢), there exists > 0 such that

From the uniform continuity of J in the unit ball B(0, 1), we deduce that there exists ¥ > 0 such
that for |w — w| < y/n,

[ Jw) = J(W)| < €n"/2|$20]. (3.23)

A short computation using (3.22) and (3.23) shows that for |x —z| <y
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x—y 2=yl fF)
L - L < —
[£2) 1110 = La,[f1)] /Hg(y)] ][g(y)”g"(y)
29
e [ gmos [ ]G]l
S £l oo gy Y e g() 0 I
eN{g<n} 20N{g=n}

<E€.

Hence, Lg, (B1) is equicontinuous and Ly, : C(£2¢) — C(£24) is a compact operator.
Next, we show the following

Lemma 3.7. Let §2, ], g and a be as in Theorem 1.8. Then there exists 6y so that for all & < 6 there exists § > 0
and u € C(£2y), u > 0, u £ 0, such that in 2y

Loylul+a@u = (o + o)u.

As above the existence of a positive eigenpair (p, ¢) easily follows from Lemma 3.7. Arguing as
above, we see that 1,0 =Ap(Lge + a(x)), which concludes the proof of Theorem 1.8. O

Let us turn our attention to the proof of Lemma 3.7.

Proof of Lemma 3.7. First let us recall that by assumption r # ¢ where I' :={xe 2 |a(x) =0} and
let us define the following set X :={x € £2 | g(x) > n}.

By construction, we easily see that 1:’ =@ where I'' := {x € 2 | a(x) = &}. Therefore, there exist
Xo € £2 and € > 0 such that B¢(xg) C (10“’ N £2). Moreover, for 6 small, say 6 < 6y we have B¢ (xg) C
(Ii/ N £2p).

Let us define w;; := B¢(xg) N Xy. By assumption we have gl—n € LP(£2), so for n small enough w, is

a non-void open subset of 2y for 6 < 6p.
Let us now consider the eigenvalue problem (3.21) with 2 = wy, i.e.

Ew,, [ul+au=pu inwy.

By construction, in B¢ (xg) we have da(x) =& . So the above equation reduces to:
Lo, ul=pu inw,, (3.24)
where p = (p —0).
Since L, is a compact strictly positive operator in C(wy), using Krein-Rutman theorem there

exists a positive eigenvalue p; > 0 and a positive eigenfunction ¢1 € C(@;) such that (01, ¢1) satisfies
(3.24), ie.

Lo, [91]1= pér.

Arguing as in Lemma 3.5, for all & < 6y we can construct a non-negative test function u such that
in 5_29

Loyul+axu > (6 +o)u,

for a § > 0 small enough. O
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Remark 3.8. Observe that all the previous constructions can be easily adapted to an operator 7 +a(x)
where 7 is an integral operator with a continuous non-negative kernel k(x, y) that satisfies (H2), i.e.

Jcg > 0, €9 > 0 such that min( min k(x, y)) > Cp.
xe2 \ yeB(x,€9)

In particular, we can extend the criterion of existence of a principal eigenpair for an operator 7 + a(x)
where 7 is an integral operator with a kernel k(x, y) that only satisfies that there exists a positive
integer N, so that the kernel ky(x, y) satisfies (H2) where ky is defined by the recursion:

k1(x, y) ==k, y),

kny1(x, y) := / k1(x, 2)kn(z, y)dz for N > 1.
2

Indeed, in this situation the construction of a test function u (Lemma 3.5 or Lemma 3.7) holds also
for the operator 7N + aV (x). Using that @ > 0, we deduce

(T +a0)"[ul > TVu+ @ ou > (@ + 8)u.

Since in this situation 7 is a compact operator, we also have r.((7 +ax)N) =re(@x)N). Thus &N +
8) > re((T +ax))N) and Theorem 2.1 applies. Hence, there exists a unique principal eigenpair (Ap, Pp)
of the following problem

(T +a(0)"pp = —2pp.

To obtain a principal eigenpair for 7 4+ a we argue as follows. Applying 7 + a(x) to the above
equation it follows that

(T +a0)" " ¢p = —2p(T +aX) ey,

(T +a)"y = —1,¥

with ¥ := (T 4+ a(x))¢p. Since (7 +a)VN is positive operator in C(£2), Ap is simple, we have v = p¢).
Hence, ((f)»p)%,qbp) is the principal eigenpair of 7 + a(x).

3.2. Construction of a principal eigenpair when £2 is an unbounded domain

For simplicity in the presentation of the arguments and since the proof of the existence of a
principal eigenpair under the relaxed assumptions does not significantly differ, we will only present
the case where £2, J, g and a satisfy the assumptions (H1)-(H4).

To construct an eigenpair (A, ¢p) in this situation, we proceed using a standard approximation
scheme.

First let us recall that, by assumption, there exists £29 C £2 a bounded subset such that a_%a(x) ¢

Lcl, u (£20). Let (wn)nen be a sequence of bounded increasing connected set which covers £2, i.e.

wn Conpr. | Jon=2.
neN
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Without loss of generality, we can also assume that £29 C wo and therefore a+a(x) ¢ L;M (wp) for all
n € N. Observe that for each w, Theorem 3.1 and Lemma 3.2 apply. Therefore for each n there exists
a principal eigenpair (Ap n, ¢p n) to the eigenvalue problem (3.1) with w; instead of £2.

By construction, using the monotonicity of the sequence of (wp)nen and the assertion (i) of Propo-
sition 1.1 we deduce that (Ap n)nen is @ monotone non-increasing sequence which is bounded from
below. Thus Ap; converges to some x> Ap(Lgo +a(x)). Moreover, we also have that for allne N

Ap(Lo+a(®) <A< Apn <Apo<—supax) =
Io)

Let us now fix x1 € wo N £2. Observe that since for each integer n the eigenvalue Aj , is simple we
can normalise ¢p; by ¢pn(x1) =1.
Let us now define by (x) := —Ap n —a(x). Then ¢p , satisfies

L [¢p.n]l =bn()dpn inwp. (3.25)

By construction for all n € N we have b,(x) > —1p 0 — o > 0, therefore the Harnack inequality (The-
orem 2.2) applies to ¢p . Thus for n fixed and for all compact set o’ € w;, there exists a constant
Cn(@’) such that

dpn(x) < Cy (0)/)¢p,n(,\’) VX, yew'.

Moreover, the constant C,(") only depends on | J,,, B(x, ) and is monotone decreasing with re-
spect to infyeq, bn (x). For all n, the function b,(x) being uniformly bounded from below by a constant
independent of n, the constant C, is bounded from above independently of n by a constant C(w').
Thus we have

dp.n(X) < C(w/)¢p,n(Y) Vx,y € o'

From a standard argumentation, using the normalisation ¢, ,(x1) =1, we deduce that the se-
quence (¢pn)nen is bounded in Cj.(£2) topology. Moreover, from a standard diagonal extraction
argument, there exists a subsequence still denoted (¢p n)nen such that (¢p n)nen converges locally
uniformly to a continuous function ¢. Furthermore, ¢ is a non-negative non-trivial function and
dpx1)=1.

Since ] has a compact support we can pass to the limit in Eq. (3.25) using the Lebesgue monotone
convergence theorem and get

/]<g( ))MWW(YH(Ha(X))qb(x):o in Q.
2

As above using the equation, we deduce that ¢ > 0 in £2. Lastly, from the definition of 1, using
(X, ¢) as a test function, we see that A < Ap < X. Hence, (X, ¢) is our desired eigenpair.

Remark 3.9. Note that our proof of the existence of a principal eigenpair in this situation relies only
on the Harnack estimate which for some form holds true when the assumption on J and g are
relaxed.

Remark 3.10. From the above proofs, using the properties of the principal eigenvalue, we can derive
a practical dichotomy for A,. Indeed, either A, = —o or A, < —o and there exists a principal positive
eigenfunction ¢, associated to Ap.
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4. Existence of a maximum principle
In this section, we explore the relation between a maximum principle property satisfied by an

operator M and the sign of its principal eigenvalue. Namely, we prove Theorem 1.5 that we recall
below.

Theorem 4.1. Assume that $2 is a bounded set and let |, g and a be as in Theorem 1.1. Then the maximum
principle is satisfied by Mg if and only if 1, (M) > 0.

Proof. Assume first that the operator satisfies the maximum principle. From Theorem 1.1, there exists
(Ap, ¢p) such that ¢, € C(£2), ¢p > 0 and

Lolépl+aX)¢p +Apdp =0.
As in the previous section, we can normalise ¢, so that we have 1> ¢, > co. Furthermore, there

exists 8 > 0 so that —A, — o > > 0 where o denotes the maximum of a in 2.
Assuming by contradiction that 1, <0 we have

Loldpl+a(X)pp =—Apep > 0.

Let us choose w € £2 such that

Ccoinf{s, [Apl}
du(y) < 2 el
/ HLY 21l
2\w

As in the previous section, we can construct a continuous function 7 such that 0 <n <1, n(x) =1
in w, n(x) =0 in 3£2. Consider now ¢, 7 and let us compute Lo [¢pn]+ a(x)¢pn. Then we have

Lolgpn] +aX)ppn = —Apdp — ]| / du(y) —a)op(1 —1n)

2\w
coinf{é, |Ap|}
> —hpdp — "f" —aX)dp(1 —1n)
inf{s, |A
> —Apdp — w — max{o, 0},

Coinf{s, |Apl}

> —(xp + max{o, 0})¢, 5

Since by assumption —A, > 0 and —A, — o >0 it follows from the above inequality that

coinf{s, |Apl}

Loldpn] +aX)epn > —(ip + max{o, 0})co >

< coinf{s, |Apl} >0

= 2 =
By construction we have ¢,n € C(£2) that satisfies

Lolgpnl +ax)¢pn >0 in 2,
¢pn=0 onas2.
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Therefore, by the maximum principle 1.4, ¢,n <0 in £ which is a contradiction. Hence, A, > 0.

Let us now show the converse implication. Assume that A,(Lo + a(x)) > 0, then we will show
that the operator satisfies the maximum principle. Let u % 0, u € C(£2) such that u >0 on 952 and

Lolul4+ax)u<0.

Let us show that u > 0 in £2.
By Theorem 1.1, there exists ¢, > 0 such that

Lolépl+aX)pp =—Apop <O0.

Let us rewrite Lgo[u] 4+ a(x)u as follows

X—y|op(y) u®) u(x)
Lalul +acou = [ [ } dy +
elul+atu J e 1 et gy @ TIN5 G0
_ X—y ¢p(y)(u(y) _u®) )d g M@
9/ / [g(y)]g"m b )Y T
Let us set w := (;—p, then we have the following inequality in £2

x—y|ép(¥)
- dy — i <0.
Q/J[g(y)]g”(y) (W) = w)dy = Apgpw(x)

From the above inequality we deduce that w cannot achieve a non-positive minimum in §2 without
being constant. Therefore it follows that either w > 0 in £2 or w = 0. Since u £ 0, we have w > 0.

Hence, % > 0 which implies that u > 0. O

Remark 4.2. From the proof, we can observe that to show the implication

“bp(Le+a(x) >0 = Lg +a(x) satisfies the maximum principle”

we do not need the existence of a principal eigenfunction ¢, when A,(Lgo + a(x)) > 0. Indeed, in
this situation we can replace in our argumentation the principal eigenfunction ¢, by a well-chosen
positive function v, i.e. ¥ > 0 such that there exists 0 < A < Ap satisfying Lo[y¥]+ (a(x) + 1)y <0
which is always possible since 1,(Lgo +a(x)) > 0.

5. A counterexample

In this section, we provide an example of nonlocal equation where no positive bounded eigen-
function exists. Let £2 be a bounded domain and let us consider the following principal eigenvalue
problem:

pfudx+a(x)u=ku, (5.1)
2

where o = a(xp) = maxga(x), p is a positive constant and a(x) € C%(£2) satisfies the condition

a+1(x) € L}OC(.Q). For this eigenvalue problem, we show the following result:
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Theorem 5.1. If p is so that pfg Uf—é‘(x) < 1, then there exists no bounded continuous positive principal
eigenfunction ¢ to (5.1).

Proof. We argue by contradiction. Let us assume that there exists a bounded positive continuous
eigenfunction ¢ associated with A, that we normalise by j_Q ¢(x)dx = 1. By substituting ¢ into
Eq. (5.1) it follows that

p=(rp—ax)e.

Since p > 0, from the above equation we conclude that A, — o > 7 > 0. Therefore

0

¢:kp—a(x)'

Next, using the normalisation we obtain

1= / dx
=P Ap —ax)’
2

By construction A, > o, therefore we have

1= /‘ dx o / dx
=f Ap—a(x)\p o—akx)’
2 2

Since ,of_q Uf—;‘(x) <1 we end up with the following contradiction

1 / dx < f dx 1
= NS <
p Ap —a(x) P o —a(x)
Q 2

Hence there exists no positive bounded eigenfunction ¢ associated to 1p,. O

6. Existence/non-existence of solution of (1.6)

In this section we prove Theorem 1.6. That is to say, we investigate the existence/non-existence of
solution of the following problem:

Mgolul+ f(x,u)=0 in$ (6.1)

where f is of KPP type. We show that the existence of a non-trivial solution of (1.6) is governed
by the sign of the principal eigenvalue of the following operator Mg + f,(x,0). Moreover, when a
non-trivial solution exists, then it is unique.

To show the existence/non-existence of solutions of (1.6) and their properties, we follow and adapt
the arguments developed in [6,7,20].
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6.1. Existence of a non-trivial solution

Let us assume that

hp(Ma + fu(x, 0)) <0.

Then we will show that there exists a non-trivial solution to (1.6).

Before going to the construction of a non-trivial solution, let us first define some quantities. First
let us denote a(x) := f;(x,0) — b(x) and o := supp a(x). Observe that with this notation, we have
Ap(Mga + fu(x,0)) = rp(Le +a)).

From the definition of o there exists a sequence of points (xp)neny such that x, € 2 and |0 —
at)| < 7

Then by continuity of a(x), for each n there exists n, such that for all x € By, (x;,) we have |0 —

2
a)| < 2.

Now let us consider a sequence of real numbers (€;)neny Which converges to zero such that
en <.

Next, let (xn)nen be the following sequence of cut-off functions: y,(x) := X(”’:—:‘””) where x is a
smooth function such that 0 < x <1, x(x) =0 for |x| >2 and x(x) =1 for |x| < 1.

Finally, let us consider the following sequence of continuous functions (a,)nen, defined by a,(x) :=
sup{a(x), o xn}. Observe that by construction the sequence (ap)nen is such that |ja(x) — ap(%)||co — O.

Let us now proceed to the construction of a non-trivial solution.

By construction, for each n, the function a, satisfies supg a, =0 and a, =0 in B%n (). Therefore,

the sequence a, satisfies Ulan ¢ L}OC(.Q) and by Theorem 1.1 there exists a principal eigenpair (A", ¢p,)

solution of the eigenvalue problem:

Lolpl+an()d + 19 =0,

such that ¢, € L°(£2) N C(£2).
Next, using that ||a,(x) — a(x)||lco — 0 as n — oo, from (iii) of Proposition 1.1 it follows that for n
big enough, say n > ng, we have

s Lo +a)

n 5 0.

Moreover, by choosing ng bigger if necessary, we achieve for n > ng

Ap(Lo +ax))

Ay 4 [lan () — a0 |, < y

Let us now compute Mgo[epn] + f (X, €pn). For n > ng, we have

Malegn] + f (X, €pn) = f(x, €hn) — (b(x) + an(x))€pn — €A
= (fu(x,0) — (a0 (X) + b(x)))€¢n — €Aypn + 0(€hn)
> (—[at) — an () ||, — M})€dn + 0(e¢n)

_ Mg + fu(x.0)
- 4

€¢pn +0(€¢Pn) > 0.

Therefore, for € > 0 sufficiently small and n big enough, €¢, is a sub-solution of (1.6). By definition
of f, any large enough constant M is a super-solution of (1.6). By choosing M so large that €e¢, < M
and using a basic iterative scheme we obtain the existence of a positive non-trivial solution u of (1.6).
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6.2. Non-existence of positive bounded solutions

Let now turn our attention to the non-existence result. Let us prove that when Ap(Mg +
fu(x,0)) > 0 then there exists no non-trivial solution to (1.6).

Assume by contradiction that A,(Mg + fi,(x,0)) > 0 and there exists a positive bounded solution
u to Eq. (1.6).

Obviously, since u is non-negative and bounded, using (1.6) we have for all x € £2

0< Lolul= (b(x) - #)u (6.2)

Let us denote h(x) := Lo[u]. By construction, h is a non-negative continuous function in £2. There-
fore, since £2 is compact, h achieves at some point xp € £2 a non-negative minimum. A short argument
shows that h(xg) > 0. Indeed, otherwise we have

Xo—y\ u®)
dy=0
!J( gy )g"(y) y

Thus, since J, g and u are non-negative quantities, from the above equality we deduce that u(y) =0

for almost every y € {z€ 2 | ’;9(;)2 € supp(J)}. By iterating this argument and using the assumption

J(0) > 0, we can show that u(y) =0 for almost every y € §£2, which implies that u =0 since u is
continuous.
As a consequence infyc g (b(x) — W) > 6 for some § > 0 and there exists a positive constant cg so

that u > cg in £2. From the monotone properties of f(x,.), we deduce that @ < f(’é—oc‘)) < fu(x, 0).

Let us now denote y (x) = f(’é—oc‘]) — b(x). By construction, we have y (x) < a(x) and therefore by (ii) of
Proposition 1.1,

(Lo +y®) > rp(La +akx) =0.
Moreover, since u is a solution of (1.6), we have

Lolul+y®u> Mgelul+ f(x,u)=0.

By definition of A, (L + Y (x)), for all positive Ap (Lo +a(X)) <A <Aip(Le + y(x)) there exists a
positive continuous function ¢; such that

Lolgal+y®)ds < —Ady < 0.
Arguing as above, we can see that ¢, > § for some positive §. Let us define the following quantity
¥ :=inf{t >0 |u < ¢y}

Obviously, we end the proof of the theorem by proving that 7* = 0. Assume that t* > 0. Then by
definition of T*, there exists xo € £2 such that T*¢,(xo) = u(xg) > 0. At this point xg, we have

0< Lo[wlxo) = La[(t*¢r —u)](x0) <O0.
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Therefore, since w > 0, using a similar argumentation as above, we have w(y) =0 for almost every
y € 2. Thus, we end up with 7*¢; =u and we get the following contradiction,

0< Lolul+y®u=Le[t"¢:]+y®)T ¢ <0.
Hence t* =0.
6.3. Uniqueness of the solution

Lastly, we show that when a solution of (1.6) exists then it is unique. The proof of the uniqueness
of the solution is obtained as follows.

Let u and v be two non-negative bounded solutions of (1.6). Arguing as in the above subsection,
we see that there exist two positive constants cg and ¢y such that

v>=c in 2.
Since u and v are bounded and strictly positive, the following quantity is well defined
y*:=infly >0|yu>v}.

We claim that y* < 1. Indeed, assume by contradiction that y* > 1. From (1.6) we see that

Moy ul+ f(x. y*u) = f(x, y*u) — y* f(x, u) (6.3)
=y*u<f(x,y*u) S u)> <o, (6.4)
y*u u

Now, by definition of y*, there exists xg € £ so that yu(xp) = v(Xg) and from (1.6) we can easily
see that

Ma[y*ul(xo) + f(x. ¥ "u(x0)) = Lo[y u—v] >0. (6.5)
From (6.4) and (6.5) we deduce that

La[y*u—v](xo)=0.

Therefore, arguing as in the above subsection it follows that y*u = v. Using now (6.4), we deduce
that

0=Mao[v]+ f(x.v) = Mo[y*u] + f(x. y*u) = y*u(f(x’ rw S ”>> <o,

y*u u

which implies that for all x € 2 f(x, y*u) = f(x,u). This later is impossible since y* > 1. Hence,
y* <1 and as a consequence u > v.

Observe that the role of u and v can be interchanged in the above argumentation. So we also have
v > u, which shows the uniqueness of the solution.
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7. Asymptotic behaviour of the solution of (1.8)

Lastly, in this section, we prove Theorem 1.7 which establishes the asymptotic behaviour of the
solution of

9
a—'t‘ — Molul+ fOou) inRY x 2,

u(0,x) =ug(x) in $2.

Proof of Theorem 1.7. The existence of a solution defined for all time t follows from a standard
argument and will not be exposed. Moreover, since ug > 0 and ug # 0, using the parabolic maxi-
mum principle, there exists a positive constant § such that u(1,x) > § in £2. Let us first assume that
Ap < 0. By following the argument developed in above section, we can construct a bounded contin-
uous function v so that €y is a sub-solution of (1.8) for € small enough. Since, u(1,x) > 3§ and v
is bounded, by choosing € smaller if necessary we achieve also that ey < u(1,x). Now, let us de-
note by ¥ (x,t) the solution of evolution problem (1.8) with initial datum €. By construction, using
a standard argument, ¥ (t, x) is a non-decreasing function of the time and ¥ (t,x) <u(t+ 1,x). On
the other hand, since for M big enough M is a super-solution of (1.8) and u( is bounded, we have
also u(t, x) < ¥ (t, x), where ¥ (x, t) denotes the solution of evolution problem (1.8) with initial datum
¥ (0,x) = M > ug. A standard argument using the parabolic comparison principle shows that ¥ is a
non-increasing function of t. Thus we have for all time ¢

e SW(t,X) <u(t+1,0)<I(E+1,%).

Since W (t,x) (resp. ¥(t,x)) is a uniformly bounded monotonic function of t, ¥ (resp. ¥) converges
pointwise to p (resp. p) which is a solution of (1.6). From ¥ (t, x) # 0, using the uniqueness of a non-
trivial solution (Theorem 1.6), we deduce that p = p = 0 and therefore, u(x,t) — p pointwise in £2,
where p denotes the unique non-trivial solution of (1.6).

In the other case, when A, > 0 we argue as follows. As above, we have 0 < u(t, x) < ¥ (t,x) and
¥ converges pointwise to p a solution of (1.6). By Theorem 1.6 in this situation we have p = 0, hence
u(x,t) — 0 pointwise in £2. O

Remark 7.1. Note that the above analyse will hold for more general kernel non-negative kernel k(x, y)
that satisfies (H2), i.e.

dcg > 0, €9 > 0 such that min( min k(x, y)) > .
xef2 \ yeB(x,€0)

Appendix A

In this appendix, we first prove Proposition 1.1. Then we recall the method of sub- and super-
solution to obtain solution of the semilinear problem:

Mgelu]l= f(x,u) ing2. (A1)

Before going to the proof of Proposition 1.1, let us show that A,(Lo + a(x)) is well defined. Let us
first show that the set A :={A|3¢ € C(£2), ¢ > 0 such that L [¢]+A¢p < 0} is non-empty. Indeed, as
observed in [18] (Theorem 1.8), for 2, J, g and a satisfying the assumptions (H1)-(H4) there exists
a continuous positive function v satisfying

/1("”) VW) 4y — coopx.
2

gy /) g"(y)
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where c(x) is defined by

ifxe{xe|g(kx) =0},

1
c(x):= “x. d ]
( Jo J(g(*x);)gnf{x) otherwise.

Obviously c(x) € L and for any A < (|a]leo + [Ic]lco) We have
Lolyl+ (@) + 1)y = (aX) +cx) + 1)y
< (a) +c®) — llalloo — liclloo) ¥ <O.
Therefore, the set A is non-empty.

Observe now that since ], g are non-negative functions and a(x) € L, for any continuous positive
function ¢ we have

Lold]l+ (@@ + [a@)| )¢ > 0.

Therefore, the set A has an upper bound and 1, is well defined.
Let us now prove Proposition 1.1.

Proof of Proposition 1.1. (i) easily follows from the definition of 1. First, let us observe that to obtain
Ap(La, +a(®) <Ap(Le, +a()
it is sufficient to prove the inequality
A< Ap(Lo, +ax)
for any A < Ap(Lo, +a(x)).

Let us fix A < Ap(Lg, +a(x)). Then by definition of 1,(Lq, +a(x)) there exists a positive function
¢ € C(£22) such that

Lo, (9] + (a(x) + )¢ < 0.
Since §21 C £22, an easy computation shows that
Lo (o] + (a(x) + 1) < Lo, [¢] + (a(x) +1)¢ < 0.
Therefore, by definition of Ap(Le, 4+ a(x)) we have A < 1p(Lgo, + a(x)). Hence, A,(Lg, + a(x)) <
Ap(Lo, +ax).

To show (ii), we argue as above. By definition of 1,(Lgo +aj(x)) for any A < Ap(Le +a1(x)) there
exists a positive ¢ € C(£2) such that

Lol@l+ (@ X +1)p <0

and we have

Lo+ (a2(x) +1)¢ < Lold] + (a1(x) + 1) < 0.

Therefore A < Ap(Lg +az(x)). Hence (ii) holds true.
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Let us now prove (iii). Again we fix A < A,(Lg + a(x)). For this A, there exists ¢ € C(£2), ¢ >0
such that

Lolgl+ (a(x) +1)¢ <O0. (A2)
An easy computation shows that we rewrite the above equation as follows
Lolpl+ (@) +1)p = Lol + (bx) + 1)¢ + (ax) — b(x))¢
> Lalpl+ (b + 21— a0 —bx)| ,)o.

Using that (A, ¢) satisfies (A.2), it follows that

Lalpl+ (bx) + A — |ax) —bx)| )¢ <O.

Therefore, A — [la(x) —b(X)|lco < Ap(Le +b(x)) and we have

A< Ap(La +b®) + [la®) —bx| .

The above computation being valid for any A < A,(Lge +a(x)), we end up with

Ap(La +a®) —2p(La +bx) < [at) —bE)| ..

Note that the role of a(x) and b(x) can be interchanged in the above argumentation. So, we also
have

Ap(La +bx) —1p(Lo +a®) < [at) —bE)| ..

Hence

|Ap(Le +a®) —ip(Le +b®)| < la®) —b®)| .

which proves (iii).
The proof of (iv) being similar to the proof of (ii), it will be omitted. O

Before recalling the sub/super-solution method, let us introduce some definitions and notations.
We call a bounded continuous function u (resp. u) a super-solution (resp. a sub-solution) if u (resp. u)
satisfies the following inequalities:

Mgelu]l <) f(x,u) ingQ. (A3)
Let us now state the theorem.

Theorem A.1. Assume f(x,.) is a Lipschitz function uniformly in x and let u and u be respectively a super-
solution and a sub-solution of (A.1) continuous up to the boundary. Assume further that u < u. Then there
exists a solution u € C(£2) solution of (A.1) satisfyingu <u < u.
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Proof. Let us first choose k > |1, (M )| big enough such that the function —ks+ f(x,s) is a decreas-
ing function of s uniformly in x. We can increase further k if necessary to ensure that k € p(Mp),
where p(Mg,) denotes the resolvent of the operator Mg,.
Note that by this choice of k, by Theorem 1.5 the operator M, —k satisfies a comparison principle.
Now, let u; be the solution of the following linear problem

Melur]l —kuy =—ku+ f(x,u) in$2. (A4)

uq always exists, since by construction the continuous operator Mg, — k is invertible. We claim that
u < uq < u. Indeed, since u and u are respectively a sub- and super-solution of (A.1), we have

Meluy —u]l—k(ur —u) <0 ing2,
Meoluy —u] —k(uq —u) =2 —k@u —u) + f(x,u) — f(x,u) >0 in£2.

So, the inequality u < uq < u follows from the comparison principle satisfied by the operator M —k.
Now let uy be the solution of (A.4) with uq instead of u. From the monotonicity of —ks + f(x,s)
and using the comparison principle, we have u < u; < up < u. By induction, we can construct an
increasing sequence of function (up)nen satisfying u < u, <u and

Meluny1] — kunyr = —kup + f(x, up) in £2. (A.5)

Since the sequence is increasing and bounded, u~ (x) := sup,cy Un(x) is well defined. Moreover, pass-
ing to the limit in Eq. (A.5) using Lebesgue’s theorem it follows that u~ is a solution of (A.1). O
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