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## 1. Introduction

The Laplacian of a real-valued function $u$ whose domain is an open subset of a real Hilbert space $H$ is defined as the trace of the second Frechet derivative of $u$ when the latter exists and is a trace class operator. This definition coincides with the usual one when $H$ is finite-dimensional. We shall consider the Dirichlet problem for the equation $\Delta u=f$ when $H$ is separable and infinite-dimensional and $\Delta u$ denotes the Laplacian of $u$. When the Dirichlet problem is suitably formulated the existence and uniqueness of generalized solutions is an immediate consequence of the theory of Markov processes. It is our object to investigate regularity properties of the solutions.

The dissimilarities with the finite-dimensional case originate in two ways. First of all the open set in which it is appropriate to seek a solution to the equation $\Delta u=f$ is not actually a subset of $H$ but rather a subset of a topological space which contains $H$ as a dense subset. 'lhe reason for this is discussed in the following paragraphs. The second dissimilarity lies in the fact that even if the second Frechet derivative of the generalized solution $u$ at the point $x, D^{2} u(x)$, exists as a bounded operator on $H$ it may not be of trace class and one may ask whether or not it is in fact of trace class, or of Hilbert-Schmidt type, or compact, etc. This type of question does not arise when $H$ is finite-dimensional and represents, therefore, a new kind of regularity problem. We shall show that even if a potential $u$ is harmonic in a region in a generalized sense then $D^{2} u(x)$ need not be of trace class but will in general be of Hilbert-Schmidt type. Thus it appears that the generalized Laplacian of a function $u$ involves some summability method applied to the series of eigenvalues of the Hilbert-Schmidt

[^0]operators $D^{\mathbf{2}} u(x)$. In this article we shall give sufficient conditions on a function $f$ which ensure that the second Frechet derivative of the potential of $f$ is, respectively, Hilbert-Schmidt, or trace class. Regularity properties of harmonic functions will be studied in another paper.

In order to motivate our formulation of the Dirichlet problem let us consider for each real number $t>0$ Gauss measure $p_{t}$ on $H . p_{t}$ is a cylinder set measure on $H$ corresponding to the normal distribution with variance parameter $t$. (See [7], [10], [11], or [20] for expositions of these concepts.) If $H$ is finite-dimensional then the measures $p_{t}$ determine the transition probabilities for Brownian motion in $H$ in a well-known manner. In case $H$ is infinite-dimensional, a Brownian motion with values in $H$ (in so far as this concept is meaningful) might similarly be defined with $p_{t}(A-x)$ as transition probability from the point $x$ to the tame set $A$. But for all $t>0$ the outer $p_{t}$ measure of the ball of radius $r$ is zero so that a Brownian motion with values in $H$ would have the property that a particle starting at the origin instantly leaves the ball of radius $r$ with probability one. In particular the sample paths are not continuous, nor right-continuous, when the norm topology is taken on $H$. In view of the intimate and well-known connection between Brownian motion in $E_{n}$ and potential theory on $E_{n}$ the preceding heuristic considerations indicate that the Dirichlet problem for Laplace's equation in a region $\Omega \subset H$ is not likely to be reasonable when $\Omega$ is chosen to be such a simple set as the unit ball or for that matter any other bounded set if one wishes to use arbitrary bounded strongly continuous boundary data.

On the other hand these same considerations point the way to a reasonable formulation of the Dirichlet problem. As is known there are various topological linear spaces [11] which contain $H$ as a dense subset and on which the set functions $p_{t}$ can be realized as countably additive measures. Such a space $B$ is the completion of $H$ in a suitable topology $\mathscr{T}$ weaker than the norm topology of $H$. The measures $p_{l}$ on $B$ may now be used to construct a Brownian motion with values in $B$ and having continuous sample paths. The characteristic operator of the resulting Markov process is an extension of the previously defined Laplacian to less smooth functions. By utilizing this Markov process in a standard way generalized solutions of the Dirichlet problem for Laplace's equation may be obtained for reasonable $\mathscr{T}$-open subsets of $B$ and $\mathscr{T}$-continuous boundary data. In this connection we mention that a further dissimilarity from the finite dimensional case arises in that the transition probabilities $p_{t}(A-x)$ are continuous neither in $t$ nor in $x$ ( $\mathscr{T}$ topology) for some Borel sets $A$ in $B$.

Perhaps the best known example of such a triple ( $H, B, p_{i}$ ) is
that in which $B$ is Wiener space and $H$ is the subset of Wiener space consisting of the absolutely continuous functions on [0, 1] vanishing at zero and having square-integrable first derivative. In this case $p_{t}$ is simply Wiener measure on $B$ with variance parameter $t$. We shall use in this article a simple abstraction of this examplc. $H$ may be any real separable Hilbert space and $B$ will be the completion of $H$ with respect to a measurable norm on $H$. Although greater generality in the choice of $B$ is possible it does not seem worthwhile pursuing it at this early stage of development of the subject. Thus $B$ will be a Banach space and in fact any real separable Banach space can arise in this fashion.

Although neither the fundamental solution $c_{n} r^{2-n}$ in $E_{n}$ nor Lebesgue measure $d x$ makes sense when $n=\infty$ their product makes sense and may simply be defined as the Green's measure $G(A)=\int_{0}^{\infty} p_{i}(A) d t$. The potential of a real-valued function $f$ on $B$ is the convolution of $G$ with $f$. We elaborate here on a feature that distinguishes sharply between finite and infinite-dimensional potential theory. As is known, the potential $u$ of a bounded function $f$ (with bounded support say) on $E_{n}$ is analytic in a neighborhood of a point if $f$ is zero in a neighborhood of the point. Consequently local smoothness behavior of $u$ in a neighborhood of a point depends only on the local behavior of $f$ near the point. In infinite dimensions $u$ is again analytic near a point $x$ if $f$ is zero in a neighborhood of $x$ (and is bounded and has bounded support). However the rate of decay of the eigenvalues of $D^{2} u(x)$ is a new and meaningful local property of $u$ in infinite dimensions and it develops that it does not depend only on the local behavior of $f$ at $x$. Thus if $f$ is Lip 1 on $B$ then $D^{2} u(x)$ is a trace class operator (Theorem 3). But if $f$ is merely bounded and continuous with bounded support then $D^{2} u(x)$ need not be of trace class even if $f$ is zero in a neighborhood of $x$ (Theorem 2). However it is of Hilbert-Schmidt type in this case.

An infinite-dimensional analog of Poisson's equation has also been studied over a period of many years by Levy [14]-[17]. His Laplacian is defined by $\Delta^{\prime} u=\lim _{n \rightarrow \infty} n^{-1} \sum_{j=1}^{n} \partial^{2} u / \partial x_{j}{ }^{2}$ where the differentiations refer to an orthonormal coordinate system. In particular if $u$ is a twice-differentiable function that depends on only finitely many coordinates then $\Delta^{\prime} u=0$. There appears to be no relation between Levy's investigations and the work in the present paper.

When the manuscript for this paper was nearly complete we learned of the recent work of Daletzki [2] on the existence and uniqueness of solutions of parabolic equations with variable coefficients
in infinitely many variables. Although technically disjoint from the main results of the present paper it is closely related in point of view.

There are several motives behind the present work. Firstly, classical potential theory has deserved and received extension to a wide variety of different contexts and abstraction in many directions. Secondly, recent progress has shown analysis over infinite-dimensional (nonlinear) manifolds to be a potentially rich field for investigation. We regard the present work as a step toward the study of elliptic and parabolic partial differential equations over such manifolds. In particular, an extension of Hodge's theorem to suitable infinitedimensional manifolds seems at the present time to be a reasonable goal.
In order to make this work more accessible to those with a background primarily in functional analysis we have included several remarks containing proofs of facts which are well known in the theory of Markov processes but which are particularly simple to prove in the present case. The results of Sections 2 and 3 are largely probabilistic in nature while Section 4 which contains the main results is entirely functional-analytic.

## 2. Continuity Properties of the Transition Functions

We begin this section with a brief review of some background material and, at the same time, establish notation. Let $B$ be a real Banach space and $B^{*}$ its topological dual space. A tame set in $B$ (also known as a measurable cylinder set) is a set of the form $C=\left\{x \in B:\left(\left\langle y_{1}, x\right\rangle, \ldots,\left\langle y_{n}, x\right\rangle\right) \in D\right\}$ where $y_{1}, \ldots, y_{n}$ are in $B^{*}$ and $D$ is a Borel set in $R_{n}$. If $K$ is a finite-dimensional subspace of $B^{*}$ containing $y_{1}, \ldots, y_{n}$ then $C$ is said to be based on $K$. The collection of tame sets in $B$ is a ring $\mathscr{R}$ and the collection of tame sets based on a fixed finite-dimensional subspace $K$ of $B^{*}$ is a $\sigma$-ring $\mathscr{S}_{K}$. A nonnegative set function $\mu$ on $\mathscr{R}$ is called a cylinder set measure on $B$ if $\mu(B)=1$ and $\mu$ is countably additive on $\mathscr{S}_{K}$ for each finite-dimensional subspace $K \subset B^{*}$. If $H$ is a real Hilbert space then every tame set is of the form $C=\{x \in H: P x \in D\}$ where $P$ is a finite-dimensional projection in $H$ and $D$ is a Borel set in PH. For $t>0$ Gauss measure on $H$ with variance parameter $t$ is the cylinder set measure $\mu_{t}$ defined by

$$
\begin{equation*}
\mu_{t}(C)=(2 \pi t)^{-k / 2} \int_{D} \exp \left[-\frac{|x|^{2}}{(2 t)}\right] d x \tag{1}
\end{equation*}
$$

where $C=\{x \in H: P x \in D\}, k$ is the dimension of $P H$ and $d x$ is

Lebesque measure in PH. Henceforth $H$ will denote a real separable Hilbert space and $\cdot \mid$ its norm. A measurable norm on $H$ is a norm $\|x\|$ on $H$ with the property that for every strictly positive number $\epsilon$ there is a finite-dimensional projection $P_{0}$ such that, for every finitedimensional projection $P$ orthogonal to $P_{0}, \mu_{1}(\{x \in I I:\|P x\|>\epsilon\})<\epsilon$. It is a consequence of the definition of measurable norm that there exists a constant $a$ such that $\|x\| \leqslant a|x|$ for all $x$ in $H$. Denote by $B$ the completion of $H$ with respect to the measurable norm $\|\cdot\|$. Then $B$ is a separable Banach space and, as has been pointed out in [11], any real separable Banach space can arise (up to a linear isometry) as the completion of $H$ with respect to a suitable measurable norm. If $y$ is a non zero element of $B^{*}$ then the restriction of $y$ to $H$ is a nonzero element of $H^{*}$. Thus restriction is a (continuous) embedding of $B^{*}$ into $H^{*}$ and we shall identify $B^{*}$ with its image in $H^{*}$. Since $B^{*}$ separates points of $H, B^{*}$ is dense in $H^{*}$. Now $\mu_{t}$ induces a cylinder set measure $m_{t}$ in $B$ as follows. If $y_{1}, \ldots, y_{n}$ are in $B^{*}$ and $D$ is a Borel set in $R_{n}$ define

$$
\begin{align*}
& m_{t}\left(\left\{x \in B:\left(\left\langle y_{1}, x\right\rangle, \ldots,\left\langle y_{n}, x\right\rangle\right) \in D\right)\right. \\
= & \mu_{t}\left(\left\{x \in H:\left(\left\langle y_{1}, x\right\rangle, \ldots,\left\langle y_{n}, x\right\rangle\right) \in D\right\}\right) . \tag{2}
\end{align*}
$$

$m_{t}$ is well-defined. It is established in [11] that $m_{t}$ is countably additive on the ring of tame sets of $B$. Hence it has a unique countably additive extension $p_{i}$ to the $\sigma$-ring $\mathscr{S}$ generated by all tame sets in $B . \mathscr{S}$ is exactly the Borel field of $B$.

The triple $(H, B, i)$ where $i: H \rightarrow B$ is the natural injection is called an abstract Wiener space. The measure $p_{t}$ is Wiener measure on $B$ with variance parameter $t$.

In concluding this review of background material we define for $x$ in $B$ and for a Borel subset $A$ of $B$

$$
p_{t}(x, A)=p_{t}(A-x) \quad \text { when } \quad t>0 .
$$

Proposition 1. For positive sand $t$ and for $x$ and $y$ in $B p_{s}(x, \cdot)$ and $p_{l}(y, \cdot)$ are equivalent measures if and only if $s=t$ and $x-y$ is in $H$. Otherwise they are mutually singular.

Proof. By translating by $y$ we may assume $y=0$. The functionals in $B^{*}$ are Gaussianly distributed with respect to the measures $p_{t}(x, \cdot)$ and $p_{t}(0, \cdot)$ and determine the $\sigma$-ring $\mathscr{S}$. According to a theorem of Feldman [6], these measures are either equivalent or singular and a necessary condition for equivalence is that the $L^{2}$ norms defined by these measures on the space of functions spanned
by $B^{*}$ and the constant functions be equivalent. If $z$ is in $B^{*}$ and $a$ is a constant then

$$
\int(z(u)+a)^{2} p_{s}(x, d u)=s|z|^{2}+(a+z(x))^{2}
$$

and

$$
\int(z(u)+a)^{2} p_{t}(d u)=t|z|^{2}+a^{2}
$$

where $|z|$ denotes the $H^{*}$ norm of $z$. The first $L^{2}$ norm is dominated by a multiple of the second $L^{2}$ norm if and only if $x$ is in $H$. Thus if $p_{s}(x, d u)$ and $p_{t}(d u)$ are equivalent then $x$ is in $H$. But for $x$ in $H, p_{s}(x, d u)$ and $p_{s}(d u)$ are equivalent by [22, Theorem 3]. Hence the equivalence of $p_{s}(x, \cdot)$ and $p_{t}(\cdot)$ implies the equivalence of $p_{s}(\cdot)$ and $p_{t}(\cdot)$ which, by [22, Theorem 3], implies $s=t$. The converse is also implied by [22, Theorem 3].

Proposition 2. If $x_{0}$ in in $B$ and $t>0$ then there exists a closed set $A$ such that $p_{1}(x, A)$ is discontinuous in the $B$ topology as a function of $x$ at $x=x_{0}$.

Proof. Choose $y$ in $B$ such that $x_{0}-y$ is not in $H$. Then there exists a Borel set $A_{1}$ such that $p_{i}\left(x_{0}, A_{1}\right) \neq 0$ and $p_{i}\left(y, A_{1}\right)=0$ by Proposition 1. Since $p_{i}\left(x_{0}, \cdot\right)$ is regular there exists a closed set $A \subset A_{1}$ such that $p_{t}\left(x_{0}, A\right) \neq 0$. Of course $p_{t}(y, A)=0$. Moreover, $p_{i}(y+h, A)=0$ for all $h$ in $H$. Since $y+H$ is dense in $B$ there exists a sequence $x_{n}$ in $B$ such that $x_{n} \rightarrow x_{0}$ in $B$ norm and $p_{t}\left(x_{n}, A\right)=0$. Thus $\lim _{n \rightarrow \infty} p_{t}\left(x_{n}, A\right) \neq p_{t}\left(x_{0}, A\right)$.

We note here the equation

$$
\begin{equation*}
p_{t s}(E)=p_{t}\left(s^{-1 / 2} E\right) \tag{3}
\end{equation*}
$$

valid for any Borel set $E$ and strictly positive real numbers $t$ and $s$. Such an equation is valid for the Gauss measure $\mu_{t}$ and tame sets in $H$ by (1) and therefore also for the measures $m_{l}$ and tame sets in $B$ by (2). Thus (3) holds for tame sets $E$ and therefore for all sets in the monotone class generated by the tame sets, i.e., for all Borel sets.

Proposition 3. For any $x_{0}$ in $B$ and $t_{0}>0$ there is a closed set $A$ such that $p_{t}\left(x_{0}, A\right)$ is a discontinuous function of $t$ at $t=t_{0}$.

Proof. We construct an example of $A$. We may clearly take $x_{0}=0$. Let $y_{3}, y_{4}, y_{5}^{*}, \ldots$ be an orthonormal basis of $H^{*}$ with $y_{j} \in B^{*}$, $j=3,4,5, \ldots$. Let $b_{j}$ be an increasing sequence of positive numbers.

We shall later choose them to go to infinity in a suitable way. Let $A_{n}=\left\{x \in B:\left|y_{j}(x)\right| \leqslant b_{j} j=3,4, \ldots, n\right\}$ for $n=3,4, \ldots$. Then the sets $A_{n}$ decrease and if $A=\bigcap_{n=3}^{\infty} A_{n}$ we shall show that $p_{t}(A)$ is discontinuous at $t=t_{0}$ for a suitable sequence $b_{n}$. The functions $y_{j}$ are independent with respect to $p_{i}$ and normally distributed with mean zero and variance $t$. Hence

$$
\begin{align*}
p_{t}(A) & =\lim _{n \rightarrow \infty} p_{t}\left(A_{n}\right) \\
& =\lim _{n \rightarrow \infty} \prod_{j=3}^{n}(2 \pi t)^{-1 / 2} \int_{-b_{j}}^{b_{j}} \exp \left[-\frac{s^{2}}{(2 t)}\right] d s \\
& =\exp \left[\sum_{j=3}^{\infty} \log \left\{2(2 \pi t)^{-1 / 2} \int_{0}^{b_{j}} \exp \left[-\frac{s}{(2 t)}\right] d s\right\}\right] . \tag{4}
\end{align*}
$$

Thus $p_{i}(A)>0$ if and only if the infinite sum in the last line converges.
Using the inequalities

$$
2\left(\left(x^{2}+4\right)^{1 / 2}+x\right)^{-1 / 2}<e^{x^{2} / 2} \int_{x}^{\infty} e^{-t^{2} / 2} d t<x^{-1}
$$

and estimating $\log (1-a)$ by $-a$ for small $a$ it follows that $p_{t}(A)>0$ if and only if the sum

$$
\sum_{j=3}^{\infty} b_{j}^{-1} \exp \left[-\frac{b_{j}{ }^{2}}{(2 t)}\right]
$$

converges. Now take $b_{j}{ }^{2}=2 t_{0} \log \left[j(\log j)^{3 / 4}\right]$. Then the sum converges if and only if

$$
\sum_{j=3}^{\infty}\left(2 t_{0} \log \left\{j(\log j)^{3 / 4}\right\}\right)^{-1 / 2}\left[j(\log j)^{3 / 4}\right]^{-t_{0} / t}
$$

converges. This is easily seen to converge if and only if $t \leqslant t_{0}$ by using the inequality $\sum_{j} j^{-1}(\log j)^{-P}<\infty$ when $P>1$. Thus $p_{i}(A)>0$ when $t \leqslant t_{0}$ and $p_{t}(A)=0$ when $t>t_{0}$. Hence $p_{t}(A)$ is discontinuous at $t=t_{\mathbf{0}}$.

Remark 2.1. The example used in the preceding proposition may also be used to settle a point left open in [9]. If $\|\cdot\|_{n}$ is an increasing sequence of measurable seminorms on $H$ such that the corresponding sequence of measurable functions $\|\cdot\|_{n}^{\sim}$ converges in probability with respect to the normal distribution to a function $h$ with essential lower bound zero then $\|\cdot\|_{n}$ converges on $H$ to a measurable seminurm by Theorem 4 of [9]. We shall show the indispensability of the
assumption that the essential lower bound of $h$ is zero. Indeed, resuming the notation of Proposition 3, and choosing $t_{0}=1$, we let $\|x\|_{n}=\sup \left\{\left|y_{j}(x)\right| b_{j}^{-1}: j=3,4, \ldots, n\right\}$ for $x$ in $H$. Then $\|x\|_{n}$ is an increasing sequence of measurable (in fact tame) semi-norms on $H$. In view of the choice of the numbers $b_{j}$ the limit $\|x\|_{0}=\lim _{n \rightarrow \infty}\|x\|_{n}$ exists for each $x$ in $H$. If $\|x\|_{n}^{\sim}$ denotes the corresponding random variable defined with respect to the normal distribution with variance parameter one [e.g., we may and shall take

$$
\|x\|_{n}=\sup \left\{\left|y_{j}(x)\right| b_{j}^{-1}: j=3, \ldots, n\right\}
$$

defined for $x$ in $B]$, then the $\|\cdot\|_{n}^{\sim}$ form an increasing sequence. It is easily seen that the sequence converges almost everywhere (a.e.) [ $p_{1}$ ] if and only if for every strictly positive number $\epsilon$ there is a number $N$ such that $p_{1}\left(\left\{x:\|x\|_{n}^{\sim} \leqslant N\right\}\right)>1-\epsilon$ uniformly in $n$. Putting $N=t^{-1 / 2}$, this condition may bc written $\inf _{n} p_{t}\left(\left\{x:\|x\|_{n}^{\sim} \leqslant 1\right\}\right) \rightarrow 1$ as $t \rightarrow 0$ by (3). However, since $\left\{x:\|x\|_{n}^{\sim} \leqslant 1\right\}=A_{n}$ and $A_{n} \downarrow A$, this condition may be rewritten $p_{l}(A) \rightarrow 1$ as $t \rightarrow 0$. That $p_{l}(A)$ does indeed approach one as $t \rightarrow 0$ follows from the last expression for $p_{d}(A)$ in Eq. (4) because the infinite sum in the exponent converges for $t \leqslant 1$, as we have shown, and each term in the sum increases monotonically to zero as $t$ decreases to zero. Thus $h \equiv \lim _{n \rightarrow \infty}\|x\|_{n}^{\sim}$ exists as a measurable function with respect to the normal distribution. However,

$$
\begin{aligned}
p_{1}\left(h<\frac{1}{2}\right) & \leqslant \lim _{n \rightarrow \infty} p_{1}\left(\|x\|_{n}^{\sim} \leqslant \frac{1}{2}\right) \\
& =\lim _{n \rightarrow \infty} p_{4}\left(\|x\|_{n}^{\sim} \leqslant 1\right) \\
& =p_{4}(A) \\
& =0 .
\end{aligned}
$$

Thus only the hypothesis that essential inf $h=0$ fails in the present example. And indeed $\|x\|_{0}$ is not a measurable seminorm. For if it were then denoting by $x_{3}, x_{4}, \ldots$ the orthonormal basis of $H$ dual to $y_{3}, y_{4}, \ldots$ and by $P_{n}$ the projection onto span ( $x_{3}, \ldots, x_{n}$ ) the sequence $\left\|P_{n} x\right\|_{0}^{\sim}$ would converge in probability with respect to the measure $p_{1}$ by [ 9 , Corollary 5.3] and by [9, Theorem 1] the limit must have essential inf equal to zero. But $\left\|P_{n} x\right\|_{0}=\|x\|_{n}$ so that the limit function in question is $h$. Since the essential lower bound of $h$ is not zero $\|\cdot\|_{0}$ is not a measurable seminorm.

Definition 1. A Borel set $A \subset B$ is called an absolute null set if $p_{l}(x, A)=0$ for all $t>0$ and all $x$ in $B$.

Proposition 4. If $A$ is a closed (open) set in $B$ then for $t>0$ $p_{t}(x, A)$ is upper (lower) semicontinuous in $x$ in the topology of $B$. If $A$ is a Borel set and if the boundary of $A(\partial A)$ is an absolute null set; then, for $t>0, p_{l}(x, A)$ is continuous in $x$ in the topology of $B$.

Proof. If $f$ is a bounded continuous real-valued function on $B$ then the function $\left(p_{l} f\right)(x)=\int f(y) p_{i}(x, d y)=\int f(z+x) p_{t}(d z)$ is also bounded and continuous. Thus if $f_{n}(x)=\exp [-n \delta(x, A)]$ where $\delta(x, A)$ is the distance from $x$ to $A$ in the $B$ norm then for closed $A, p_{1}(x, A)=\lim _{n \rightarrow \infty}\left(p_{t} f_{n}\right)(x)$ is the limit of a decreasing sequence of continuous functions. Hence $p_{i}(x, A)$ is upper-semicontinuous. If $A$ is open then $p_{t}(x, A)=1-p_{t}(x, B-A)$ is lowersemicontinuous. If $\partial A$ is a null set then $p_{t}(x, A)=p_{i}(x, \bar{A})=p_{i}\left(x, A^{0}\right)$ where $A$ and $A^{0}$ are the closure and interior of $A$, respectively. Thus $p_{l}(x, A)$ is both upper- and lower-semicontinuous and hence is continuous.

Remark 2.2. In view of the natural isomorphism of $H^{*}$ with $H$ we may and shall identify $B^{*}$ with a subset of $B$ via the injections $B^{*} \rightarrow H^{*} \rightarrow H \rightarrow B$. This leads to a useful product decomposition of Wiener measure $p_{i}$ as follows. Let $K$ be a finite-dimensional subspace of $B^{*}$. Let $L$ be its annihilator in $B$. If $y_{1}, y_{2}, \ldots, y_{n}$ is an orthonormal basis of $K$ then the equation $Q x=\sum_{j=1}^{n}\left\langle y_{j}, x\right\rangle y_{j}$ defines a continuous operator on $B$ and since $\left\langle y_{j}, x\right\rangle=\left(y_{j}, x\right)$ for $x$ in $H$ $Q$ is the continuous extension to $B$ of the orthogonal projection of $H$ onto $K$. Hence $Q$ is a projection and it is clear that its range is $K$ and null space is $L$. Consequently $B=K \oplus L$. If $K^{\perp}$ is the orthogonal complement of $K$ in $H$ then $K^{\perp} \subset L$ and moreover $L$ is the closure in $B$ of $K$. For if $x$ is in $L$ then there is a sequence $x_{n}$ in $H$ converging to $x$. Then $(I-Q) x_{n}$ lies in $K^{\perp}$ and also converges to $x$. It is a simple consequence of the definition of a measurable norm that the restriction of a measurable norm to a closed subspace is again a measurable norm. Hence analogous to the measures $p_{t}$ on $B$ there is a Wiener measure $p_{i}^{\prime}$ on the space $L$. If $\mu_{t}^{\prime}$ denotes Gauss measure in $K$ then we assert that in the Cartesian product decomposition $B=K \times L$ there holds,

$$
p_{t}=\mu_{t}^{\prime} \times p_{t}^{\prime}
$$

for $p_{t}$ is characterized by the property that for any $y$ in $B^{*}$ the function $x \rightarrow\langle y, x\rangle$ on $B$ is normally distributed with mean zero and variance $t|y|^{2}$ where $|\cdot|$ is the $H$ norm. $p_{i}^{\prime}$ is similarly characterized. But writing $y=u+v$ where $u$ is in $K$ and $v$ is in $K^{\perp}$ we see that the functions $x \rightarrow\langle u, x\rangle$ and $x \rightarrow\langle v, x\rangle$ are independent with
respect to $\mu_{t}^{\prime} \times p_{t}^{\prime}$ and have mean zero and variance $t|u|^{2}$ and $t|v|^{2}$, respectively with respect to this measure. Hence the function $x \rightarrow\langle y, x\rangle$ is also normally distributed with respect to $\mu_{t}^{\prime} \times p_{t}^{\prime}$ with mean zero and variance $t\left(|u|^{2}+|v|^{2}\right)$ which equals $t|y|^{2}$. Thus $\mu_{i}^{\prime} \times p_{i}^{\prime}=p_{i}$.

Definition 2. An open set $V \subset B$ has a differentiable boundary if for each point $x$ in $\partial V$ there is a neighborhood $U$ of $x$ in $B$ and a continuously differentiable real-valued function $g$ defined in $U$ such that $g^{\prime}(x) \neq 0$ and such that $V \cap U=\{y: g(y)>0\}$.

We note that $g^{\prime}$ is the derivative of $g$ as a function defined in $B$, i.e., $d g(y+s z) /\left.d s\right|_{s=0}$ exists uniformly for $\|z\| \leqslant 1$.

Proposition 5. Let $V$ be an open set in $B$ which is either convex or has a differentiable boundary. Then $\partial V$ is an absolute null set.

Proof. Since $B$ is a separable metric space so is $\partial V$ and the latter is therefore a Lindelöf space. Hence it suffices to show that every point in $\partial V$ has a neighborhood in $\partial V$ which is an absolute null set for then $\partial V$ can be covered by a countable family of absolute null sets. Using the natural isomorphism of $H^{*}$ with $H$ we may and shall identify $B^{*}$ with a subset of $H$ and hence with a subset of $B$.

First assume $V$ is a convex nonempty open set. Let $x$ be a point in $\partial V$. Then the translated set $V-x$ is open and since $B^{*}$ is dense in $B$ there exists a nonzero vector $v$ in $B^{*} \cap(V-x)$. Then $x+v$ is in $V$ and there exists a strictly positive real number $\epsilon$ such that the ball $S=\{y:\|y-(x+v)\|<\epsilon\}$ is contained in $V$. We may choose $\epsilon<\|v\| / 2$. We show that the set $U$ which is the intersection of $\partial V$ with the ball $T \equiv\{y:\|y-x\|<\epsilon\}$ is an absolute null set. Thus for any vector $x_{0}$ in $B$ it must be shown that $p_{i}\left(x_{0}, U\right)=0$ for $t>0$. By translating $V$ if necessary we may assume $x_{0}=0$. Let $M$ be the null space in $B$ of the linear functional $v$ and let $K$ be the line in $B$ spanned by $v$. Then $B=M \oplus K$ and $p_{i}$ is a product measure in this Cartesian product decomposition of $B$. Thus $p_{i}=p_{i}^{\prime} \times \mu_{i}^{\prime}$ where $p_{i}^{\prime}$ is Wiener measure in $M$ and $\mu_{i}^{\prime}$ is Gauss measure on the line $K$. We assert that any line $k$ parallel to $K$ intersects $U$ in at most one point. For if $x_{1}$ and $x_{2}$ are two distinct points on $k$ lying in $U$ then, since $k$ is parallel to $v$ and intersects $T$, it also intersects $S$. Hence there is a third point $y$ on $k$ lying in $V$. But it is easily seen that $x_{1}$ or $x_{2}$ lies between the other two points since $S$ and $T$ are disjoint. Since $x_{1}$ and $x_{2}$ are in $\partial V$ and $y$ is not this is impossible. Thus $k \cap U$ consists of at most one point and therefore $\mu_{t}^{\prime}(k \cap U)=0$. Hence by Fubini's theorem $p_{t}(U)=0$.

Now suppose that $V$ has a differentiable boundary. If $x$ is in $\partial V$ and $U^{\prime}$ is a neighborhood of $x$ such that $V \cap U^{\prime}$ is given by $g>0$ where $g$ is a differentiable function defined in $U^{\prime}$ then letting $v=\operatorname{grad} g(x)$ and $M=$ kernel $v$ we have, upon identifying $H^{*}$ with $H, B=M \oplus \operatorname{span} v$. Moreover, for $y$ in $M$ we have $\partial g(\alpha v+y) / \partial \alpha \neq 0$ at $\alpha v+y=x$. Hence by the implicit function theorem there is a neighborhood $U^{\prime \prime}$ of $x$ such that for each $y$ in the projection of $U^{\prime \prime}$ into $M$ along $v$ the equation $g(\alpha v+y)=0$ has exactly one solution $\alpha$. In particular any line $k$ parallel to $v$ intersects $U^{\prime \prime} \cap \partial V$ in at most one point. The remainder of the proof is the same as that for convex sets.

Corollary 5.1. The distribution function of any measurable norm with respect to the normal distribution is continuous.

Proof. $\quad p_{1}(\{x:\|x\|=\lambda\})=0$ by Proposition 5 for any $\lambda>0$ and any measurable norm.

If $f$ is a bounded measurable complex valued function on $B$ we denote by $p_{t} f$ the function

$$
\begin{aligned}
\left(p_{t} f\right)(x) & =\int_{B} f(u) p_{t}(x, d u) \\
& =\int_{B} f(x+u) p_{t}(d u)
\end{aligned}
$$

when $t>0$. We put $p_{0} f=f$.
It is clear that if $f$ is bounded and continuous then so is $p_{i} f$.
Proposition 6. The operators $p_{t}, t \geqslant 0$ form a strongly continuous contraction semigroup on the Banach space $O l$ consisting of bounded uniformly continuous complex valued functions on $B$.

Proof. It is clear from the definition of $p_{t} f$ that if $f$ is in $C l$ so is $p_{t} f$ and that $\left|p_{i} f\right|_{\infty} \leqslant|f|_{\infty}$. Let $E$ be a tame set in $B$. Suppose that $E$ is based on the finite dimensional subspace $K$ of $B^{*}$. Adopting the notation of Remark 2.2 we may write $B=K \times L$ where $L$ is the annihilator of $K$. Then $E$ is a product: $E=F \times L$ where $F$ is a Borel set in $K$. Consequently, for any $x$ in $R, E-x$ depends only on the component of $x$ in $K: E-x=(F-Q x) \times L$. Thus $p_{t}(E-x)=\mu_{t}^{\prime}(F-Q x)$ from which it follows that $p_{t}(E-x)$ is continuous in $x$ in the strong $B$ topology and, moreover,

$$
\int_{B} p_{t}(E-x) p_{s}(d x)=\int_{K} \mu_{t}^{\prime}(F-y) \mu_{s}^{\prime}(d y)=\mu_{t+s}^{\prime}(F)=p_{t+s}(E)
$$

since, as is well-known, the measures $\mu_{i}^{\prime}$ in $K$ form a semigroup. Now the collection $\mathscr{F}$ of Borel sets $E$ for which $p_{t}(E-x)$ is a Borelmeasurable function on $B$ is clearly closed under monotone limits and complements and as has been noted includes all tame sets. Therefore $\mathscr{F}$ consists of all Borel sets in $B$. The same argument applies to the collection of all Borel sets for which the equation

$$
\int_{B} p_{t}(E-x) p_{s}(d x)=p_{t+s}(E)
$$

holds since both sides are countably additive set functions of $E$. Hence the last equation holds for all Borel sets $E$ in $B$. As in well known this implies that the operators $p_{t}$ form a semi group acting in the space of all bounded measurable functions on $B$ as well as in $\pi$.

In order to establish strong continuity we note that from (3) it follows that for any real number $a>0$,

$$
p_{t}(\{x:\|x\| \geqslant a\})=p_{1}\left(\left\{x:\|x\| \geqslant a t^{-1 / 2}\right\}\right)=o(1) \quad \text { as } \quad t \rightarrow 0
$$

Hence if $f$ is in $O t$ and if $\|y\|<\delta$ implies $|f(x+y)-f(x)|<\epsilon$ for all $x$ then

$$
\begin{aligned}
\left|\left(p_{t} f\right)(x)-f(x)\right| & =\left|\int_{B}(f(x+y)-f(x)) p_{t}(d y)\right| \\
& \leqslant \int_{\|y\|<\delta} \epsilon p_{t}(d y)+\int_{\|y\| \geqslant \delta}|f(x+y)-f(x)| p_{t}(d y) \\
& \leqslant \epsilon+2|f|_{\infty} p_{t}(\{y:\|y\| \geqslant \delta\}) .
\end{aligned}
$$

Thus $\left|p_{t} f-f\right|_{\infty} \leqslant 2 \epsilon$ for all sufficiently small $t$ and strong continuity is established.

Remark 2.3. It follows from [18, Theorem 2] that if the measures $p_{t}$ satisfy

$$
\begin{equation*}
p_{t}(\{x:\|x\| \geqslant \delta\})=o(t), \quad t \downarrow 0 \tag{5}
\end{equation*}
$$

for all real numbers $\delta>0$, then there exists a Markov process with state-space $B$ and transition functions $p_{t}(x, A)$ and having continuous sample paths and which starts at the origin of $B$. In one of our main results (Theorem 3) and elsewhere we shall have to assume that the $B$ norm is in $L^{2}\left(p_{1}\right)$. This implies (5) since

$$
\lambda^{2} p_{1}(\|x\| \geqslant \lambda) \leqslant \int_{\|x\| \geqslant \lambda}\|x\|^{2} p_{1}(d x)=o(1) \quad \text { as } \quad \lambda \rightarrow \infty
$$

so that by (3)

$$
p_{t}(\|x\| \geqslant \delta)=p_{1}\left(\|x\| \geqslant \delta t^{-1 / 2}\right)=o\left(\left(\delta t^{-1 / 2}\right)^{-2}\right)=o(t) \quad \text { as } \quad t \downarrow 0 .
$$

All measurable norms known to us (see [9]) are in $L^{2}\left(p_{1}\right)$. In any case, Varadhan has pointed out to us that methods established in [23] can be modified to prove that (5) holds for any measurable norm. In the remainder of this paper we shall therefore use the validity of (5) for the measurable norm $\|\cdot\|$. Thus the measures $p_{i}(x, \cdot)$ are the transition functions for a Markov process with continuous sample paths starting at the origin in $B$. In view of the translation invariance of the $p_{t}(x, A)$, the process may be described as follows. Let $\Omega$ be the space of continuous functions $\omega$ on $[0, \infty)$ with values in $B$ and such that $\omega(0)=0$. Then there is a unique probability measure $\mathscr{P}$ on the $\sigma$-field in $\Omega$ generated by the functions $\omega \rightarrow \omega(t)$ for $t>0$ with the property that if $0=t_{0}<t_{1}<\cdots<t_{n}$ then $\omega\left(t_{j}\right)-\omega\left(t_{j-1}\right)$, $j=1, \ldots, n$ are independent and the $j$ th one is distributed in $B$ according to $p_{t_{j}-t_{j-1}}(\cdot)$. We denote expectation with respect to $\mathscr{P}$ by $E[$ ] and put $W(t)(\omega)=\omega(t)$. Thus $W(t)$ may be called a Wiener process with state space $B$. The corresponding Brownian motion starting at $x$ is $x+W(t)$. Thus $\mathscr{P}(x+W(t) \in A)-p_{t}(x, A)$ when $A$ is a Borel set in $B$. We use the notation established in this remark in the remainder of the paper.

Let $V$ be an open set in $B$. We denote by $\tau_{x}(\omega)$ the first exit time from $V$ starting at $x$, i.e.,

$$
\tau_{x}(\omega)=\inf \{t \geqslant 0: x+W(t)(\omega) \notin V\}
$$

and by $\tau_{x}^{\prime}(\omega)$ the first exit time from $V$ after time +0 , i.e.,

$$
\tau_{x}^{\prime}(\omega)=\inf \{t>0: x+W(t)(\omega) \notin V\}
$$

Then $\tau$ and $\tau^{\prime}$ are measurable functions from $B \times \Omega$ to $[0, \infty]$ (cf. [12]). A point $x$ in the boundary of $V$ is called a regular point if $\mathscr{P}\left(\tau_{x}^{\prime}=0\right)=1$.

Many of the standard theorems concerning the relation of Markov processes to potential theory are derived under the assumption that the operators $p_{i}$ take the bounded measurable functions into continuous functions. This assumption does not hold for the process under consideration in view of Proposition 2. Nevertheless under mild regularity assumptions on the boundary of $V$ it is easy to show (cf. Corollary 1.1 below) that generalized solutions of the Dirichlet problem $\Delta u=0$ for $V$ exist where $\Delta$ denotes here the characteristic
operator of the process. The regularity assumption on $\partial V$ that will be made is the infinite-dimensional analog of Poincare's cone condition.

Definition 3. A cone in $B$ with vertex $x$ is the closed convex hull of the set consisting of $x$ and a ball $B_{r}(y)=\{z:\|z-y\| \leqslant r\}$ of positive radius $r$, not containing $x$. An open set $V \subset B$ is called strongly regular at a point $x$ in $\partial V$ if there is a cone $K$ in $B$ with vertex $x$ such that $V \cap K$ is empty. $V$ is strongly regular if it is strongly regular at each of its boundary points.

Proposition 7. Let $x$ be a point in the boundary of an open set $V \subset B$. If $V$ is strongly regular at $x$ then $x$ is a regular point of $V$. Moreover for any number $\delta>0, \mathscr{P}(x+W(t) \in \bar{D}, 0<t \leqslant \delta)=0$.

Proof. The proof of the first asscrtion is identical to one of the standard finite-dimensional proofs given some background facts. We include it here for completeness. We have $\mathscr{P}\left(\tau_{x}^{\prime}>0\right)$ is equal to zero or one by the zero-one law. Since $\mathscr{P}\left(\tau_{x}^{\prime}>0\right)=\lim _{t \downarrow 0} \mathscr{P}\left(\tau_{x}^{\prime}>t\right)$, it suffices to show that $\lim _{t \downarrow 0} \mathscr{P}\left(\tau_{x}^{\prime}>t\right)<1$. But for $t>0$,

$$
\left\{\omega: \tau_{x}^{\prime}(\omega)>t\right\} \subset\{\omega: x+W(t) \in V\}
$$

Hence

$$
\begin{aligned}
\mathscr{P}\left(\tau_{x}^{\prime}>t\right) & \leqslant \mathscr{P}(x+W(t) \in V) \\
& \leqslant \mathscr{P}(x+W(t) \notin K) \\
& =1-\mathscr{P}(x+W(t) \in K) \\
& =1-p_{t}(x, K)
\end{aligned}
$$

Therefore it suffices to prove that $\lim _{\sup _{t \rightarrow 0} p_{t}(x, K)>0 \text {. But by }}$ Eq. (3) $p_{1}(x, K)=p_{1}\left((K-x) t^{-1 / 2}\right) \geqslant p_{1}(K-x)$ for $t \leqslant 1$. Since $K-x$ has a nonempty interior $p_{1}(K-x)>0$ by Corollary 4 of [11]. This establishes the first part of the proposition.
In order to prove the second assertion we suppose that $K$ is the convex hull of $\left\{y:\left\|y-x_{0}\right\| \leqslant r\right\} \cup\{x\}$. Let $0<r_{1}<r$ and let $K_{1}$ be the convex hull of $\left\{y:\left\|y-x_{0}\right\| \leqslant r_{1}\right\} \cup\{x\}$. Let $V_{1}$ be the complement of $K_{1}$. Then $x$ is in $\partial V_{1}$ and is the vertex of the cone $K_{1}$ which is itself disjoint from $V_{1}$. Hence by the first part of this proposition almost every path starting at $x$ goes outside of $V_{1}$, i.e., enters $K_{1}$ at some time strictly between 0 and $\delta$. But $K_{1}$ is contained in the complement of $\bar{V}$ except for the point $x$. Hence the second assertion of the proposition will follow once it is shown that almost no
path returns to $x$ up to time $\delta$. This follows however from the corresponding fact in two dimensions. For if $y_{1}$ and $y_{2}$ are in $B^{*}$ and are orthonormal as elements of $H^{*}$ then the map

$$
t, \omega \rightarrow\left(\left\langle y_{1}, x+W(t)(\omega)\right\rangle,\left\langle y_{2}, x+W(t)(\omega)\right\rangle\right)
$$

is a two-dimensional Brownian motion which as is well known (see, e.g., [4]) returns to ( $\left\langle y_{1}, x\right\rangle,\left\langle y_{2}, x\right\rangle$ ) with probability zero.

Remark 2.4. Instead of using a cone $K$ with a nonempty interior in the first part of Proposition 7 one can also use certain compact cones. For let $\|\cdot\|_{1}$ be a measurable norm on $H$ which dominates the $B$ norm. Then the closure, $C$, in $B$ of $\left\{x \in H:\|x\|_{1} \leqslant r\right\}$ is a set of positive $p_{1}$ measure by Corollary 2 of [11]. If $K^{\prime}$ is the closed convex hull of $C \cup\{y\}$ where $y$ is a point not in $C$ then any translate of $K^{\prime}$ can be used in place of $K$ in Proposition 7 to establish regularity of a boundary point. There is no change in the proof. Now if $\left\|\|_{1}\right.$ is sufficiently strong then $C$ and hence $K^{\prime}$ will be compact in $B$ and will therefore have an empty interior. Such strong measurable norms $\|\cdot\|_{1}$ always exist by Lemma 2 of [11]. We shall not use such cones in this paper since our methods will require the cone to have a nonempty interior.

Theorem 1. Let $V$ be an open set in $B$ which is strongly regular. Suppose also that $\partial V$ is an absolute null set. If $f$ is a bounded continuous function on $B$ then so is the function

$$
\left(q_{t} f\right)(x)=E\left[f(x+W(t)) \chi_{\tau_{x}>t}\right], \quad t \geqslant 0
$$

The operators $q_{t}$ form a semigroup acting in the space of bounded measurable functions on $B$. The semigroup leaves invariant the Banach space $\pi_{0}$ of bounded continuous functions on $B$ which vanish on the complement of $V$. If $f$ is in $a_{0}$ and is in addition uniformly continuous then $q_{t} f \rightarrow f$ uniformly as $t \rightarrow 0$.

Lemma 1.1. If $V$ is a strongly regular open set in $B$ then for each point $x_{0}$ in $B$ there is a null set $N_{x_{0}} \subset \Omega$ such that $\tau_{x}(\omega)$ is continuous at $x_{0}$ for each $\omega$ not in $N_{x_{0}}$.

Proof. Even with no restrictions on the open set $V \tau_{x}(\omega)$ is lower semicontinuous for every continuous path $\omega$ since if $\tau_{x_{0}}(\omega)=t>0$ then for a given number $\epsilon>0$ with $\epsilon<t$ the path $\left\{x_{0}+W(s, \omega): 0 \leqslant s \leqslant t-\epsilon\right\}$ is a compact set contained in $V$
and is therefore bounded away from the complement of $V$ by $\delta$, say. Hence if $\left\|x-x_{0}\right\|<\delta$ then the set $\{x+W(s, \omega): 0 \leqslant s \leqslant t-\epsilon\}$ is contained in $V$. Thus $\tau_{x}(\omega) \geqslant t-\epsilon$ when $\left\|x-x_{0}\right\|<\delta$ so that $\lim \inf _{x \rightarrow x_{0}} \tau_{x}(\omega) \geqslant \tau_{x_{0}}(\omega)$. If $t=0$ then the last equation holds trivially and if $t=\infty$ then a similar argument shows that $\lim \inf _{x \rightarrow x_{0}} \tau_{x}(\omega) \geqslant M$ for all $M$. Let

$$
N_{x_{0}}=\bigcup\left\{\omega \in \Omega^{\prime}: x_{0}+W\left(s+\tau_{x_{0}}(\omega), \omega\right) \in \tilde{V}, 0 \leqslant s \leqslant \epsilon\right\}
$$

where the union is taken over all rational numbers $\epsilon>0$ and $\Omega^{\prime}=\left\{\omega: \tau_{x_{0}}(\omega)<\infty\right\}$. If $\omega$ is not in $N_{x_{0}}$ then either $\tau_{x_{0}}(\omega)=\infty$, in which case lim $\sup _{x \rightarrow x_{0}} \tau_{x}(\omega) \leqslant \tau_{x_{0}}(\omega)$ so that $\tau_{x}(\omega)$ is continuous at $x_{0}$ (in the usual sense for $[0, \infty]$ valued functions), or else for every positive rational number $\epsilon$ there is a number $s$ with $0 \leqslant s \leqslant \epsilon$ such that the point $x_{0}+W\left(s+\tau_{x_{0}}(\omega), \omega\right) \notin \bar{V}$. If $\delta$ is the distance of this point from $\bar{V}$ then $\left\|x-x_{0}\right\|<\delta$ implies that $x+W\left(s+\tau_{x_{0}}(\omega), \omega\right) \notin \bar{V}$. Hence $\tau_{x}(\omega) \leqslant \tau_{x_{0}}(\omega)+\epsilon$ whenever $\left\|x-x_{0}\right\|<\delta$. Therefore $\lim \sup _{x \rightarrow x_{0}} \tau_{x}(\omega) \leqslant \tau_{x_{0}}(\omega)$ and $\tau_{x}(\omega)$ is continuous at $x_{0}$. Thus it remains to show that $\mathscr{\mathscr { P }}\left(N_{x_{0}}\right)=0$.

Now if $\mathscr{P}\left(\Omega^{\prime}\right)=0$ then $\mathscr{P}\left(N_{x_{0}}\right)=0$. So assume $\mathscr{P}\left(\Omega^{\prime}\right)>0$. Let $\mathscr{P}^{\prime}(A)=\mathscr{P}(A) / \mathscr{P}\left(\Omega^{\prime}\right)$ when $A$ is a measurable subset of $\Omega^{\prime}$. Then ( $\Omega^{\prime}, \mathscr{P}^{\prime}$ ) is a probability space and we assert that the random variable $Y(\omega)=x_{0}+W\left(\tau_{x_{0}}(\omega), \omega\right)$ over $\Omega^{\prime}$ is independent of the process $W^{\prime}(s, \omega)=W\left(s+\tau_{x_{0}}(\omega), \omega\right)-W\left(\tau_{x_{0}}(\omega), \omega\right)$ which is also defined over $\Omega^{\prime}$. That is, for any finite set $s_{1}, \ldots, s_{n} Y$ is independent of $\left(W^{\prime}\left(s_{1}\right), \ldots, W^{\prime}\left(s_{n}\right)\right)$ which takes values in $B \times B \times \cdots \times B$ ( $n$ factors). Moreover $W^{\prime}(s)$ is a Wiener process in $B$. The proof of these assertions is exactly the same as the proof of Theorem 2.5 of [12] which deals with the case in which $H$ (and consequently $B$ ) is finitedimensional. We need only remark that the set $A$ used in Section 2.9 of the proof of Theorem 2.5 should be taken to be a set of the form

$$
\left\{\omega \in \Omega: \beta_{i j} \leqslant\left\langle y_{j}, \omega\left(\tau_{i}\right)\right\rangle \leqslant \gamma_{i j}, 1 \leqslant i \leqslant k, 1 \leqslant j \leqslant n, \tau_{i}>0\right\}
$$

where $n$ is arbitrary and $y_{1}, \ldots, y_{n}$ are in $B^{*}$ and are orthonormal in the $H^{*}$ inner product.

Now for every positive rational number $\epsilon$

$$
\begin{aligned}
& \mathscr{P}\left(\Omega^{\prime}, x_{0}+W\left(s+\tau_{x_{0}}(\omega), \omega\right) \in \tilde{V}, 0 \leqslant s \leqslant \epsilon\right) \\
& =\mathscr{P}\left(\Omega^{\prime}\right) \mathscr{P}^{\prime}\left(Y+W^{\prime}(s) \in \bar{V}, 0 \leqslant s \leqslant \epsilon\right) .
\end{aligned}
$$

Let $H\left(x_{0}, A\right)=\mathscr{P}^{\prime}(Y \in A)$ be defined for the Borcl sets of $\partial V . Y$
clearly takes its values in $\partial V$. Then standard arguments involving the separability of the process $W^{\prime}$ and independence of it from $Y$ vield

$$
\begin{gathered}
\mathscr{P}^{\prime}\left(Y+W^{\prime}(s) \in \bar{V}, 0 \leqslant s \leqslant \epsilon\right) \\
=\int_{\partial V} \mathscr{P}^{\prime}\left(u+W^{\prime}(s) \in \bar{V}, 0 \leqslant s \leqslant \epsilon\right) H\left(x_{0}, d u\right) .
\end{gathered}
$$

However by Proposition 7 and the hypotheses of this Lemma,

$$
\mathscr{P} \mathscr{P}^{\prime}\left(u+W^{\prime}(s) \in \bar{V}, 0 \leqslant s \leqslant \epsilon\right)=0 \quad \text { for every } \quad u \text { in } \partial V .
$$

Hence $\left\{\omega \in \Omega^{\prime}: x_{0}+W\left(s+\tau_{x_{0}}(\omega), \omega\right) \in \bar{V}, 0 \leqslant s \leqslant \epsilon\right\}$ is a set of $\mathscr{P}$ measure zero and since $N_{x_{0}}$ is a countable union of such sets $\mathscr{P}\left(N_{x_{0}}\right)=0$. This concludes the proof of Lemma 1.1.

Proof of Theorem. Suppose that $f$ is bounded and continuous on $B$ and $x_{0}$ is a point of $B$. For $t>0$

$$
\mathscr{P}\left(\tau_{x_{0}}(\omega)=t\right) \leqslant \mathscr{P}\left(x_{0}+W(t) \in \partial V\right)=p_{t}\left(x_{0}, \partial V\right)=0 .
$$

Thus if $N_{x_{0}}$ is the set given in Lemma 1.1 then $\mathscr{P}\left(N_{x_{0}} \cup\left\{\tau_{x_{0}}=t\right\}\right)=0$. On the complement of $N_{x_{0}} \cup\left\{\tau_{x_{0}}=t\right\}$ the function $\chi_{\tau_{x}>t}(\omega)$ is easily seen to be continuous in $x$ at $x=x_{0}$. Hence if $x_{n} \rightarrow x_{0}$ then

$$
\left(q_{t} f\right)\left(x_{n}\right)=E\left[f\left(x_{n}+W(t)\right) \chi_{\tau_{x_{n}>t}}\right] \rightarrow\left(q_{t} f\right)\left(x_{0}\right) \quad \text { as } \quad n \rightarrow \infty
$$

by the dominated convergence theorem, showing $q_{1} f$ is continuous on $B$.

It is well known that the $q_{t}, t \geqslant 0$, form a semigroup. If $f$ is a bounded continuous function on $B$ then $q_{t} f$ is zero on the complement of $V$ for $t \geqslant 0$ since $\tau_{x}=0$ for $x$ not in $V$. Finally if $f$ is bounded, uniformly continuous and zero on the complement of $V$ then $q_{t} f \rightarrow f$ uniformly as $t \downarrow 0$ since

$$
\begin{aligned}
& \left|\left(q_{t} f\right)(x)-f(x)\right| \leqslant\left|E\left[\{f(x+W(t))-f(x)\} \chi_{\tau_{x}>t}\right]\right| \\
& \quad+\left|f(x) E\left[\chi_{\tau_{x}>t}-1\right]\right| \\
& \leqslant E[|f(x+W(t))-f(x)|]+|f(x)| E\left[\chi_{\tau_{x} \leqslant t} \leqslant\right.
\end{aligned}
$$

The first term goes to zero uniformly as $t \downarrow 0$ by Proposition 6. Given a number $\epsilon>0$ choose a number $\delta>0$ such that $|f(x)-f(y)|<\epsilon$ whenever $\|x-y\|<\delta$. Thus if the distance from $x$ to $\partial V$ is less than $\delta$ then $|f(x)|<\epsilon$. If $x$ is in $V$ and the
distance from $x$ to $\partial V$ is greater or equal to $\delta$ then writing $S_{\delta}(x)=\{z:\|z-x\|<\delta\}$ we have $\mathscr{P}\left(\tau_{x} \leqslant t\right) \leqslant \mathscr{P}\left(x+W(s) \notin S_{\delta}(x)\right.$ for some $s$ in $[0, t])=\mathscr{P}\left(W(s) \notin S_{\delta}(0)\right.$ for some $s$ in $\left.[0, t]\right) \rightarrow 0$ uniformly in $x$ as $t \downarrow 0$. Thus in either case $|f(x)| E\left[\chi_{\tau_{x} \leqslant t}\right]<\epsilon$ for all sufficiently small $t$ and all $x$ in $V$. This concludes the proof of the theorem.

The following is a corollary of Lemma 1.1.
Corollary 1.1. Let $V$ be an open set in $B$. Let $a$ be in $\partial V$ and suppose $V$ is strongly regular at a. Let $\varphi$ be a bounded measurable function on $\partial V$. If $\varphi$ is continuous at a and if

$$
u(x)-E\left[\varphi\left(x+W\left(\tau_{x}\right)\right) \chi_{\tau_{x}<\infty}\right], \quad x \in V,
$$

then

$$
\lim _{x \rightarrow a, x \in V} u(x)=\varphi(a)
$$

Proof. Let $K$ be a cone with vertex $a$ which is disjoint from $V$. Let $T_{x}$ be the first exit time from the complement $K^{\prime}$ of $K$. Since $V \subset K^{\prime}$ there holds $\tau_{x}(\omega) \leqslant T_{x}(\omega)$ for all $\omega$. It is easily seen that $K^{\prime}$ is strongly regular. Since $T_{a}(\omega)=0$ for all $\omega$ it is a consequence of Lemma 1.1 that $\lim _{x \rightarrow a} T_{x}(\omega)=0$ with probability one. Hence $\lim _{x \rightarrow a} \tau_{x}(\omega)=0$ with probability one also. Thus if $x_{n}$ is a sequence in $V$ with $x_{n} \rightarrow a$ then $x_{n}+W\left(\tau_{x_{n}}\right) \rightarrow a$ with probability one and $\chi_{\tau x_{n}<\infty} \rightarrow 1$ with probability one and the corollary now follows from the dominated convergence theorem.

Corollary 1.2. If $V$ is strongly regular and $\varphi$ is a boundedcontinuous function on $\partial V$ then the function $u(x)$ given in the preceding corollary is continuous on $V$ and equals $\varphi$ on $\partial V$.

Proof. The corollary follows immediately from the a.e. continuity of $\tau_{x}$.

Remark 2.5. Theorem 1 shows that, when $V$ is strongly regular, the semigroup $q_{t}$ acts in the space $C(\bar{D})$ of bounded continuous functions on $V$ vanishing on $\partial V$. For a function $f$ in $C(\bar{V})$ it is easily seen that $q_{t} f \rightarrow f$ pointwise as $t \downarrow 0$. However it need not necessarily converge uniformly and $q_{t}$ is therefore not strongly continuous on $C(\bar{V})$. The largest subspace, $\mathscr{M}$, of $C(\bar{V})$ on which $q_{t}$ is strongly continuous includes the uniformly continuous functions of $C(\bar{D})$ along with some others (e.g., functions which are uniformly continuous with respect to a strictly stronger measurable norm than the $B$
norm.) Although $\mathscr{M}$ is invariant under the semigroup $q_{t}$ it seems doubtful that the space of uniformly continuous functions is invariant under the $q_{t}$ without further restrictions on $V$.

Remark 2.6. Corollary 1.2 shows that the usual stochastic solution of the Dirichlet problem actually assumes its correct boundary values and is continuous in $V$.

## 3. The Genfratrzed Laplacian and B-Smooth Functions

Consider a real valued function $u$ defined in an open set $V$ of the abstract Wiener space $B$. If $x$ is a point of $V$ there are three relevant senses in which $u$ may possess a Frechet derivative at $x$. As a function defined in $B$ its Frechet derivative at $x$ is the element $y$ of $B^{*}$ determined by $|u(x+z)-u(x)-\langle y, z\rangle|=o(\|z\|)$ for small $z$ in $B$. If, however, one restricts $u$ to the coset $x+H$ of $H$ then one obtains a function $v(h)=u(x+h)$ defined in a neighborhood of the origin in $H$. The Frechet derivative of $v$ at 0 is an element $y^{\prime}$ of $H^{*}$ such that $\left|u(x+h)-u(x)-\left\langle y^{\prime}, h\right\rangle\right|=o(|h|)$ for small $h$ in $H$. We shall refer to $y^{\prime}$ as the derivative of $u$ at $x$ in $H$ directions and we shall say that $u$ is $H$ differentiable at $x$ if such a vector $y^{\prime}$ exists. Clearly, since the $H$ norm is stronger than the $B$ norm, the derivative of $u$ at $x$ in $H$ directions will exist when the derivative of $u$ at $x$ in $B$ directions exists and they will then be equal. Finally, by virtue of the existence of continuous injections $B^{*} \rightarrow I I^{*} \rightarrow I I \rightarrow B$, we may also regard $B^{*}$ as a subset of $B$, in which case the restriction of $u$ to $x+B^{*}$ defines a function on a neighborhood of the origin in $B^{*}$. Its Frechet derivative is an element of $B^{* *}$. Differentiability in this sense is weaker than in the other two senses. We shall be primarily interested in differentiability in $H$ and $B$ directions. Similar considerations apply to higher derivatives. The second $H$-derivative of $u$ at $x$ will be denoted by $D^{2} u(x) . D^{2} u(x)$ will always denote a bounded operator from $H$ into $H$.

Suppose that $u$ is $B$ differentiable in a neighborhood $V$ of a point $x$. Its derivative $u^{\prime}$ is then a function from $V$ to $B^{*}$. Suppose further that $u^{\prime}$ is $B$ differentiable at $x$. Its derivative $u^{\prime \prime}(x)$ is a bounded linear operator from $B$ to $B^{*}$. Since $H \subset B$ and $B^{*} \subset H^{*}$, the restriction of $u^{\prime \prime}(x)$ to $H$ may be regarded, upon identifying $H^{*}$ with $H$, as a bounded linear operator from $H$ into $H$ and it is clear that the operator so obtained is exactly $D^{2} u(x)$. By Corollary 5 of [11] the symmetric part of $D^{2} u(x)$ is therefore a trace class operator on $H$ and since $D^{2} u(x)$ is
symmetric it is trace class. We shall use this fact in the next proposition.

Not only are there several senses of differentiability for a function on $B$ but also there are several senses of continuity of which we shall need two. If $x$ is in $B$ but not in $H$, put $|x|=+\infty$. Then in addition to the $B$ topology on $B$, whose basic neighborhoods of $x$ are of the form $\{z \in B:\|z-x\|<\epsilon\}$, there is also the $H$ topology whose basic open neighborhoods of a point $x$ in $B$ are of the form $\{z \in B:|z-x|<\epsilon\}$. Clearly, the last neighborhood is contained in the coset $x+H$ of $H$. A function which is continuous with respect to one of these topologies will be called $B$-continuous or $H$-continuous, respectively. Of course a function which is $H$-differentiable at $x$ is $H$-continuous at $x$ but not necessarily $B$-continuous at $x$.

Denote by $L\left(B, B^{*}\right)$ the space of all bounded linear operators from $B$ to $B^{*}$. Define the weak operator topology on $L\left(B, B^{*}\right)$ to be the weakest topology which for every $y$ and $z$ in $B$ makes the function $A \rightarrow\langle A y, z\rangle$ continuous. Let $L_{s}$ be the subspace of $L\left(B, B^{*}\right)$ consisting of those operators $A$ whose restriction to $H$ is symmetric. $L_{s}$ is a closed subspace of $L\left(B, B^{*}\right)$ in operator norm since the $L\left(B, B^{*}\right)$ norm of $A$ dominates the $L(H, H)$ norm of $A \mid H$. Since $A \mid H$ is a trace class operator for every operator $A$ in $L_{s}$ a simple application of the closed graph theorem shows that the trace class norm of $A \mid H$ is dominated by a constant times the $L\left(B, B^{*}\right)$ norm of $A$.

Proposition 8. Assume $\|\cdot\|$ is in $L^{2}\left(p_{1}(d x)\right)$. Let u be a bounded measurable function on $B$. Suppose that in a neighborhood $V$ of a point $x$ $u^{\prime}$ and $u^{\prime \prime}$ exist, $u^{\prime \prime}$ is bounded and the map $u^{\prime \prime}: V \rightarrow L\left(B, B^{*}\right)$ is $B$ continuous at $x$ in the weak operator topology. Then

$$
\begin{equation*}
\lim _{t \downarrow 0} \frac{\left(p_{t} u\right)(x)-u(x)}{t}=\frac{1}{2} \operatorname{trace}\left[D^{2} u(x)\right] . \tag{6}
\end{equation*}
$$

Moreover, if $V=B, u$ is uniformly $B$ continuous on $B$, and $u^{\prime \prime}: B \rightarrow L\left(B, B^{*}\right)$ is uniformly $B$ continuous in the weak operator topology, then $u$ is in the domain of the infinitesimal generator of the semigroup $p_{t}$ and the limit in (6) holds uniformly.

Proof. Let $T$ be a closed ball of radius $a$ with center $x$ and contained in $V$. The function $u(x+s y)$ is a twice differentiable function of $s$ on the interval $[0,1]$ when $\|y\| \leqslant a$ with

$$
\frac{d u(x+s y)}{d s}=\left\langle u^{\prime}(x+s y), y\right\rangle \quad \text { and } \quad \frac{d^{2} u(x+s y)}{d^{2} s}=\left\langle u^{u}(x+s y) y, y\right\rangle
$$

Since the second derivative is bounded, the first derivative is absolutely continuous and two integrations by parts yield

$$
\begin{equation*}
u(x+y)=u(x)+\left\langle u^{\prime}(x), y\right\rangle+\int_{0}^{1}(1-s)\left\langle u^{\prime \prime}(x+s y) y, y\right\rangle d s \tag{7}
\end{equation*}
$$

for $\|y\| \leqslant a$. Now since $u$ is bounded, say $|u(z)| \leqslant M$, there holds

$$
\begin{aligned}
\frac{p_{t} u(x)-u(x)}{t}= & \frac{1}{t} \int_{B}\{u(x+y)-u(x)\} p_{t}(d y) \\
= & \frac{1}{t} \int_{\|y\| \leqslant a}\{u(x+y)-u(x)\} p_{t}(d y) \\
& +\frac{1}{t} \int_{\|y\|>a}\{u(x+y)-u(x)\} p_{t}(d y) .
\end{aligned}
$$

The second term is dominated by $2 M t^{-1} p_{t}(\|y\|>a)$, which goes to zero as $t \downarrow 0$ and uniformly in $x$ when relevant. (See Remark 2.3.) Apply (7) to the integrand in the first term of the last line. Since the measure $p_{i}$ is even and $\{y:\|y\| \leqslant a\}$ is symmetric while $\left\langle u^{\prime}(x), y\right\rangle$ is an odd function,

$$
\int_{\|y\| \leqslant a}\left\langle u^{\prime}(x), y\right\rangle p_{t}(d y)=0 .
$$

Hence

$$
\begin{aligned}
& \lim _{t \downarrow 0} \frac{p_{t} u(x)-u(x)}{t}=\lim _{t \downarrow 0} \int_{0}^{1}(1-s) \int_{\|y\| \leqslant a}\left\langle u^{\prime \prime}(x+s y) y, y\right\rangle t^{-1} p_{t}(d y) d s \\
&=\frac{1}{2} \lim _{t \downarrow 0} \int_{\|y\| \leqslant a}\left\langle u^{\prime \prime}(x) y, y\right\rangle t^{-1} p_{t}(d y) \\
&+\lim _{t \downarrow 0} \int_{0}^{1}(1-s) \int_{\|y\| \leqslant a}\left\langle\left\{u^{\prime \prime}(x+s y)-u^{\prime \prime}(x)\right\} y, y\right\rangle t^{-1} p_{t}(d y) d s \\
&=\frac{1}{2} \lim _{t \downarrow 0} \int_{\|y\| \| \leqslant a t^{-1 / 2}}\left\langle u^{\prime \prime}(x) y, y\right\rangle p_{1}(d y) \\
&+\lim _{t \downarrow 0} \int_{0}^{1}(1-s) \int_{\|y\| \leqslant a t^{-1 / 2}}\left\langle\left\{u^{\prime \prime}\left(x+s t^{1 / 2} y\right)-u^{\prime \prime}(x)\right\} y, y\right\rangle p_{1}(d y) d s,
\end{aligned}
$$

where the last equality is obtained by replacing $y$ by $t^{1 / 2} y$ and using (3). If $\sup _{z \in Y}\left\|u^{\prime \prime}(z)\right\|=N$, then the integrand in the last term is dominated by $2 N\|y\|^{2}$, which is integrable over all of $B$ with respect to $p_{1}$. For each $y$ the integrand converges to zero as $t \rightarrow 0$, by the weak continuity of $u^{\prime \prime}$ at $x$. Thus the last term converges to zero as $t \rightarrow 0$.

Moreover, if $u^{\prime \prime}(z)$ is uniformly continuous on $B$ into $L\left(B, B^{*}\right)$ with the weak operator topology, then the convergence to zero is uniform in $x$ because, for each $y$ in $B$ and each $s$, and any countable dense set $\left\{x_{n}\right\}$ in $B$,

$$
\begin{aligned}
& \sup _{n}\left|\left\langle\left\{u^{\prime \prime}\left(x_{n}+s t^{1 / 2} y\right)-u^{\prime \prime}\left(x_{n}\right)\right\} y, y\right\rangle\right| \\
& =\sup _{x \in B}\left|\left\langle\left\{u^{\prime \prime}\left(x+s t^{1 / 2} y\right)-u^{\prime \prime}(x)\right\} y, y\right\rangle\right|
\end{aligned}
$$

by continuity in $x$, so that the last sup is a measurable function of $y$ and $s$ and converges to zero for each $y$ and $s$ as $t \downarrow 0$ while remaining dominated by $2 N\|y\|^{2}$.

Finally,

$$
\lim _{t i 0} \int_{\| y y \mid \leqslant a t^{-1 / 2}}\left\langle u^{\prime \prime}(x) y, y\right\rangle p_{1}(d y)=\int_{B}\left\langle u^{\prime \prime}(x) y, y\right\rangle p_{1}(d y)
$$

by dominated convergence. By Corollary 3 of [11] and Lemma 1.2 of [8] applied to the positive and negative parts of $D^{2} u(x)$, this integral is trace $D^{2} u(x)$. Moreover, the convergence is uniform on $B$ when $u^{\prime \prime}$ is bounded since the integral for positive $t$ differs from the limit by at most

$$
N \int_{\|y\|>a t^{-1 / 2}}\|y\|^{2} p_{1}(d y) .
$$

Thus, for the second part of the proposition, the convergence of all terms has been established to be uniform on $B$ and thus, in particular, trace $\left[D^{2} u(x)\right]$ is a bounded uniformly continuous function and $u$ is in the domain of the infinitesimal generator of the semigroup $p_{t}$.

Remark 3.1. In a general Banach space, the functions which are twice continuously differentiable do not constitute a very large set of functions. The works [1], [13], [24] show in particular that for many separable Banach spaces $B$ the bounded continuously differentiable functions on $B$ are not dense in the space of bounded uniformly continuous functions. In fact for some spaces, including classical Wiener space, there exists no nonzero differentiable function with bounded support.

Definition 4. Let $\tau_{x}^{(r)}$ be the first exit time for the Brownian motion starting at $x$ from the open ball of radius $r$ in $B$ with center $x$.

Let $f$ be a Borel-measurable function defined in a neighborhood of the point $x$. The generalized Laplacian of $f$ at the point $x$ is defined by

$$
\Delta f(x)=2 \lim _{r i 0} \frac{E\left[f\left(x+W\left(\tau_{x}^{(r)}\right)\right)\right]-f(x)}{E\left[\tau_{x}^{r(r)}\right]}
$$

when it exists.
Remark 3.2. The existence of $\Delta f(x)$ means, in particular, that $E\left[f\left(x+W\left(\tau_{x}^{(r)}\right)\right)\right]$ is finite for all sufficiently small $r$.

Remark 3.3. $E\left[\tau_{x}^{(r)}\right]$ is clearly not zero since $\tau_{x}^{r}(\cdot)$ is a strictly positive function on $\Omega$. Moreover, $E\left[\tau_{x}^{(r)}\right]$ is also finite. In fact, for any bounded open set $V$ in $B$ and any $x$ in $B, E\left(\tau_{x}\right)<\infty$ when $\tau_{x}$ is the first exit time from $V$ starting at $x$. This follows by a standard technique (see [5, p. 112]) once it is known that for some $t \sup _{x \in B} \mathscr{P}\left(\tau_{x}>t\right)<1$. But for $x$ not in $V \mathscr{P}\left(\tau_{x}>t\right)=0$ and for $x$ in $V \mathscr{P}\left(\tau_{x}>t\right) \leqslant p_{t}(x, V) \leqslant p_{t}(\{y:\|y\| \leqslant d\})<1$ where $d$ is the diameter of $V$.

We shall also need the dependence of $E\left[\tau_{x}^{(r)}\right]$ on $r$. By (3), the process $W^{\prime}(t)=r^{-1} W\left(t r^{2}\right)$ has the same transition functions as the process $W(t)$ and is clearly a Wiener process. Hence

$$
\begin{aligned}
\mathscr{P}\left(\tau_{x}^{(r)}>t\right) & =\mathscr{P}(\|W(s)\|<r, 0 \leqslant s \leqslant t) \\
& =\mathscr{P}\left(\left\|W\left(s^{2}\right)\right\|<r, 0 \leqslant s \leqslant \frac{t}{r^{2}}\right) \\
& =\mathscr{P}\left(\left\|W^{\prime}(s)\right\|<1,0 \leqslant s \leqslant \frac{t}{r^{2}}\right)=\mathscr{P}\left(\tau_{x}^{(1)}>\frac{t}{r^{2}}\right) .
\end{aligned}
$$

Thus if $\varphi_{r}(t)=\mathscr{P}\left(\tau_{x}^{(r)}>t\right)$ then $\varphi_{r}(t)=\varphi_{1}\left(t / r^{2}\right)$. Hence

$$
E\left(\tau_{x}^{(r)}\right)=-\int_{0}^{\infty} t d \varphi_{r}(t)=-r^{2} \int_{0}^{\infty} t d \varphi_{1}(t)=r^{2} E\left(\tau_{x}^{(1)}\right) .
$$

Denote by $S_{r}$ the set $\{y \in B:\|y\|=r\}$. Let $A$ be a Borel set in $S_{r}$ and put

$$
\begin{aligned}
\pi_{r}(A) & =\mathscr{P}\left(W\left(\tau_{0}^{(\gamma)}\right) \in A\right) \\
c & =E\left[\tau_{0}^{(1)}\right]
\end{aligned}
$$

Then $\pi_{r}$ is a probability measure on the Borel sets of $S_{r}$ and the generalized Laplacian of a function $u$ at $x$ may be written

$$
\Delta u(x)=2 c^{-1} \lim _{r \rightarrow 0} r^{-2}\left[\int_{S_{r}} u(x+y) \pi_{r}(d y)-u(x)\right] .
$$

Remark 3.4. The function $u$ in Corollary 1.2 satisfies $\Delta u=0$ in $V$. Although this type of result is standard in the theory of Markov processes we shall give a short proof here suitable for the present setting. If $\tau_{x}$ is the first exit time from $V$ and $x$ is a point in $V$ choose $r$ so small that $x$ is at distance greater than $r$ from $\partial V$. Now since the paths are continuous there holds $\tau_{x}^{(r)}<\tau_{x}$ since a path starting at $x$ must cross the surface of the sphere with radius $r$ and center $x$ before it reaches $\partial V$. But $u(x)=E\left[\varphi\left(x+W\left(\tau_{x}^{(r)}\right)+\left\{W\left(\tau_{x}\right)-W\left(\tau_{x}^{(r)}\right)\right\}\right]\right.$. Since $W^{\prime}(t)=W\left(t+\tau_{x}^{(r)}\right)-W\left(\tau_{x}^{(r)}\right)$ is a Wiener process independent of $W\left(\tau_{x}^{(r)}\right)$, the term in braces on the right of the last equation may be regarded as $W^{\prime}$ stopped on $\partial V$ when started at $x+W\left(\tau_{x}^{(r)}\right)$. Taking the expectation first with respect to $W^{\prime}$ we therefore get

$$
u(x)=E\left[u\left(x+W\left(\tau_{x}^{(r)}\right)\right],\right.
$$

which is the general Markov-process analog for the mean-value property of harmonic functions. It follows now from Definition 4 that $\Delta u=0$.

Thus by Corollary 1.2 the Dirichlet problem can be solved in a generalized scnse for reasonable regions in $B$. It remains to see to what extent the generalized Laplacian of a function $u$ agrees with trace $D^{2} u(x)$ for a smooth function $u$. In Corollary 8.1 below we consider the simplest case in which they agree.

Definition 5. The Green's measure on $B$ is the measure

$$
G(A)=\int_{0}^{\infty} p_{l}(A) d t
$$

defined on Borel sets $A$. The potential of a Borel function $f$ on $B$ is the function $u$ defined by

$$
u(x)=\int_{B} f(x+y) G(d y) \equiv(G f)(x)
$$

whenever it exists.

Remark 3.5. The function $G(A-x)$ is bounded on $B$ whenever $A$ is a bounded set. For let $e_{1}, e_{2}, e_{3}$ be elements of $B^{*}$ which are orthonormal in $H^{*}$. Then each $e_{j}$ is bounded on $A$-say, $\left|\left\langle e_{j}, y\right\rangle\right| \leqslant M$ for $y$ in $A$. Let $T=\left\{y \in B:\left|\left\langle e_{j}, y\right\rangle\right| \leqslant M, j=1,2,3\right\}$. Then $T$ is a tame set based on the span $K$ of $e_{1}, e_{2}, e_{3}$. In the notation of Remark 2.2, $T$ is a product: $T=C \times L$ where $C$ is a cube in $K$ of side $2 M$. If $Q$ is the projection of $B$ onto $K$ then for any $x$ in $B$

$$
T-x=C \times L-x=(C-Q x) \times L
$$

Thus

$$
\begin{aligned}
G(A-x) \leqslant G(T-x) & =\int_{0}^{\infty} p_{t}(T-x) d t=\int_{0}^{\infty} \mu_{t}^{\prime}(C-Q x) d t \\
& =\left(\frac{1}{4 \pi}\right) \int_{C-Q x} r^{-1} d y
\end{aligned}
$$

where $r=|y|$ and $d y$ is Lebesgue measure in the three-dimensional space $K$. The last expression is clearly bounded. We have used the well known fact that, in $n$ dimensions,

$$
\int_{0}^{\infty} \mu_{t}^{\prime}(A) d t=\left((n-2) \omega_{n}\right)^{-1} \int_{A} r^{2-n} d y
$$

provided $n \geqslant 3$ where $\omega_{n}$ is the surface area of $S^{(n-1)}$.
Remark 3.6. Let $f$ be a bounded Borel function on $B$ such that $G|f|$ is bounded on $B$. Let $u=G f$. If $f$ is continuous at $x$ then $\Delta u(x)=-f(x)$.

Proof.

$$
\begin{aligned}
& u(x)= E\left[\int_{0}^{\infty} f(x+W(t)) d t\right] \\
&=E {\left[\int_{0}^{\tau_{x}^{(r)}} f(x+W(t)) d t\right]+E\left[\int_{\tau_{x}^{(r)}}^{\infty} f(x+W(t)) d t\right] } \\
&=E\left[\int_{0}^{\tau_{x}^{(r)}} f(x+W(t)) d t\right] \\
& \quad+E\left[\int_{0}^{\infty} f\left(x+W\left(\tau_{x}^{(r)}\right)+\left\{W\left(t+\tau_{x}^{(r)}\right)-W\left(\tau_{x}^{(r)}\right)\right\} d t\right]\right. \\
&=E\left[\int_{0}^{\tau_{x}^{(r)}} f(x+W(t)) d t\right]+E\left[u\left(x+W\left(\tau_{x}^{(r)}\right)\right]\right.
\end{aligned}
$$

where we have used again the fact that $W^{\prime}(t)=W\left(t+\tau_{x}^{(r)}\right)-W\left(\tau_{x}^{(r)}\right)$ is a Wiener process independent of $W\left(\tau_{x}^{(r)}\right)$. Thus

$$
\begin{aligned}
\Delta u(x) & =\lim _{r>0} \frac{E\left[u\left(x+W\left(\tau_{x}^{(r)}\right)\right)\right]-u(x)}{E\left(\tau_{x}^{(x)}\right)} \\
& =-\lim _{r \leq 0} \frac{E\left[\int_{0}^{\tau_{x}^{(r)}} f(x+W(t)) d t\right]}{E\left[\tau_{x}^{(t)}\right]} \\
& =-f(x)-\lim _{r>0} \frac{E\left[\int_{0}^{\tau_{x}^{(r)}}\{f(x+W(t))-f(x)\} d t\right]}{E\left(\tau_{x}^{(r)}\right)} .
\end{aligned}
$$

The numerator after the last limit sign is $E\left(\tau_{x}^{(r)}\right) \cdot o(1)$ as $r \rightarrow 0$ because of the assumed continuity of $f$ at $x$. Hence $\Delta u(x)=f(x)$.
Remark 3.7. We give here an example which will also be useful later. Let $A$ be a bounded operator from $B$ to $B^{*}$. Then $A \mid H$ is a Hilbert-Schmidt operator on $H$ by Corollary 5 of [11]. However since $H$ is real only the symmetric part of $A \mid H$ enters into the expression $\sum_{n}\left(A e_{n}, e_{n}\right)$ for the trace of $A$ and since the symmetric part of $A \mid H$ is of trace class $A \mid H$ has a well-defined trace. Let $u(y)=\left(\frac{1}{2}\right)\langle A y, y\rangle$ be defined on $B$. Assume that the $B$ norm is twice continuously $B$-differentiable away from the origin and that its second Frechet $B$-derivative is bounded on the annulus $C: 1 \leqslant\|x\| \leqslant 2$. Then $\Delta u(0)=$ trace $(A \mid H)$.

For the proof we let $g$ be an infinitely differentiable function on $[0, \infty)$ such that $g(r)=1$ for $0 \leqslant r \leqslant 1$ and $g(r)=0$ for $2 \leqslant r<\infty$. Let $f(x)=u(x) g(\|x\|)$. One verifies easily that $f^{\prime \prime}(x)$ exists for every $x$ in $B$, is bounded and continuous into the weak operator topology and $f^{\prime \prime}(0)=\frac{1}{2}\left[A+A^{*} \mid B\right]$. Consequently by Proposition 8 $\lim _{t \downarrow 0} t^{-1}\left[\left(p_{t} f\right)(x)-f(x)\right]$ exists for each $x$ and equals ( $\frac{1}{2}$ ) trace $f^{\prime \prime}(x)$. By the techniques used in Proposition 8 it follows that the limit exists boundedly (although not necessarily uniformly) and that the limit is $B$-continuous. Thus $f$ is in the domain of the weak infinitesimal operator (see [5]) and by [5, Theorem 5.2, p. 133]

$$
(\Delta f)(0)=\operatorname{trace}\left[f^{\prime \prime}(0) \mid H\right]=\operatorname{trace}(A \mid H) .
$$

Since $(\Delta u)(0)=\Delta f(0)$ the proof is concluded.
Remark 3.8. We conjecture that the preceding remark remains true without any differentiability assumption on the $B$ norm or any assumption concerning the existence of smooth functions on $B$ with bounded support. However a proof is lacking.

Corollary 8.1. Let $x$ be a point of an open set $V$ in $B$. Let $u$ be a real valued function on $V$ such that
(a) $u^{\prime \prime}$ exists at each point of $V$.
(b) $u^{\prime \prime}(z)$ is continuous at $x$ into $L\left(B, B^{*}\right)$ with the weak operator topology.
(c) $u^{\prime \prime}(z)$ is uniformly bounded on $V$.

Assume that the $B$ norm is twice continuously $B$-differentiable away from the origin and that its second Frechet derivative is bounded on the annulus $1 \leqslant\|x\| \leqslant 2$. Assume also that $\|\cdot\|$ is in $L^{2}\left(B, p_{1}\right)$.

Then $\Delta u(x)$ exists, $D^{2} u(x)$ is trace class and

$$
\Delta u(x)=\operatorname{trace} D^{2} u(x)
$$

Proof. Equation (7) is applicable and, since $\pi_{r}(d y)$ is an even probability measure while $\left\langle u^{\prime}(x), y\right\rangle$ is an odd function of $y$, we have, for sufficiently small $r$,

$$
\int[u(x+y)-u(x)] \pi_{r}(d y)=\int_{0}^{1}(1-s) \int\left\langle u^{\prime \prime}(x+s y) y, y\right\rangle \pi_{r}(d y) d s
$$

Putting $y=\boldsymbol{r} z$ the term on the right becomes

$$
r^{2} \int_{0}^{1}(1-s) \int\left\langle u^{\prime \prime}(x+r s y) y, y\right\rangle \pi_{1}(d y) d s
$$

Hence by dominated convergence,

$$
\begin{aligned}
& \quad \lim _{r \downarrow 0}\left(r^{2} c\right)^{-1} \int[u(x+y)-u(x)] \pi_{r}(d y) \\
& =c^{-1} \int_{0}^{1} \int(1-s)\left\langle u^{\prime \prime}(x) y, y\right\rangle \pi_{1}(d y) d s=\left(\frac{1}{(2 c)}\right) \int\left\langle u^{\prime \prime}(x) y, y\right\rangle \pi_{1}(d y) \\
& =\lim _{r \downarrow 0}\left(\frac{1}{2}\right)\left(c r^{2}\right)^{-1} \int\left\langle u^{\prime \prime}(x) y, y\right\rangle \pi_{r}(d y)=\left.\frac{1}{2} \Delta\left\langle u^{\prime \prime}(x) y, y\right\rangle\right|_{y=0} \\
& =\operatorname{trace}\left[u^{\prime \prime}(x) \mid H\right]
\end{aligned}
$$

by Remark 3.7.

## 4. Regularity of Potentials

We recall (cf. [11]) that if $h$ is an element of $H^{*}$ then there is a measurable function on $B$ which may be denoted by $y \rightarrow\langle h, y\rangle$
and which is defined first for $h$ in $B^{*}$ as the linear functional $h$ itself and then defined for other $h$ in $H^{*}$ as follows. One observes that the map $h \rightarrow h$ from $B^{*}$ into $L^{2}\left(B, p_{t}\right)$ satisfies $\int_{B}\langle h, y\rangle^{2} p_{t}(d y)=t|h|^{2}$ so that it is continuous as a densely defined linear map from $H^{*}$ into $L^{2}\left(B, p_{t}\right)$. Consequently it extends uniquely to a continuous linear map from $H^{*}$ into $L^{2}\left(B, p_{l}\right)$ which assigns to $h$ the function $y \rightarrow\langle h, y\rangle$ in question.

Thus $\langle h, \cdot\rangle$ is defined only up to a set of $p_{t}$ measure zero when $h$ is not in $B^{*}$. Since the measures $p_{t}$ are mutually singular for different values of $t$ the choice of a representative function for the element $\langle h, \cdot\rangle$ of $L^{2}\left(p_{i}\right)$ may depend significantly on $t$. Actually it is possible to find a Borel measurable function $f$ on $B$ which simultaneously defines the correct element of $L^{2}\left(B, p_{t}\right)$ for all $t$, i.e., a function $f$ with the property that if $h_{n}$ is in $B^{*}$ for $n=1,2, \ldots$ and $h_{n} \rightarrow h$ in $H^{*}$ norm then $h_{n} \rightarrow f$ in $L^{2}\left(B, p_{i}\right)$ for all $t \geqslant 0$. Such a function $f$ may be constructed, for example, by defining $f_{1}$ to be any measurable function satisfying $h_{n} \rightarrow f_{1}$ in $L^{2}\left(B, p_{1}\right)$, setting $f_{1}(y)=t^{1 / 2} f_{1}\left(t^{-1 / 2} y\right)$, and putting $f(y)=f_{\varphi(y)}(y)$ where $\varphi$ is the function defined in Eq. (29). However we shall not need to consider more than one value of $t$ at a time so we omit further details and simply allow $\langle h, \cdot\rangle$ to depend on $t$.

For any $h$ in $H$ there is also a function $y \rightarrow(h, y)$ defined a.e. [ $p_{i}$ ], obtainable from the preceding discussion by identifying $H$ with $H^{*}$ in the usual way.

In the remainder of this section we shall identify $H^{*}$ with $H$. Thus the three spaces $B^{*}, H, B$ are related by $B^{*} \subset H \subset B$.

Definition 6. A test operator is a bounded operator $T$ of finite rank from $B$ to $B$ whose range is contained in $B^{*}$.

If $T$ is a test operator then its restriction to $H$ is a bounded operator on $H$. We shall denote this operator on $H$ by $T \mid H$. If $A$ is a bounded operator on $H$ then for such a test operator $T$ we shall write "trace [TA]" instead of trace $[(T \mid H) A]$ since there is no danger of confusion. In particular we shall write "trace [T]" instead of trace $[T \mid H]$. It is easily verified that if $T$ is a test operator then $T$ has the form

$$
T x=\sum_{j=1}^{m}\left\langle e_{j}, x\right\rangle f_{j}
$$

where $\left\{e_{j}\right\}_{j=1}^{n}$ is an orthonormal (o.n.) basis of the annihilator (in $B^{*}$ ) of the null space of $T$ and $f_{j}=T e_{j}$. The span $M$ of $e_{1}, \ldots, e_{n}, f_{1}, \ldots, f_{n}$ is called the carrier of $T$. Note that $M$ depends only on $T$ and that $M \subset B^{*}$.

We recall that a bounded operator $A$ on $H$ is said to be of HilbertSchmidt type or simply a Hilbert-Schmidt operator if

$$
\|A\|_{2}^{2}=\operatorname{trace}\left[A^{*} A\right]<\infty,
$$

(cf. [21].) The Hilbert-Schmidt operators form a Hilbert space with the norm $\|\cdot\|_{2}$ and inner product $(A, C)=$ trace $\left[C^{*} A\right]$. A bounded operator $A$ on $H$ is said to be of trace class if

$$
\|A\|_{1}=\operatorname{trace}\left[\left(A^{*} A\right)^{1 / 2}\right]<\infty .
$$

The trace class operators form a Banach space in this norm dual to the space of completely continuous operators on $H$ under the pairing $\langle A, C\rangle=\operatorname{trace}\left[C^{*} A\right]$ where $A$ is trace class [21, Theorem 5.11].

The set of restrictions of test operators to $H$ is dense in the space of completely continuous operators as well as in the space of HilbertSchmidt operators. In fact if $e_{1}, e_{2}, \ldots$ is an o.n. basis of $H$ lying in $B^{*}$ and $P_{n}$ is the orthogonal projection onto span $\left(e_{1}, \ldots, e_{n}\right)$ then $P_{n}$ is the restriction to $H$ of the test operator $Q_{n}$ given by

$$
Q_{n} x=\sum_{j=1}^{n}\left\langle e_{j}, x\right\rangle e_{j}
$$

for $x$ in $B$. If $A$ is a bounded operator on $H$ then $T_{n}=P_{n} A Q_{n}$ is easily seen to be a test operator and $T_{n} \mid H=P_{n} A P_{n}$. Now if $A$ is completely continuous then since the sequence $\left|\left(I-P_{n}\right) x\right|$ decreases to zero uniformly on compact sets the sequence | $\left.A-P_{n} A\right) x \mid$ decreases to zero uniformly on the unit ball in $H$, i.e., $\left\|A-P_{n} A\right\| \rightarrow 0$. Hence the operator norm of

$$
A-P_{n} A P_{n}=\left(A-P_{n} A\right)+P_{n}\left(A^{*}-P_{n} A^{*}\right)^{*}
$$

approaches zero as $n \rightarrow \infty$. Finally if $A$ is of Hilbert-Schmidt type and has matrix ( $a_{i j}$ ) on the basis $e_{1}, e_{2}, \ldots$ then

$$
\|A\|_{2}^{2}-\sum_{i, j=1}^{\infty}\left|a_{i j}\right|^{2}<\infty
$$

and

$$
\left\|A-P_{n} A P_{n}\right\|_{2^{2}}^{2}=\sum_{\max (i, j)>n}\left|a_{i j}\right|^{2}
$$

which converges to zero as $n \rightarrow \infty$.

Proposition 9. Let $f$ be a bounded measurable function on $B$ and let $t$ be a fixed number greater than zero. The function $x \rightarrow\left(p_{t} f\right)(x)$ is infinitely $H$ differentiable on $B$ with first and second derivatives given by

$$
\begin{align*}
\left(\left(D p_{t} f\right)(x), h\right) & =t^{-1} \int_{B} f(x+y)(h, y) p_{t}(d y)  \tag{8}\\
\left(\left(D^{2} p_{t} f\right)(x) k, h\right) & =t^{-1} \int_{B} f(x+y)\left\{t^{-1}(h, y)(k, y)-(h, k)\right\} p_{t}(d y) \tag{9}
\end{align*}
$$

where $h$ and $k$ are in $H$. If $T$ is a test operator then
$\operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]=t^{-1} \int_{B} f(x+y)\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace} T\right\} p_{t}(d y)$.
Moreover, $\left(D^{2} p_{t} f\right)(x)$ is of Hilbert-Schmidt type and

$$
\begin{equation*}
\left\|\left(D^{2} p_{t} f\right)(x)\right\|_{2} \leqslant t^{-1}\left(\int_{B} f(x+y)^{2} p_{t}(d y)\right)^{1 / 2} \tag{11}
\end{equation*}
$$

Finally for each $x$ in $B$ the functions $t \rightarrow D p_{t} f(x)$ and $t \rightarrow D^{2} p_{t} f(x)$ from $(0, \infty)$ into $H$ and into the Hilbert space of Hilbert-Schmidt operators respectively are Borel-measurable.

Proof. Put $g(x)=\left(p_{t} f\right)(x)$. Then for all $h$ in $H$

$$
g(x+h)=\int_{B} f(x+y) p_{t}(h, d y)
$$

Now $p_{t}(h, \cdot)$ is absolutely continuous with respect to $p_{t}$ by Theorem 3 of [22]. This also follows in the present context directly from the construction of $p_{i}$ which may be used to verify that for a bounded tame function $v$ on $B$ there holds

$$
\int_{B} v(y) p_{t}(h, d y)=\int_{B} v(y) \exp \left[-\frac{|h|^{2}+2(h, y)}{2 t}\right] p_{t}(d y) .
$$

This equation remains valid under the passage boundedly to pointwise limits and therefore holds for all bounded Borel measurable functions $v$ on $B$. In particular we have

$$
\begin{equation*}
g(x+h)=\int_{s} f(x+y) \exp \left[-\frac{|h|^{2}+2(h, y)}{2 t}\right] p_{t}(d y) \tag{12}
\end{equation*}
$$

for all $h$ in $H$. All the derivatives of $g$ may be obtained by differentiating (12) under the integral sign with respect to $h$. We show that the expres-
sions so obtained actually represent the Frechet derivatives. Let

$$
J(h, y)=\exp \left[-\frac{|h|^{2}+2(h, y)}{2 t}\right]
$$

Then

$$
\left(\frac{d}{d s}\right) J(s h, y)=t^{-1}\left\{(h, y)-s|h|^{2}\right\} J(s h, y)
$$

and

$$
g(x+h)-g(x)-\int_{B} \int_{0}^{1} f(x+y) t^{-1}\left\{(h, y)-s|h|^{2}\right\} J(s h, y) d s p_{t}(d y)
$$

so that

$$
\begin{aligned}
& \left|g(x+h)-g(x)-\int_{B} f(x+y) t^{-1}(h, y) p_{t}(d y)\right| \\
& \leqslant\left|\int_{B} f(x+y) \int_{0}^{1} t^{-1}\left\{(h, y)(J(s h, y)-1)-s|h|^{2} J(s h, y)\right\} d s p_{t}(d y)\right| \\
& \leqslant \int_{0}^{1} \int_{B} t^{-1}|f(x+y)||(h, y)(J(s h, y)-1)| p_{t}(d y) d s \\
& \\
& \quad+t^{-1} \int_{0}^{1} s|h|^{2} \int_{B}|f(x+y)| p_{t}(s h, d y) d s \\
& \leqslant t^{-1}\|f\|_{\infty}\left(\int_{B}(h, y)^{2} p_{t}(d y)\right)^{1 / 2} \int_{0}^{1}\left(\int_{B}|J(s h, y)-1|^{2} p_{t}(d y)\right)^{1 / 2} d s \\
& \\
& \quad+\frac{1}{2 t}|h|^{2}\|f\|_{\infty} .
\end{aligned}
$$

Since $(h, y)$ is normally distributed with respect to $p_{i}$ with mean zero and variance $t|\boldsymbol{h}|^{2}$, both integrals in the last line may be evaluated explicitly with the result

$$
\int_{B}|J(\operatorname{sh}, y)-1|^{2} p_{t}(d y)=\exp \left[\frac{s^{2}|h|^{2}}{t}\right]-1
$$

Consequently,

$$
\begin{aligned}
& \quad\left|g(x+h)-g(x)-\int_{B} f(x+y) t^{-1}(h, y) p_{t}(d y)\right| \\
& \leqslant t^{-1}|h|\|f\|_{\infty}\left\{t^{1 / 2} \int_{0}^{1}\left(\exp \left[\frac{s|h|^{2}}{t}\right]-1\right)^{1 / 2} d s+\left(\frac{1}{2}\right)|h|\right\} \\
& =o(|h|)
\end{aligned}
$$

This establishes that the first Frechet derivative of $g$ is given by (8). We note that

$$
\begin{aligned}
|(D g)(x)| & =\sup _{|h|=1}|((D g)(x), h)| \\
& \leqslant t^{-1}\|f\|_{\infty} \sup _{|h|=1}\left(\int_{B}(h, y)^{2} p_{t}(d y)\right)^{1 / 2} \\
& =t^{-1 / 2}\|f\|_{\infty} .
\end{aligned}
$$

For the second-order derivative we have

$$
\begin{aligned}
(D g(x+k), h) & =t^{-1} \int_{B} f(x+k+y)(h, y) p_{t}(d y) \\
& =t^{-1} \int_{B} f(x+y)(h, y-k) J(k, y) p_{t}(d y)
\end{aligned}
$$

for $k$ in $H$. Now the function $y \rightarrow(h, y)$ is not linear unless $h$ is in $B^{*}$. Nevertheless,

$$
\begin{equation*}
(D g(x+k), h)=t^{-1} \int_{B} f(x+y)\{(h, y)-(h, k)\} J(k, y) p_{t}(d y) \tag{13}
\end{equation*}
$$

because this equation holds when $h$ is in $B^{*}$ and both sides are continuous in $h$ in the $H$ norm. Thus replacing $k$ by $s k$ in (13) one obtains

$$
\begin{aligned}
& \left|\begin{array}{c}
(D g(x+k), h)-(D g)(x), h) \\
-t^{-1} \int_{B} f(x+y)\left\{t^{-1}(h, y)(k, y)-(h, k)\right\} p_{t}(d y)
\end{array}\right| \\
& =\left\lvert\, \int_{B} t^{-1} \int_{0}^{1} f(x+y)\left(\frac{d}{d s}\right)[\{(h, y)-(s k, y)\} J(s k, y)] d s p_{t}(d y)\right. \\
& -t^{-1} \int_{B} f(x+y)\left\{t^{-1}(h, y)(k, y)-(h, k)\right\} p_{t}(d y) \mid \\
& =\mid t^{-1} \int_{0}^{1} \int_{B} f(x+y)\left\{t^{-1}(h, y)(k, y)-(h, k)\right\}(J(s k, y)-1) p_{t}(d y) d s \\
& +t^{-2} \int_{0}^{1} \int_{B} f(x+y) s\left\{(h, k)\left[s|k|^{2}-(k, y)\right]-|k|^{2}(h, y)\right\} J(s k, y) p_{t}(d y) \mid \\
& \left.\leqslant t^{-1}\|f\|_{\infty}\left(\int_{B}\left\{t^{-1}(h, y)(k, y)-(h, k)\right\}^{2} p_{t}(d y)\right)^{1 / 2} \int_{0}^{1}\left(\exp \left[\frac{s|k|^{2}}{t}\right]-1\right)^{1 / 2} d s \right\rvert\, \\
& +t^{-2}\|f\|_{\infty} \int_{0}^{1} s\left(\int_{B}\left\{(h, k)\left[s|k|^{2}-(k, y)\right]-|k|^{2}(h, y)\right\}^{2} p_{t}(d y)\right)^{1 / 2} \\
& \times \exp \left[\frac{s^{2}|k|^{2}}{t}\right] d s
\end{aligned}
$$

$=O(|h|) o(|k|)$.

It follows that the Frechet derivative of $D g$ is given by (9). That (9) actually represents a bounded operator on $H$ is a consequence of the fact that $(h, y)$ and $(k, y)$ are jointly Gaussianly distributed with respect to $p_{t}$ with covariance $t(h, k)$. The operator norm may be cstimated casily by performing a suitable two-dimensional integral.

The existence of the higher-order Frechet derivatives may be established in the same way. The validity of the necessary estimates reflect the integrability with respect to $p_{t}$ of all polynomials in the functions ( $h, \cdot$ ) for several vectors $h$. It is not hard to see that the method used above for first and second derivatives yields estimates of the form

$$
\begin{gathered}
\left|\left(D^{n g}\right)(x+k)\left(h_{1}, \ldots, h_{n}\right)-\left(D^{n} g\right)(x)\left(h_{1}, \ldots, h_{n}\right)-D^{n+1} g(x)\left(h_{1}, \ldots, h_{n}, k\right)\right| \\
=O\left(\left|h_{1}\right|\left|h_{2}\right| \cdots\left|h_{n}\right|\right) o(|k|),
\end{gathered}
$$

where $\left(D^{n} g\right)(x)\left(h_{1}, \ldots, h_{n}\right)$ is the multilinear form associated with the $n$th Frechet derivative of $g$. This estimate ensures the existence of the $(n+1)$ st $H$-derivative in the Frechet sense.

Now if $T$ is a test operator whose restriction to $H$ is symmetric then for some o.n. set $e_{1}, \ldots, e_{n}$ lying in $B^{*} T$ is given by $T x=\sum \lambda_{j}\left\langle e_{j}, x\right\rangle e_{j}$ for $x$ in $B$. Then

$$
\begin{aligned}
\operatorname{trace}\left[T D^{2} g(x)\right] & =\sum_{j=1}^{n}\left(T D^{2} g(x) e_{j}, e_{j}\right) \\
& =\sum_{j=1}^{n} \lambda_{j}\left(D^{2} g(x) e_{j}, e_{j}\right) \\
& =\sum_{j=1}^{n} t^{-\mathbf{1}} \int_{B} f(x+y) \lambda_{j}\left\{t^{-1}\left\langle e_{j}, y\right\rangle\left\langle e_{j}, y\right\rangle-1\right\} p_{t}(d y) \\
& =t^{-1} \int_{B} f(x+y)\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\} p_{t}(d y)
\end{aligned}
$$

Since $D^{2} g(x)$ is symmetric both sides of (10) depend only on the symmetric part of $T \mid H$ and consequently Eq. (10) is established.

It remains to prove that $D^{2} g(x)$ is of Hilbert-Schmidt type. The space of symmetric Hilbert-Schmidt operators is a Hilbert space in the inner product $(A, C)=$ trace $[A C]$ and to prove that $D^{2} g(x)$ is of Hilbert-Schmidt type, it suffices to establish an inequality of the form $\left|\operatorname{trace}\left[T\left(D^{2} g\right)(x)\right]\right| \leqslant a\|T \mid H\|_{2}$ for test operators $T$ with symmetric restrictions since the restrictions of these to $H$ are dense
in the space of symmetric Hilbert-Schmidt operators on $H$. But from (10) there follows

$$
\begin{gathered}
\left|\operatorname{trace}\left[T\left(D^{2} g\right)(x)\right]\right| \\
\leqslant t^{-1}\left[\int_{B} f(x+y)^{2} p_{t}(d y)\right]^{1 / 2}\left[\int_{B}\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\}^{2} p_{t}(d y)\right]^{1 / 2}
\end{gathered}
$$

But

$$
\int_{B}\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\}^{2} p_{t}(d y)=\|T \mid H\|_{2}^{2}
$$

This may be derived by writing $T y=\sum_{j=1}^{n} \lambda_{j}\left\langle e_{j}, y\right\rangle e_{j}$ where the $e_{j}$ are o.n. and lie in $B^{*}$, observing that

$$
t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]=\sum_{j=1}^{n} \lambda_{j}\left[t^{-1}\left\langle e_{j}, y\right\rangle^{2}-1\right]
$$

and that this is a sum of independent functions with respect to $p_{t}$ with mean zero and variance $\lambda_{j}{ }^{2}$. This establishes (11).

Finally if $h$ is in $B^{*}$ then from (8) we have

$$
\left(D p_{t} f(x), h\right)=t^{-1 / 2} \int_{B} f\left(x+t^{1 / 2} z\right)\langle h, z\rangle p_{1}(d z)
$$

which is a measurable function of $t$. Hence since $B^{*}$ is dense in $H$ ( $D p_{t} f(x), h$ ) is measurable for all $h$ in $H$. Since $H$ is separable $D p_{t} f(x)$ is a strongly measurable function of $t$. Similarly Eq. (10) together with the denseness of test operators in the space of Hilbert-Schmidt operators establishes first weak measurability of $D^{2} p_{t} f(x)$ and therefore strong measurability as a function of $t$ into the space of HilbertSchmidt operators.

Definition 7. A bounded measurable function $f$ on $B$ will be said to satisfy a Dini condition of order $p \geqslant 1$ at $x$ if

$$
\int_{0}^{1} t^{-1}\left(\int_{B}|f(x+y)-f(x)|^{p} p_{t}(d y)\right)^{1 / p} d t<\infty
$$

A Dini condition of order $p$ will be said to hold uniformly on a set $U \subset B$ if

$$
\lim _{\delta \downarrow 0} \int_{0}^{\delta} t^{-1}\left[\int_{B}|f(x+y)-f(x)|^{p} p_{t}(d y)\right]^{1 / p} d t=0
$$

uniformly for $x$ in $U$.

Remark 4.1. In $n$ dimensions, a Dini condition of order 1 in the above sense at $x$ is easily seen to be equivalent to the condition

$$
\int_{|y|<1}|f(x+y)-f(x)||y|^{-n} d y<\infty
$$

This is a condition which is slightly weaker than that actually used by Dini (for $n=2$ ) [3, p. 200].

Remark 4.2. If $f$ is a bounded measurable function on $B$ and satisfies a Hölder condition at $x$, i.e., $|f(x+y)-f(x)| \leqslant C\|y\|^{\alpha}$, $0<\alpha \leqslant 1$ for all $y$ in a $B$ neighborhood of $x$ (and therefore for all $y$ ), then $f$ satisfies a Dini condition at $x$ of order $p$ provided $\int_{B}\|y\|^{\alpha p} p_{1}(d y)<\infty$. If the Hölder condition holds uniformly for $x$ in a set $U$ then the Dini condition also holds uniformly in $U$.

Theorem 2. Let $f$ be a bounded measurable function on $B$ with bounded support and let $u=G f$. Let $x$ be a point in B. Assume that for some $p>1$ one of the following two conditions holds:
(a) $f$ satisfies a Dini condition of order $p$ uniformly on some $H$-neighborhood $U$ of $x$;
(b) $f$ satisfies a Dini condition of order $p$ at $x$ and $f$ is $B$-continuous at $x$.

Then $D^{2} u(x)$ exists and is of Hilhert-Schmidt type. It is given by

$$
\begin{equation*}
D^{2} u(x)=\int_{0}^{\infty}\left(D^{2} p_{t} f\right)(x) d t \tag{14}
\end{equation*}
$$

where the integral converges in Hilbert-Schmidt norm.
There exists a bounded uniformly continuous function $f$ on $B$ with bounded support which is zero in a $B$-neighborhood of the origin and such that $D^{2} G f(0)$ is not a trace class operator.

Lemma 2.1. Let $f$ be a bounded measurable real-valued function on $B$. Let $\lambda$ be a nonnegative real number and assume that either $\lambda>0$ or that $f$ has bounded support. Let

$$
u(x)=\int_{0}^{\infty} e^{-\lambda t}\left(p_{t} f\right)(x) d t
$$

Then

$$
\begin{equation*}
D u(x)=\int_{0}^{\infty} e^{-\lambda t} D p_{t} f(x) d t \tag{15}
\end{equation*}
$$

where the integral converges in $H$ norm.

If in addition $f$ satisfies hypothesis (a) of the theorem then

$$
\begin{equation*}
D^{2} u(x)=\int_{0}^{\infty} e^{-\lambda t} D^{2} p_{t} f(x) d t \tag{16}
\end{equation*}
$$

where the integral converges in Hilbert-Schmidt norm.
Proof. To justify the differentiation under the integral sign in (15) it suffices to show that $\exp [-\lambda t]\left|D p_{t} f(x)\right|$ is dominated by an integrable function of $t$ on $(0, \infty)$ uniformly in $x$. Now from Proposition 9,

$$
\begin{aligned}
\left|\left(D p_{t} f(z), h\right)\right| & \leqslant t^{-1}\left[\int_{B} f(z+y)^{2} p_{t}(d y)\right]^{1 / 2}\left[\int_{B}(h, y)^{2} p_{t}(d y)\right]^{1 / 2} \\
& =|h| t^{-1 / 2}\left[\int_{B} f(z+y)^{2} p_{t}(d y)\right]^{1 / 2} .
\end{aligned}
$$

Hence

$$
\left|D p_{t} f(z)\right| \leqslant t^{-1 / 2}\left[\int_{B} f(z+y)^{2} p_{t}(d y)\right]^{1 / 2} .
$$

This is bounded for large $t$ and for small $t$ it is $O\left(t^{-1 / 2}\right)$. Thus if $\lambda>0$ then (15) is established. If $\lambda=0$ and $f$ has bounded support in $B$ we show that

$$
\begin{equation*}
\int_{B} f(z+y)^{2} p_{t}(d y)=\|f\|_{\infty}^{2} O\left(t^{-n / 2}\right), \quad t \rightarrow \infty \tag{17}
\end{equation*}
$$

for all positive integers $n$, uniformly in $z$. Tet $y_{1}, \ldots, y_{n}$ be orthonormal vectors in $H^{*}$ which lie in $B^{*}$. Let $A$ be a bounded closed set in $B$ outside of which $f$ is zero. Then $f(z+\cdot)$ is supported in $A-z$ and $\int_{B} f(z+y)^{2} p_{t}(d y) \leqslant\|f\|_{\infty}^{2} p_{t}(A-z)$. Now $y_{1}, \ldots, y_{n}$ are bounded on $A$ so that $A$ is contained in a tame set $C$ based on the subspace $K \equiv \operatorname{span}\left(y_{1}, \ldots, y_{n}\right)$ and whose base is a bounded set $C_{0}$ in $K^{*}$. Thus

$$
\begin{align*}
p_{t}(A-z) \leqslant p_{t}(C-z) & =(2 \pi t)^{-n / 2} \int_{C_{0}-\pi(z)} \exp \left[-\sum_{j=1}^{n} \frac{s_{j}^{2}}{2 t}\right] d s_{1} \cdots d s_{n} \\
& =O\left(t^{-n / 2}\right) \quad t \rightarrow \infty \tag{18}
\end{align*}
$$

uniformly in $z$ where $\pi(z)$ denotes the natural projection of $z$ into $K^{*}$. This establishes (15) in all cases.
Now let $g_{c}(z)=\int_{\epsilon}^{\infty} e^{-\lambda t} D p_{t} f(z) d t$. Then for $\epsilon>0$ it follows from (11) and from the preceding argument that $D g_{\epsilon}(z)$ is given by $D g_{\epsilon}(z)=\int_{\epsilon}^{\infty} e^{-\lambda i} D^{2} p_{t} f(z) d t$ where the integral converges in HilbertSchmidt norm and that $D g_{\epsilon}(z)$ is a Hilbert-Schmidt operator.

We estimate $\left\|D^{2} p_{t} f(z)\right\|_{2}$ for small $t$ under assumption (a) of the theorem. Let $T$ be a test operator. Then since

$$
\int_{B}\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\} p_{t}(d y)=0,
$$

Eq. (10) yields

$$
\begin{gathered}
\left|\operatorname{trace}\left[T D^{2} p_{t} f(z)\right]\right| \\
=\left|t^{-1} \int_{B}[f(z+y)-f(z)]\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace} T\right\} p_{t}(d y)\right| \\
\leqslant t^{-1}\left\{\int_{B}|f(z+y)-f(z)|^{p} p_{t}(d y)\right\}^{1 / p} \\
\times\left\{\int_{B}\left|t^{-1}\langle T y, y\rangle-\operatorname{trace} T\right|^{q} p_{t}(d y)\right\}^{1 / q}
\end{gathered}
$$

where $q=p /(p-1)$.
Now assume that $T$ restricted to $H$ is symmetric. We shall show that the last factor in the last inequality is dominated by $C\|T\|_{2}$ where $C$ depends only on $q$.

As noted in the proof of Proposition 9, $\langle T y, y\rangle$ - trace [ $T$ ] may be written $\sum_{j=1}^{m} \lambda_{j} \xi_{j}$ where the $\lambda_{j}$ are the nonzero eigenvalues of $T$ and $\xi_{j}=\left(e_{j}, \cdot\right)^{2}-1$. Thus the $\xi_{j}$ are independent random variables with respect to $p_{1}$ with mean zero and finite moments of all orders. Moreover they are identically distributed. If $n$ is the smallest even integer satisfying $n \geqslant q$ then

$$
\begin{gathered}
\left\{\int_{B}\left|t^{-1}\langle T y, y\rangle-\operatorname{trace} T\right|^{q} p_{t}(d y)\right\}^{1 / q}=\left\{\int_{B}|\langle T v, v\rangle-\operatorname{trace} T|^{q} p_{1}(d v)\right\}^{1 / q} \\
\leqslant\left\{\int_{B}|\langle T v, v\rangle-\operatorname{trace} T|^{n} p_{1}(d v)\right\}^{1 / n}=\left\{E\left[\sum_{j} \lambda_{j} \xi_{j}\right]^{n}\right\}^{1 / n}
\end{gathered}
$$

Now

$$
E\left(\left(\sum_{j=1}^{m} \lambda_{j} \xi_{j}\right)^{n}\right)=\sum_{j_{1} \cdots \cdots, j_{n}} \lambda_{j_{1}} \lambda_{j_{2}} \cdots \lambda_{j_{n}} E\left(\xi_{j_{1}} \xi_{j_{2}} \cdots \xi_{j_{n}}\right) .
$$

If any subscript occurs only once among the subscripts $j_{1}, \ldots, j_{n}$, then $E\left(\xi_{j_{1}} \cdots \xi_{j_{n}}\right)=0$ since the $\xi_{j}$ have zero mean and are independent. Hence we may write

$$
E\left(\left(\sum \lambda_{j} \xi_{j}\right)^{n}\right)=\sum \lambda_{j_{1}}^{n_{1}} \cdots \lambda_{j_{k}}^{n_{k}} E\left(\xi_{j_{1}}^{n_{1}} \cdots \xi_{j_{k}}^{n_{k}}\right),
$$

where the sum is carried out over all partitions of $n$, i.e., $\sum_{j=1}^{k} n_{j}=n$ satisfying $2 \leqslant n_{1} \leqslant n_{2} \leqslant \cdots \leqslant n_{k}$ and each $j_{i}$ runs from 1 to $m$ with no two $j_{i}$ equal for a given partition. The numbers

$$
E\left(\xi_{j_{1}}^{n_{1}} \cdots \xi_{j_{k}}^{n_{k}}\right)
$$

are bounded and therefore

$$
E\left(\left(\sum_{j=1}^{m} \lambda_{j} \xi_{j}\right)^{n}\right) \leqslant K \sum\left|\lambda_{j_{1}}^{n_{1}} \cdots \lambda_{j_{k}}^{n_{k}}\right|
$$

for some constant $K$, the sum being carried out over the same set as before. For all $j$ there holds $\left|\lambda_{j}\right| \leqslant\|T\|_{2}$. Hence for any one of the above partitions $n_{1}, \ldots, n_{k}$ there holds

$$
\begin{aligned}
\sum_{j_{i} \mathrm{~d} \text { dstinct }}\left|\lambda_{j_{1}}^{n_{1}} \cdots \lambda_{j_{k}}^{n_{k}}\right| & \leqslant \sum_{\mathrm{all} j_{i}} \lambda_{j_{1}}^{2} \cdots \lambda_{j_{k}}^{2}\|T\|_{2}^{\left(n_{1}-2\right)+\cdots+\left(n_{k}-2\right)} \\
& =\left(\sum_{j=1}^{m} \lambda_{j}^{2}\right)^{k}\|T\|_{2}^{n-2 k} \\
& =\|T\|_{2}^{n}
\end{aligned}
$$

Since there are only a finite number of such partitions, there is a constant $C$ such that $E\left(\left(\sum_{j=1}^{m} \lambda_{j} \xi_{j}\right)^{n}\right) \leqslant C\|T\|_{2}^{n}$.

Thus

$$
\left|\operatorname{trace}\left[T D^{2} p_{t} f(z)\right]\right| \leqslant C t^{-1}\left\{\int_{B}[f(z+y)-f(z)]^{p} p_{t}(d y)\right\}^{1 / p}\|T\|_{2}
$$

for all symmetric test operators $T$. Hence

$$
\left\|D^{2} p_{t} f(z)\right\|_{2} \leqslant C t^{-1}\left\{\int_{B}[f(z+y)-f(z)]^{p} p_{t}(d y)\right\}^{1 / p}
$$

Thus by assumption (a) of the theorem,

$$
\int_{0}^{\epsilon} e^{-\lambda t}\left\|D^{2} p_{t} f(z)\right\|_{2} d t \rightarrow 0 \quad \text { as } \quad \epsilon \rightarrow 0
$$

uniformly for $z$ in an $H$-neighborhood $U$ of $x$. Consequently $D g_{e}(z)$ converges uniformly on $U$ in Hilbert-Schmidt norm and therefore also in operator norm. By Proposition 9 and the dominated convergence theorem $D g_{\epsilon}(z)$ is $H$-differentiable and hence continuous on $U$ with the operator norm on the range. Hence $\int_{0}^{\infty} \exp [-\lambda t] D^{2} p_{t} f(z) d t$
is continuous on $U$ in operator norm and represents the Frechet derivative of $D u(z)$ on $U$.

Lemma 2.2. If fis a bounded measurable function on $B$ with bounded support and satisfies hypothesis (b) of the theorem then $D^{2} u(x)$ exists and is given by the integral (14) which converges in Hilbert-Schmidt norm.

Proof. The proof in Lemma 2.1 that the integral on the right of (16) converges in Hilbert-Schmidt norm (with $\lambda=0$ ) is applicable also under the present hypothesis. It must be shown that the operator so obtained actually represents $D^{2} u(x)$. We use an adaptation of methods of H. Petrini [19].
Let $h$ be an arbitrary vector in $H$ and $k$ a unit vector in $H$. For $\epsilon \neq 0$ consider the difference quotient $\epsilon^{-1}[(D u(x+\epsilon k), h)-(D u(x), h)]$ which by (8) and (13) is given by

$$
\begin{aligned}
& \epsilon^{-1} \int_{0}^{\infty} \int_{B} f(x+y) t^{-1}\{[(h, y)-\epsilon(h, k)] \\
&\left.\times \exp \left[\frac{2 \epsilon(k, y)-\epsilon^{2}}{2 t}\right]-(h, y)\right\} p_{t}(d y) d t
\end{aligned}
$$

Put $y=\epsilon z$ and $t=\epsilon^{2} s$. Then $p_{t}(d y)=p_{s}(d z)$ by (3), and the difference quotient may therefore be written

$$
\begin{align*}
& \epsilon^{-1}[(D u(x+\epsilon k), h)-(D u(x), h)] \\
& =\int_{0}^{\infty} \int_{B} f(x+\epsilon z) s^{-1}\left\{[(h, z)-(h, k)] \exp \left[\frac{2(k, z)-1}{2 s}\right]-(h, z)\right\} p_{s}(d z) d s \\
& =\int_{0}^{1} \int_{B} f(x+\epsilon z) \psi(s, z, h, k) p_{s}(d z) d s+\int_{1}^{\infty} \int_{B} f(x+\epsilon z) \psi(s, z, h, k) p_{s}(d z) d s \tag{19}
\end{align*}
$$

where

$$
\psi(s, z, h, k)=s^{-1}\left\{[(h, z)-(h, k)] \exp \left[\frac{2(k, z)-1}{2 s}\right]-(h, z)\right\} .
$$

We assert that

$$
\begin{equation*}
\int_{0}^{1} \int_{B}|\psi(s, z, h, k)| p_{s}(d z) d s<\infty \tag{20}
\end{equation*}
$$

and

$$
\lim _{r \rightarrow \infty} \int_{0}^{1} \int_{\|z\| \geqslant r}|\psi(s, z, h, k)| p_{s}(d z) d s=0
$$

uniformly for $|k|=|h|=1$. Indeed,

$$
\begin{aligned}
& \int_{0}^{1} \int_{\|z\| \geqslant r}|\psi(s, z, h, k)| p_{s}(d z) d s \\
& \leqslant \int_{0}^{1} s^{-1} \int_{\|z\| \geqslant r}|(h, z)-(h, k)| \exp \left[\frac{2(k, z)-1}{2 s}\right] p_{s}(d z) \\
& \quad+\int_{0}^{1} s^{-1} \int_{\|z\| \geqslant r}|(h, z)| p_{s}(d z) d s \\
& =\int_{0}^{1} s^{-1} \int_{\|z+k\| \geqslant r}|(h, z)| p_{s}(d z) d s+\int_{0}^{1} s^{-1} \int_{\|z\| \geqslant r}|(h, z)| p_{s}(d z) d s . \\
& \leqslant 2 \int_{0}^{1} s^{-1} \int_{\|z\| \geqslant r-1}|(h, z)| p_{s}(d z) d s \\
& =2 \int_{0}^{1} s^{-1 / 2} \int_{\| s^{1 / 2}} \mid(h \| \geqslant r-1 \\
& \leqslant 2 \int_{0}^{1} s^{-1 / 2} d s \int_{\|y\| \geqslant r-1}|(h, y)| p_{1}(d y) \\
& \leqslant 4\left[p_{1}(\|y\| \geqslant r-1)\right]^{1 / 2}\left[\int_{B}(h, y)^{2} p_{1}(d y)\right]^{1 / 2} .
\end{aligned}
$$

We have used here the fact that the exponential factor in the second line is the Radon-Nikodym derivative of $p_{s}(k, d z)$ with respect to $p_{s}(d z)$. The third line is then obtained from the second by translating by $k$, while the fifth line follows from the fourth by making the substitution $z=s^{1 / 2} y$. The last line is independent of the unit vector $h$ and goes to zero as $r \rightarrow \infty$. Equation (20) follows by putting $r=0$. Moreover, $\int_{0}^{1} \int_{B} \psi(s, z, h, k) p_{s}(d z) d s=0$ follows from again replacing $z$ by $z+k$ in the terms involving the exponential factor. Consequently,

$$
\begin{aligned}
& \quad\left|\int_{0}^{1} \int_{B} f(x+\epsilon z) \psi(s, z, h, k) p_{s}(d z) d s\right| \\
& \leqslant\left|\int_{0}^{1} \int_{B}(f(x+\epsilon z)-f(x)) \psi(s, z, h, k) p_{s}(d z) d s\right| \\
& \leqslant \int_{0}^{1} \int_{\|z\|<r}|f(x+\epsilon z)-f(x)||\psi(s, z, h, k)| p_{s}(d z) d s \\
& \quad+\int_{0}^{1} \int_{\|z\| \geqslant r}|f(x+\epsilon z)-f(x)||\psi(s, z, h, k)| p_{s}(d z) d s \\
& \leqslant \sup _{\|z\| \leqslant r}|f(x+\epsilon z)-f(x)| \int_{0}^{1} \int_{B}|\psi(s, z, h, k)| p_{s}(d z) d s . \\
& \quad+2\|f\|_{\infty} \int_{0}^{1} \int_{\|z\| \geqslant r}|\psi(s, z, h, k)| p_{s}(d z) d s .
\end{aligned}
$$

Thus if $\delta>0$ is given and if $r$ is chosen large enough then for all sufficiently small $|\epsilon|$ the continuity of $f$ at $x$ implies that both of the last terms are less than $\delta$ uniformly for $|h|=|k|=1$. Hence

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{0}^{1} \int_{B} f(x+\epsilon z) \psi(s, z, h, k) p_{s}(d z) d s=0 \tag{21}
\end{equation*}
$$

uniformly over the set $|\boldsymbol{h}|=|k|=1$.
We now consider the last member on the right of Eq. (19). Let

$$
\varphi(s, z, h, k)=\psi(s, z, h, k)-s^{-1}\left[s^{-1}(h, z)(k, z)-(h, k)\right] .
$$

Thus

$$
\begin{aligned}
\varphi(s, z, h, k)=s^{-1}\left\{(h, z)\left[\exp \left(\frac{2(k, z)-1}{2 s}\right)-1-\frac{2(k, z)-1}{2 s}-\frac{1}{2 s}\right]\right. \\
\left.+(h, k)\left[1-\exp \left(\frac{2(k, z)-1}{2 s}\right)\right]\right\} .
\end{aligned}
$$

From the mean value theorem it follows that, for any real number $a$, $\left|e^{a}-1\right| \leqslant|a| e^{|a|}$ and from the equation

$$
e^{a}=1+a+\int_{0}^{a}(a-t) e^{t} d t
$$

it follows that

$$
\left|e^{a}-1-a\right| \leqslant a^{2} e^{|a|} .
$$

Upon putting $a=(2(k, z)-1) /(2 s)$ in these two inequalities we obtain for $\varphi$ the estimate

$$
\begin{aligned}
|\varphi(s, z, h, k)| \leqslant s^{-1}\{|(h, z)| & \left|\left|\frac{2(k, z)-1}{2 s}\right|^{2} \exp \left(\left|\frac{2(k, z)-1}{2 s}\right|\right)+\frac{1}{2 s}\right] \\
& \left.+|(h, k)|\left|\frac{2(k, z)-1}{2 s}\right| \exp \left|\frac{2(k, z)-1}{2 s}\right|\right\} .
\end{aligned}
$$

We assert that, for all numbers $r \geqslant 0$,

$$
\int_{1}^{\infty} \int_{\|z\| \geqslant r}|\varphi(s, z, h, k)| p_{s}(d z) d s
$$

is finite and goes to zero as $r \rightarrow \infty$ uniformly over the set $|h|=|k|=1$. Upon making the substitution $z=s^{1 / 2} y$ and then
estimating the exponential factors by setting $s=1$ in them we obtain

$$
\begin{gathered}
\int_{1}^{\infty} \int_{\|z\| \geqslant r}|\varphi(s, z, h, k)| p_{s}(d z) d s \\
\leqslant \int_{1}^{\infty} \int_{\left\|s^{1 / 2} y\right\| \geqslant r}\left|\varphi\left(s, s^{1 / 2} y, h, k\right)\right| p_{1}(d y) d s \\
\leqslant \int_{1}^{\infty} s^{-3 / 2} \int_{s^{1 / 2}\|y\| \| r}\left\{|(h, y)|\left[\frac{\left|2 s^{1 / 2}(k, y)-1\right|^{2}}{4 s} \exp (|(k, y)|+1)+\frac{1}{2 s^{1 / 2}}\right]\right. \\
\left.\quad+|(h, k)|\left|(k, y)+\frac{1}{2 s^{1 / 2}}\right| \exp (|(k, y)| \mid 1)\right\} p_{1}(d y) d s .
\end{gathered}
$$

Since $(h, y)$ and $(k, y)$ are jointly normally distributed with respect to $p_{1}(d y)$, it is clear that $\int_{s^{1 / 2}\|y\| \geqslant r}\{\cdots\} p_{1}(d y)$ is bounded as a function of $s$ on $[1, \infty)$ uniformly over the set $|h|=|k|=1$. In fact the expression in braces is dominated by

$$
\begin{aligned}
& x(y, h, k)=\left\{|(h, y)|\left[(|(k, y)|+1)^{2} \exp (|(k, y)|+1)+1\right]\right. \\
& \quad+|(h, k)| \exp (|(k, y)|+1)\}
\end{aligned}
$$

which is square-integrable with respect to $p_{1}(d y)$. Thus

$$
\begin{gathered}
\int_{1}^{\infty} \int_{\|z\| \geqslant r}|\varphi(s, z, h, k)| p_{s}(d z) d s \\
\leqslant \int_{1}^{\infty} s^{-3 / 2}\left[p_{1}\left(\|y\| \geqslant r s^{-1 / 2}\right)\right]^{1 / 2}\left[\int_{B} \chi(y, h, k)^{2} p_{1}(d y)\right]^{1 / 2} d s,
\end{gathered}
$$

which approaches zero as $r \rightarrow \infty$ uniformly over the set $|\boldsymbol{h}|=|k|=1$. It follows from the boundedness of $f$ and its continuity at $x$ just as before that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{1}^{\infty} \int_{B} f(x+\epsilon z) \varphi(s, z, h, k) p_{s}(d z) d s=\int_{1}^{\infty} \int_{B} f(x) \varphi(s, z, h, k) p_{s}(d z) d s \tag{22}
\end{equation*}
$$

uniformly on the set $|\boldsymbol{h}|=|\boldsymbol{k}|=1$. It is clear from the definition of $\varphi$ that $\int_{B} \varphi(s, z, h, k) p_{s}(d z)=0$ so that the limit in (22) is zero.

Thus from (19) we have

$$
\begin{align*}
& \epsilon^{-1}(D u(x+\epsilon k)-D u(x), h)=\int_{0}^{1} \int_{B} f(x+\epsilon z) \psi(s, z, h, k) p_{s}(d z) d s \\
&+\int_{1}^{\infty} \int_{B} f(x+\epsilon z) \varphi(s, z, h, k) p_{s}(d z) d s \\
&+\int_{1}^{\infty} \int_{B} s^{-1} f(x+\epsilon z)\left[s^{-1}(h, z)(k, z)-(h, k)\right] p_{s}(d z) d s \tag{23}
\end{align*}
$$

Denoting the last term in (23) by $K_{\epsilon}$ we have established that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left[\epsilon^{-1}(D u(x+\epsilon k)-D u(x), h)-K_{\epsilon}\right]=0 \tag{24}
\end{equation*}
$$

uniformly over the set $|h|=|k|=1$. But upon substituting $y=\epsilon z$ and $t=\epsilon^{2} s$ into $K_{\epsilon}$ we have

$$
\begin{align*}
K_{\epsilon} & =\int_{\epsilon^{2}}^{\infty} t^{-1} \int_{B} f(x+y)\left[t^{-1}(h, y)(k, y)-(h, k)\right] p_{t}(d y) d t \\
& =\left(\int_{\epsilon^{2}}^{\infty} t^{-1} D^{2} p_{t} f(x) d t k, h\right) \tag{25}
\end{align*}
$$

Since, as noted at the beginning of this proof, $\int_{\epsilon_{2}^{\infty}}^{\infty} t^{-1} D^{2} p_{t} f(x) d t$ converges to $\int_{0}^{\infty} t^{-1} D^{2} p_{t} f(x) d t$ in Hilbert-Schmidt norm and, a fortiori, in operator norm, as $\epsilon \rightarrow 0$, it follows that the last integral represents the Frechet derivative of $D u$ at $x$.

Proof of Theorem. It follows from Lemmas 2.1 and 2.2 that, under either condition (a) or (b) of the theorem, $D^{2} u(x)$ is given by (14) which converges in Hilbert-Schmidt norm.

Let $\mathscr{C}$ be the Banach space consisting of all bounded realvalued uniformly continuous functions on $B$ vanishing outside $\{x: 1<\|x\|<2\}$. We shall show that there exists a function $f$ in $\mathscr{C}$ such that $\left(D^{2} G f\right)(0)$ is not a trace class operator. Any $f$ in $\mathscr{C}$ satisfies a Dini condition of order 2 at the origin because

$$
\begin{align*}
\int_{0}^{1} t^{-1}\left(\int_{B}|f(y)-f(0)|^{2} p_{t}(d y)\right)^{1 / 2} d t & \leqslant\|f\|_{\infty} \int_{0}^{1} t^{-1} p_{t}(\|y\|>1)^{1 / 2} d t \\
& \leqslant \text { constant }\|f\|_{\infty} \tag{26}
\end{align*}
$$

since $\left.p_{t}(\|y\|)>1\right)=o(t)$ (see Remark 2.3).
Since $f$ is continuous at $0,\left(D^{2} G f\right)(0)$ exists, is a Hilbert-Schmidt operator, and is given by (14).

Moreover, from (11),

$$
\left\|\left(D^{2} G f\right)(0)\right\|_{2} \leqslant \int_{0}^{\infty} t^{-1}\left(\int_{B} f(y)^{2} p_{t}(d y)\right)^{1 / 2} d t
$$

and from (26) and (17) it follows that

$$
\left\|\left(D^{2} G f\right)(0)\right\|_{2} \leqslant \text { constant }\|f\|_{\infty}
$$

for all $f$ in $\mathscr{C}$. Thus the map $f \rightarrow\left(D^{2} G f\right)(0)$ from $\mathscr{C}$ into the space of Hilbert-Schmidt operators is continuous. Now suppose that for
every function $f$ in $\mathscr{C}\left(D^{2} G f\right)(0)$ is a trace class operator. The map $f \rightarrow\left(D^{2} G f\right)(0)$ from $\mathscr{C}$ into the Banach space of trace class operators on $H$ is a closed operator for if $f_{n} \rightarrow f$ in $\mathscr{C}$ and the sequence $\left(D^{2} G f_{n}\right)(0)$ converges in trace class norm to an operator $L$ then since it also converges to $L$ in Hilbert-Schmidt norm and converges also to $\left(D^{2} G f\right)(0)$ in Hilbert-Schmidt norm it follows that $\left(D^{2} G f\right)(0)=L$. Thus by the closed-graph theorem there is a constant $K$ such that $\left\|\left(D^{2} G f\right)(0)\right\|_{1} \leqslant K\|f\|_{\infty}$ for $f$ in $\mathscr{C}$ where $\|L\|_{1}$ denotes the trace class norm of $L$.

Hence for any bounded operator $T$ on $H$,

$$
\left|\operatorname{trace}\left[T\left(D^{2} G f\right)(0)\right]\right| \leqslant K\|T\|\|f\|_{\infty},
$$

where $\|T\|$ denotes the operator norm. In particular, if $T$ is a test operator, then by (14) and (10),

$$
\begin{equation*}
\left|\int_{0}^{\infty} t^{-1} \int_{A} f(y)\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\} p_{t}(d y) d t\right| \leqslant K\|(T \mid H)\|\|f\|_{\infty} \tag{27}
\end{equation*}
$$

for all $f$ in $\mathscr{C}$ where $A=\{x \in B: 1<\|x\|<2\}$. Consider a fixed test operator $T$ on $B$. Then

$$
\begin{align*}
& \int_{0}^{\infty} t^{-1} \int_{A}\left|t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right| p_{t}(d y) d t \\
- & \int_{0}^{\infty} \int_{B} t^{-1} \chi_{A}\left(t^{1 / 2} z\right)|\langle T z, z\rangle-\operatorname{trace}[T]| p_{1}(d z) d t \\
= & \int_{B}\left(\int_{0}^{\infty} t^{-1} \chi_{A}\left(t^{1 / 2} z\right) d t\right)|\langle T z, z\rangle-\operatorname{trace}[T]| p_{1}(d z) \\
= & (\ln 4) \int_{B}|\langle T z, z\rangle-\operatorname{trace}[T]| p_{1}(d z)<\infty . \tag{28}
\end{align*}
$$

Thus by dominated convergence the set $\mathscr{E}$ of real Borel measurable functions $f$ on $A$ satisfying both $|f(y)| \leqslant 1$ on $A$ and

$$
\left|\int_{0}^{\infty} t^{-1} \int_{A} f(y)\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\} p_{t}(d y) d t\right| \leqslant K\|T \mid H\|
$$

is closed under the operation of taking pointwise limit of sequences. By (27), $\mathscr{E}$ includes the restrictions to $A$ of all elements of $\mathscr{C}$ of norm at most one. It follows from standard arguments that $\mathscr{E}$ consists of all Borel functions on $A$ with sup norm at most one. By positive homo-
genity, (27) now holds for all bounded Borel functions on $A$. We shall show that this already implies that (27) also holds when $f$ depends on $t$ as well as $y$. We use a method applicable only to the case of an infinitedimensional space $H$. Let $e_{1}, e_{2}, \ldots$ be an orthonormal basis of $H^{*}$ lying in $B^{*}$. Lct

$$
\begin{equation*}
\varphi(y)=\lim _{n \rightarrow \infty} n^{-1} \sum_{j=1}^{n}\left\langle e_{j}, y\right\rangle^{`}, \tag{29}
\end{equation*}
$$

wherever the limit exists and is finite, and put $\varphi$ equal to zero everywhere else. Then $\varphi$ is a Borel function in $B$. Since the functions $\left\langle e_{j}, \cdot\right\rangle^{2}$ are identically distributed with respect to $p_{t}$ and have mean $t$ with respect to $p_{t}$ the strong law of large numbers implies that $p_{t}(\{y: \varphi(y)=t\})=1$ for all $t \geqslant 0$. Now let $f(t, y)$ be a bounded measurable function on $[0, \infty) \times B$ which is zero off $[0, \infty) \times A$. Then $f(\varphi(y), y)=f(t, y)$ a.e. with respect to $p_{i}$. Thus

$$
\begin{align*}
& \left|\int_{0}^{\infty}\left[\int_{B} f(t, y) t^{-1}\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\} p_{t}(d y)\right] d t\right| \\
= & \left|\int_{0}^{\infty}\left[\int_{B} f(\varphi(y), y) t^{-1}\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\} p_{t}(d y)\right] d t\right| \\
\leqslant & K\left\|T\left|H \| \sup _{y \in A}\right| f(\varphi(y), y) \mid\right. \\
\leqslant & K\left\|T\left|H \| \sup _{t, y}\right| f(t, y) \mid\right. \tag{30}
\end{align*}
$$

Now put $f(t, y)=\operatorname{sgn}\left\{t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right\}$ for $y$ in $A$ and zero otherwise. Thus (30) implies

$$
\int_{0}^{\infty} \int_{A} t^{-1}\left|t^{-1}\langle T y, y\rangle-\operatorname{trace}[T]\right| p_{t}(d y) d t \leqslant K\|T \mid H\|
$$

Thus by (28) we have

$$
(\ln 4) \int_{B}|\langle T z, z\rangle-\operatorname{trace}[T]| p_{1}(d z) \leqslant K\|T \mid H\|
$$

for every test operator $T$. Now let $T_{n}$ be the operator on $B$ defined by $T_{n} x=\sum_{k=1}^{n}\left\langle e_{k}, x\right\rangle e_{k}$. Then $\left\|T_{n} \mid H\right\|=1$ for all $n$ and we have $\left\langle T_{n} z, z\right\rangle-\operatorname{trace}[T]=\sum_{k=1}^{n}\left[\left\langle e_{k}, z\right\rangle^{2}-1\right]$. Thus

$$
(\ln 4) \int_{B}\left|\sum_{k=1}^{n}\left[\left\langle e_{k}, z\right\rangle^{2}-1\right]\right| p_{1}(d z) \leqslant K
$$

for all $n$. We show that this is impossible by showing that $\left|\sum_{k=1}^{n}\left[\left\langle e_{k}, z\right\rangle^{2}-1\right]\right|$ diverges to $+\infty$ in probability with respect to $p_{1}$. The functions $\xi_{k} \equiv\left\langle e_{k}, z\right\rangle^{2}-1$ are identically distributed, have mean zero and possess finite moments of all orders with respect to $p_{1}$. They are independent and the central limit theorem is clearly applicable. Thus, putting

$$
B_{n}=\sum_{k=1}^{n} \int_{B} \xi_{k}(z)^{2} p_{1}(d z)=2 n,
$$

we have, for any number $N$ and real number $\alpha>0$ and for sufficiently large $n$,

$$
p_{1}\left(\left|\sum_{k=1}^{n} \xi_{k}\right|>N\right) \geqslant p_{1}\left(\left|\sum_{k=1}^{n} \xi_{k}\right|>B_{n} \alpha\right),
$$

which converges as $n \rightarrow \infty$ to

$$
(2 \pi)^{-1 / 2} \int_{|x|>\alpha} \exp \left[-\frac{x^{2}}{2}\right] d x .
$$

The last expression can be made arbitrarily close to one by choosing $\alpha$ sufficiently small. This concludes the proof of Theorem 2.

Remark 4.3. Other regularity properties may be established similar to those due to Petrini [19]. For example if $f$ is bounded, has bounded support and $u$ is its potential then each of the following statements is an immediate consequence of Eq. (23). $K_{c}$ is given by (25);
(a) $B_{\epsilon} \equiv \epsilon^{-1}(D u(x+\epsilon k)-D u(x), h)-K_{\epsilon}$ remains bounded as $\epsilon \rightarrow 0$
(b) If $\lim _{\epsilon \downarrow 0} f(x+\epsilon z)$ exists for almost all $z$ with respect to $p_{1}$ then $\lim _{\epsilon+0} B_{\epsilon}$ exists for each $h$ and $k$ in $H$.

We note that $\lim _{\epsilon 10} f(x \mid \epsilon \boldsymbol{z})$ exists a.e. [ $p_{1}$ ] if and only if it exists a.e. $\left[p_{s}\right]$ for every $s$.
(c) If $f(x+\epsilon z)$ is continuous at $\epsilon=0$ for almost all $z\left[p_{1}\right]$ then $\lim _{\epsilon \pm 0} B_{\epsilon}=0$ for each $h, k$ in $H$. If $f$ is $B$-continuous at $x$ then $\lim _{\text {ev0 }} B_{\epsilon}=0$ uniformly over the set $|h|=|k|=1$
(d) If $f(x+\epsilon z)$ is continuous in $\epsilon$ at $\epsilon=0$ for almost all $z\left[p_{1}\right]$ and $f$ satisfies a Dini condition at $x$ of order greater than one, then $D^{2} u(x)$ exists as a Gateaux differential and is given by (14) which converges in Hilbert-Schmidt norm.

Remark 4.4. By Theorem 2 there exists a function $f$ on $B$ which is bounded and uniformly continuous on $B$, has bounded support,
vanishes in a neighborhood $V$ of the origin and whose potential $u$ does not have a trace-class second Frechet derivative at zero. By Remark 3.5 the generalized Laplacian of $u$ exists everywhere on $B$ and has the value zero in $V$, i.e., $u$ is harmonic in $V$ in a generalized sense. Thus although the eigenvalues of the Hilbert-Schmidt operator $D^{2} u(0)$ do not converge absolutely the generalized Laplacian appears to provide some (orthogonally invariant) summability method to sum them to zero.

Remark 4.5. Unlike in finite dimensions, a Dini condition of order one at $x$ is not sufficient in the infinite-dimensional caseeven in the presence of continuity of $f$-to establish the existence of $D^{2} u(x)$ as a bounded operator.

Definition 8. A function $f$ on $B$ is Lip 1 on $B$ if there is a constant $C$ such that $|f(x)-f(y)| \leqslant C\|x-y\|$ for all $x$ and $y$ in $B$.

Theorem 3. Assume $\|\cdot\|$ is in $L^{2}\left(p_{1}\right)$. Iff is a bounded Lip 1 function on $B$ then $D^{2}\left(p_{t} f\right)(x)$ is a trace class operator for each $x$ and each $t>0$. For each strictly positive number a the map $(t, x) \rightarrow D^{2}\left(p_{t} f\right)(x)$ is uniformly continuous on $[a, \infty) \times B$ into the Banach space of trace class operators on $H$. The function $v(t, x)=(p, f)(x)$ is jointly uniformly continuous on $[0, \infty) \times B$ and satisfies

$$
\begin{equation*}
\frac{\partial v}{\partial t}=\left(\frac{1}{2}\right) \operatorname{trace}\left[D^{2} v(t, x)\right] \tag{31}
\end{equation*}
$$

In particular $(\partial v / \partial t)$ is bounded and uniformly continuous on $[a, \infty) \times B$ for each number $a>0$. For each $t>0$ the derivative $\partial v / \partial t$ exists uniformly in $x$.

If in addition $f$ has bounded support then $\left(D^{2} G f\right)(x)$ is a trace class operator for each $x$ and

$$
\left(\frac{1}{2}\right) \operatorname{trace}\left[\left(D^{2} G f\right)(x)\right]=-f(x) .
$$

Lemma 3.1. Let $t>0$. Let $S$ be a test operator on $B$. Let $T: H \rightarrow H$ be the restriction of $S$ to $H$ and let $L_{\epsilon} \equiv\left(I+\epsilon t^{-1} S\right)^{1 / 2}$ be defined for all sufficiently small real $\in$ by a power series. If f is a bounded measurable function on $B$ then

$$
\begin{equation*}
\operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]=2 \frac{d}{d \epsilon} \int_{B} f\left(x+L_{\epsilon} y\right) p_{t}(d y) \tag{32}
\end{equation*}
$$

where the derivative on the right is to be evaluated at $\epsilon=0$. Moreover the derivative exists uniformly with respect to $x$.

Proof. The measure $E \rightarrow p_{i}\left(L_{\epsilon}^{-1} E\right)$ is absolutely continuous with respect to $p_{t}$. This is a very special case of Theorem 3 of [22] since the operator $T$ is of finite rank and it may be derived directly along with the Radon-Nikodym derivative as follows. Let $M$ be the carrier of $S$. Then as noted after Definition $6 M \subset B^{*}$. Let $P$ be the orthogonal projection of $H$ onto $M$. Then $P$ is continuous in $B$ norm as may be seen by writing $P x=\sum_{j=1}^{n}\left\langle e_{j}, x\right\rangle e_{j}$ where $e_{1}, \ldots, e_{n}$ is an o.n. basis of $M$. Let $Q$ be the continuous extension of $P$ to $B$. 'I'hen the function

$$
R(\epsilon, x)=\left[\operatorname{det}\left(I+\epsilon t^{-1} T\right)\right]^{-1 / 2} \exp \left[-\frac{\left|\left(I+\epsilon t^{-1} T\right)^{-1 / 2} Q x\right|^{2}-|Q x|^{2}}{2 t}\right]
$$

is a continuous tame function on $B$ and is defined for all sufficiently small real $\epsilon$. Consider the Cartesian product decomposition $B=M \times(I-Q) B$. The measure $p_{t}$ is a product measure relative to this decomposition as noted in Remark 2.2. Since $T x=0$ for all $\boldsymbol{x}$ in $H$ orthogonal to $M$ the transformation $L_{\varepsilon}$ acts as the identity on the factor $(I-Q) B$ and acts as $\left(I+\epsilon t^{-1} T\right)^{1 / 2}$ in $M$. Moreover, $L_{\epsilon}$ leaves $M$ invariant. A straightforward transformation of Gauss measure $\mu_{t}$ in $M$ by the transformation $\left(I+\epsilon t^{-1} T\right)^{1 / 2}$ shows that the Radon-Nikodym derivative $d \mu_{i} o\left(I+\epsilon t^{-1} T\right)^{-1 / 2} / d \mu_{i}$ is the restriction of $R(\epsilon, x)$ to $M$ and consequently the derivative $d p_{t} 0 L_{\epsilon}^{-1} / d p_{i}$ is $R(\epsilon, x)$.

Thus

$$
\begin{align*}
\int_{B} f\left(x+L_{\epsilon} y\right) p_{t}(d y) & =\int_{B} f(x+y) p_{t}\left(L_{\epsilon}^{-1} d y\right) \\
& =\int_{B} f(x+y) R(\epsilon, y) p_{t}(d y) . \tag{33}
\end{align*}
$$

By choosing a basis of $M$ on which $T$ is triangular one readily computes
$\frac{d R}{d \epsilon}=\left(\frac{1}{2}\right) t^{-1}\left\{t^{-1}\left(T\left(I+\epsilon t^{-1} T\right)^{-2} Q y, Q y\right)-\operatorname{trace}\left[T\left(I+\epsilon t^{-1} T\right)^{-1}\right]\right\} R(\epsilon, y)$.
For sufficiently small $\epsilon$ this is easily seen to be dominated by an integrable function of the form constant times $\exp \left[\alpha|Q y|^{2} / 2 t\right]$ for some $\alpha<1$. Consequently, differentiation under the integral on the right in (33) is permissible and one obtains

$$
\begin{gathered}
\left.\frac{d}{d \epsilon} \int_{B} f\left(x+L_{\epsilon} y\right) p_{t}(d y)\right|_{\epsilon=0} \\
=\left(\frac{1}{2}\right) \int_{B} f(x+y) t^{-1}\left\{t^{-1}\langle S y, y\rangle-\operatorname{trace} T\right\} p_{t}(d y)
\end{gathered}
$$

which in view of (10) yields (32).

Moreover the uniform existence of the derivative follows from the inequalities

$$
\begin{aligned}
& \quad\left|\frac{\left(p_{t} o L_{\epsilon}^{-1}\right) f(x)-\left(p_{t} f\right)(x)}{\epsilon}-\left(\frac{1}{2}\right) \operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]\right| \\
& =\left|\int_{B} f(x+y)\left[\frac{R(\epsilon, y)-1}{\epsilon}-\left(\frac{1}{2}\right) t^{-1}\left\{t^{-1}\langle S y, y\rangle-\operatorname{trace} T\right\}\right] p_{t}(d y)\right| \\
& \leqslant\|f\|_{\infty} \int_{B}\left|\frac{R(\epsilon, y)-1}{\epsilon}-\left(\frac{1}{2}\right) t^{-1}\left\{t^{-1}\langle S y, y\rangle-\operatorname{trace} T\right\}\right| p_{t}(d y),
\end{aligned}
$$

which approaches zero with $\epsilon$, by virtue of the above remarks on the form of $d R / d \epsilon$.

Proof of Theorem. Suppose $f$ is a bounded real valued function on $B$ and satisfies $|f(x)-f(y)| \leqslant C\|x-y\|$ for all $x$ and $y$ in $B$. Let $S$ be a test operator on $B$ and $T$ its restriction to $H$. Then, carrying over the notation from Lemma 3.1, we have from (32)

$$
\begin{align*}
\left|\operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]\right| & =2 \lim _{\epsilon \rightarrow 0}\left|\epsilon^{-1} \int_{B}\left\{f\left(x+L_{\epsilon} y\right)-f(x+y)\right\} p_{t}(d y)\right| \\
& \leqslant 2 \limsup _{\epsilon \rightarrow 0} C \int_{B}|\epsilon|^{-1}\left\|L_{\epsilon} y-y\right\| p_{t}(d y) . \tag{34}
\end{align*}
$$

Now the square root of $I+\epsilon t^{-1} S$ on $B$ is given by a power series

$$
I+2^{-1} \epsilon t^{-1} S+\sum_{k=2}^{\infty} C_{k}\left(\epsilon t^{-1} S\right)^{k}
$$

for small $\epsilon$. Thus

$$
|\epsilon|^{-1}\left\|L_{e} y-y\right\| \leqslant \frac{1}{2 t}\|S y\|+\sum_{k=2}^{\infty} C_{k} \epsilon^{k-1} t^{-k}\left\|S^{k} y\right\| .
$$

Since $\left\|S^{k} y\right\| \leqslant\left\|S^{k}\right\|\|y\| \leqslant\|S\|^{k}\|y\|$, and $\|y\|$ is integrable with respect to $p_{l}(d y)$, it follows from dominated convergence that

$$
\begin{equation*}
\left|\operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]\right| \leqslant C t^{-1} \int_{B}\|S y\| p_{t}(d y) . \tag{35}
\end{equation*}
$$

Now we wish to estimate the right side of the last inequality in terms of the operator norm of $T$ (which is an operator on $H$ ) instead of the operator norm of $S$ (which is an operator on B.) Since $\|S y\|$ is a
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tame function based on the carrier, $M$, of $S$ we have, for any finite number $p \geqslant 1$,

$$
\int_{B}\|S y\|^{p} p_{t}(d y)=\int_{M}\|T y\|^{p} \mu_{t}(d y),
$$

where $\mu_{i}$ is Gauss measure in $M$ with variance parameter $t$. Let $m(\lambda)=\mu_{t}(\{y \in M:\|y\|>\lambda\})$. Let $n(\lambda)=\mu_{t}(\{y \in M:\|T y\|>\lambda\})$. 'Then, by 'Theorem 5 of [9] applied to the finite-dimensional Hilbert space $M$, there holds $n(\lambda) \leqslant m(\lambda /\|T\|)$ where $\|T\|$ denotes the norm of $T$ as an operator on $H$, i.e.,

$$
\|T\|=\sup _{h \neq 0} \frac{|T h|}{|h|}=\sup _{n \in M, h \neq 0} \frac{|T h|}{|h|} .
$$

But

$$
\begin{aligned}
\int_{M}\|T y\|^{p} \mu_{t}(d y) & =-\int_{0}^{\infty} \lambda^{p} d n(\lambda) \\
& =p \int_{0}^{\infty} n(\lambda) \lambda^{p-1} d \lambda \leqslant p \int_{0}^{\infty} m\left(\frac{\lambda}{\|T\|}\right) \lambda^{p-1} d \lambda \\
& =\|T\|^{p} p \int_{0}^{\infty} m(\tau) \tau^{p-1} d \tau \\
& =\|T\|^{p} \int_{M}\|y\|^{p} \mu_{t}(d y) .
\end{aligned}
$$

Thus ${ }^{2}$

$$
\begin{equation*}
\int_{B}\|S y\|^{p} p_{t}(d y) \leqslant\|T\|^{p} \int_{B}\|y\|^{p} p_{t}(d y) . \tag{36}
\end{equation*}
$$

In particular, since

$$
\begin{gather*}
\int_{B}\|y\| p_{t}(d y)=t^{1 / 2} \int_{B}\|z\| p_{1}(d z), \\
\left|\operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]\right| \leqslant C t^{-1 / 2} \int_{B}\|z\| p_{1}(d z)\|T\| . \tag{37}
\end{gather*}
$$

Since the dual space of the space of completely continuous operators is the space of trace class operators under the pairing $\langle R, S\rangle=\operatorname{trace}[R S]$ and since the restrictions of test operators to $H$ are dense in the space of completely continuous operators, it follows

[^1]from (37) that $\left(D^{2} p_{t} f\right)(x)$ is a trace class operator with trace class norm
\[

$$
\begin{equation*}
\left\|\left(D^{2} p_{t} f\right)(x)\right\|_{1} \leqslant C t^{-1 / 2} \int_{B}\|z\| p_{1}(d z) . \tag{38}
\end{equation*}
$$

\]

We shall show that, for $a>0$, the function $\left(D^{2} p_{t} f\right)(x)$ is uniformly continuous from $[a, \infty) \times B$ into the Banach space of trace class operators on $H$. Let $e_{1}, e_{2}, \ldots$ be an o.n. basis of $H$ lying in $B^{*}$ and let $P_{n}$ be the projection of $H$ onto span ( $e_{1}, \ldots, e_{n}$ ). By Lemma 3.2 of [9] the sequence $P_{n}\left(D^{2} p_{t} f\right)(x)$ converges to the operator $\left(D^{2} p_{i} f\right)(x)$ in trace class norm for each $x$ and $t$. Now from (10) there follows

$$
\begin{gathered}
\left|\operatorname{trace}\left[T\left\{\left(D^{2} p_{t} f\right)(x)-\left(D^{2} p_{s} f\right)\left(x^{\prime}\right)\right\}\right]\right| \\
=\left|\int_{B}\left\{t^{-1} f\left(x+t^{1 / 2} z\right)-s^{-1} f\left(x^{\prime}+s^{1 / 2} z\right)\right\}\{\langle T z, z\rangle-\operatorname{trace} T\} p_{1}(d z)\right| \\
\leqslant\left(\int_{B}\left\{t^{-1} f\left(x+t^{1 / 2} z\right)-s^{-1} f\left(x^{\prime}+s^{1 / 2 z}\right)\right\}^{2} p_{1}(d z)\right)^{1 / 2}\|T\|_{2},
\end{gathered}
$$

and consequently,

$$
\begin{gather*}
\left\|\left(D^{3} p_{t} f\right)(x)-\left(D^{2} p_{s} f\right)\left(x^{\prime}\right)\right\|_{2} \\
\leqslant\left(\int_{B}\left\{t^{-1} f\left(x+t^{1 / 2} z\right)-s^{-1} f\left(x^{\prime}+s^{1 / 2} z\right)\right\}^{2} p_{1}(d z)\right)^{1 / 2} . \tag{39}
\end{gather*}
$$

Using the boundedness and Lip 1 character of $f$ and the squareintegrability of $\|z\|$ with respect to $p_{1}$, one establishes easily that the right side of (39) goes to zero uniformly as $\left\|x-x^{\prime}\right\|$ and $|t-s|$ go to zero for $t$ and $s$ bounded away from zero. Thus the map $(t, x) \rightarrow\left(D^{2} p_{t} f\right)(x)$ is uniformly continuous on $[a, \infty) \times B$ into the Hilbert space of Hilbert-Schmidt operators on $H$. Hence so also is the map $(t, x) \rightarrow P_{n}\left(D^{2} p_{t} f\right)(x)$ for each $n$. Now, on the space of bounded operators on $H$ with ranges contained in span ( $e_{1}, \ldots, e_{n}$ ), the Hilbert-Schmidt norm and trace class norm are equivalent for each $n$, because if $A$ has rank at most $n$, one readily verifies by diagonalization of $\left(A^{*} A\right)^{1 / 2}$ that

$$
\|A\|_{1}=\operatorname{trace}\left[\left(A^{*} A\right)^{1 / 2}\right] \leqslant n^{1 / 2}\left[\operatorname{trace}\left(A^{*} A\right)\right]^{1 / 2}=n^{1 / 2}\|A\|_{2}
$$

while $\|A\|_{2} \leqslant\|A\|_{1}$ always holds. Thus for each $n$, the map $(t, x) \rightarrow P_{n}\left(D^{2} p_{t} f\right)(x)$ is uniformly continuous on $[a, \infty) \times B$ into the Banach space of trace class operators on $H$. It suffices to prove therefore that $P_{n}\left(D^{2} p_{l} f\right)(x)$ converges to $\left(D^{2} p_{t} f\right)(x)$ in trace
class norm uniformly on $[a, \infty) \times B$. Let $S$ be a test operator on $B$ and $T$ its restriction to $H$. Then, if $Q_{n}$ is the continuous extension of $P_{n}$ to $B, S\left(Q_{n}-Q_{m}\right)$ is also a test operator and, replacing $S$ by $S\left(Q_{n}-Q_{m}\right)$ in (35), one obtains
$\left|\operatorname{trace}\left[T\left(P_{n}-P_{m}\right)\left(D^{2} p_{t} f\right)(x)\right]\right| \leqslant C t^{-1} \int_{B}\left\|S\left(Q_{n}-Q_{m}\right) y\right\| p_{t}(d y)$.
Now the same argument which produced (36), when applied to the seminorm $\|y\|_{1}=\left\|\left(Q_{n}-Q_{m}\right) y\right\|$ yields

$$
\left|\operatorname{trace}\left[T\left(P_{n}-P_{m}\right)\left(D^{2} p_{t} f\right)(x)\right]\right| \leqslant C t^{-1} \int_{B}\left\|\left(Q_{n}-Q_{m}\right) y\right\| p_{t}(d y)\|T\|
$$

and therefore it follows as before that

$$
\begin{equation*}
\left\|\left(P_{n}-P_{m}\right)\left(D^{2} p_{t} f\right)(x)\right\|_{1} \leqslant C t^{-1 / 2} \int_{B}\left\|\left(Q_{n}-Q_{m}\right) z\right\| p_{1}(d z) \tag{41}
\end{equation*}
$$

Now, by Corollary 5.2 of [9], $\left\|\left(Q_{n}-Q_{m}\right) z\right\|$ goes to zero in probability $^{3}$ with respect to $p_{1}$. Hence, if

$$
F_{n, m}(\lambda)=p_{1}\left(\left\{z:\left\|\left(Q_{n}-Q_{m}\right) z\right\|>\lambda\right\}\right),
$$

then $F_{n, m}(\lambda) \rightarrow 0$ as $n, m \rightarrow \infty$ for each $\lambda>0$. Let

$$
F(\lambda)=p_{1}(\{z:\|z\|>\lambda\})
$$

If $n>m$ then $\left\|P_{n}-P_{m}\right\|=1$ and, by Theorem 5 of [9], $F_{n, m}(\lambda) \leqslant F(\lambda)$ for all $n \geqslant 0$. Thus

$$
\int_{B}\left\|\left(Q_{n}-Q_{m}\right) z\right\| p_{1}(d z)=-\int_{0}^{\infty} \lambda d F_{n, m}(\lambda)=\int_{0}^{\infty} F_{n, m}(\lambda) d \lambda
$$

and since

$$
\int_{0}^{\infty} F(\lambda) d \lambda=\int_{B}\|z\| p_{1}(d z)<\infty
$$

it follows by dominated convergence that

$$
\int_{0}^{\infty} F_{n, m}(\lambda) d \lambda \rightarrow 0 .
$$

[^2]Thus the right side of (41) approaches zero uniformly on $[a, \infty) \times B$ and the uniform continuity of $\left(D^{2} p_{t} f\right)(x)$ is established.
In order to show that $\left(p_{t} f\right)(x)$ is a differentiable function of $t$ at each $t$ we choose a number $\delta>0$ and a finite-dimensional projection $P$ on $H$ with range contained in $B^{*}$ such that, for all $x$ in $B$, there holds

$$
\left|\operatorname{trace}\left[(I-P)\left(D^{2} p_{t} f\right)(x)\right]\right| \leqslant \delta
$$

as well as

$$
C t^{-1 / 2} \int_{B}\|(I-Q) z\| p_{1}(d z) \leqslant \delta
$$

where $Q$ is the continuous extension of $P$ to $B$. Such a projection $P$ always exists for any positive number $\delta$ by the preceding paragraph. $B$ is the direct sum of $Q B$ and $(I-Q) B$ and relative to the cartesian product decomposition $B=(Q B) \times(I-Q) B$ the measure $p_{s}$ is for any $s>0$ a product $p_{s}=p_{s}^{\prime} \times p_{s}^{\prime \prime}$ where $p_{s}^{\prime}$ is Gauss measure in $Q B$ and $p_{s}^{\prime \prime}$ is Wiener measure in $(I-Q) B$. Let $s>0$ and put $\epsilon-s-t$. Define $\left(p_{s}^{\prime} p_{t}^{\prime \prime} f\right)(x)$ to be $\iint f(x+u+v) p_{s}^{\prime}(d u) p_{t}^{\prime \prime}(d v)$, where the $u$ integral is over $Q B$ and the $v$ integral is over $(I-Q) B$. Then, on the one hand,

$$
\begin{align*}
\left(p_{s}^{\prime} p_{t}^{\prime \prime} f\right)(x) & =\iint f\left(x+\left(\frac{s}{t}\right)^{1 / 2} u+v\right) p_{t}^{\prime}(d u) p_{t}^{\prime \prime}(d v) \\
& =\int_{B} f\left(x+\left(\frac{s}{t}\right)^{1 / 2} Q y+(I-Q) y\right) p_{t}(d y) \\
& =\int_{B} f\left(x+L_{e} y\right) p_{t}(d y) \tag{42}
\end{align*}
$$

where

$$
L_{\epsilon}=\left(\frac{s}{t}\right)^{1 / 2} Q+(I-Q)=\left(\left(\frac{s}{t}\right) Q+(I-Q)\right)^{1 / 2}=\left(I+\epsilon t^{-1} Q\right)^{1 / 2}
$$

On the other hand,

$$
\begin{align*}
\left(p_{s}^{\prime} p_{t}^{\prime \prime} f\right)(x) & =\iint f\left(x+u+\left(\frac{t}{s}\right)^{1 / 2} v\right) p_{s}^{\prime}(d u) p_{s}^{\prime \prime}(d v) \\
& =\int_{B} f\left(x+Q y+\left(\frac{t}{s}\right)^{1 / 2}(I-Q) y\right) p_{s}(d y) \tag{43}
\end{align*}
$$

Consequently, writing

$$
\begin{equation*}
\left|\frac{\left(p_{s} f\right)(x)-\left(p_{t} f\right)(x)}{\epsilon}-\left(\frac{1}{2}\right) \operatorname{trace}\left(D^{2} p_{t} f\right)(x)\right| \leqslant I+I I+I I I \tag{44}
\end{equation*}
$$

where

$$
\begin{aligned}
I & =\left|\epsilon^{-1}\left[\left(p_{s}^{\prime} p_{t}^{\prime \prime} f\right)(x)-p_{t} f(x)\right]-\left(\frac{1}{2}\right) \operatorname{trace}\left[P\left(D^{2} p_{t} f\right)(x)\right]\right|, \\
I I & =\left|\epsilon^{-1}\left[\left(p_{s} f\right)(x)-\left(p_{s}^{\prime} p_{t}^{\prime \prime} f\right)(x)\right]\right|,
\end{aligned}
$$

and

$$
I I I=\left(\frac{1}{2}\right)\left|\operatorname{trace}\left[(I \quad P)\left(D^{2} p_{t} f\right)(x)\right]\right|,
$$

we have first of all III $\leqslant \delta / 2$. Secondly, from (42) there follows

$$
I \leqslant\left|\epsilon^{-1} \int_{B}\left[f\left(x+L_{4} y\right)-f(x+y)\right] p_{t}(d y)-\left(\frac{1}{2}\right) \operatorname{trace}\left[P\left(D^{2} p_{t} f\right)(x)\right]\right|
$$

and, by Lemma 3.1, $\lim _{s \rightarrow t} I=0$ uniformly in $x$.
Moreover, using (43) we have

$$
\begin{aligned}
I I & =\left|\epsilon^{-1} \int_{B}\left[f(x+y)-f\left(x+\left\{Q+\left(\frac{t}{s}\right)^{1 / 2}(I-Q)\right\} y\right)\right] p_{s}(d y)\right| \\
& \leqslant C|\epsilon|^{-1} \int_{B}\left\|y-\left\{Q+\left(\frac{t}{s}\right)^{1 / 2}(I-Q)\right\} y\right\| p_{s}(d y) \\
& =C|\epsilon|^{-1}\left|1-\left(\frac{t}{s}\right)^{1 / 2}\right| \int_{B}\|(I-Q) y\| p_{s}(d y) \\
& =C\left|\frac{s^{1 / 2}-t^{1 / 2}}{s-t}\right| \int_{B}\|(I-Q) z\| p_{1}(d z) .
\end{aligned}
$$

Hence

$$
\lim \sup _{s \rightarrow t} \sup _{x \in B} I I \leqslant C 2^{-1} t^{-1 / 2} \int\|(I-Q) z\| p_{1}(d z) \leqslant \frac{\delta}{2} .
$$

Thus the $\lim _{\sup _{s \rightarrow t}}$ of the left side of (44) does not exceed $\delta$ and in view of the arbitrariness of $\delta$, Eq. (31) is established as well as the uniform differentiability of $p_{t} f$.
Finally we assume that, in addition to being uniformly Lip 1 on $B$, $f$ has bounded support. From Theorem 2, Eq. (14) we have

$$
\left\|\left(D^{2} G f\right)(x)\right\|_{I} \leqslant \int_{0}^{\infty}\left\|\left(D^{2} p_{t} f\right)(x)\right\|_{1} d t .
$$

From the estimate (38) it follows that

$$
\int_{0}^{1}\left\|\left(D^{2} p_{t} f\right)(x)\right\|_{I} d t<\infty
$$

Now returning to the equality in (34) we note that, since $L_{\epsilon} \rightarrow I$ in $B$-operator norm as $\epsilon \rightarrow 0,\left\|L_{\epsilon}^{-1}\right\| \leqslant 2$ for all sufficiently small $\epsilon$ so that if the function $y \rightarrow f(x+y)$ vanishes for $\|y\|>N$ then $f\left(x+L_{\epsilon} y\right)$ vanishes for $\|y\|>2 N$ when $\epsilon$ is sufficiently small. Thus

$$
\begin{aligned}
\left|\operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]\right| & =2 \lim _{\epsilon \rightarrow 0}\left|\epsilon^{-1} \int_{\|y\| \mid \leqslant 2 N}\left\{f\left(x+L_{\epsilon} y\right)-f(x+y)\right\} p_{t}(d y)\right| \\
& \leqslant 2 C \lim _{\epsilon \rightarrow 0}\left|\epsilon^{-1} \int_{\| \|\| \| \leqslant 2 N}\left\|L_{\epsilon} y-y\right\| p_{t}(d y)\right| .
\end{aligned}
$$

The discussion following (34) applies without change to yield

$$
\left|\operatorname{trace}\left[T\left(D^{2} p_{t} f\right)(x)\right]\right| \leqslant C t^{-1} \int_{\|y\| \leqslant 2 N}\|S y\| p_{t}(d y)
$$

instead of (35).
Now

$$
\int_{\|v\| \leqslant 2 N}\|S y\| p_{t}(d y) \leqslant\left[p_{t}(\|y\| \leqslant 2 N)\right]^{1 / 2}\left(\int_{B}\|S y\|^{2} p_{t}(d y)\right)^{1 / 2}
$$

and from (36) this is dominated by

$$
\left[p_{t}(\|y\| \leqslant 2 N)\right]^{1 / 2}\left[\int_{B}\|y\|^{2} p_{t}(d y)\right]^{1 / 2}\|T\|
$$

Thus in view of the degree of arbitrariness of $T$ we have

$$
\begin{equation*}
\left\|\left(D^{2} p_{t} f\right)(x)\right\|_{1} \leqslant C t^{-1 / 2}\left[p_{t}(\|y\| \leqslant 2 N)\right]^{1 / 2}\left[\int_{B}\|z\|^{2} p_{1}(d z)\right]^{1 / 2} \tag{45}
\end{equation*}
$$

By (18) the right side of (45) goes to zero faster than $t^{-n / 4}$ for all $n$. Hence $\int_{1}^{\infty}\left\|\left(D^{2} p_{t} f\right)(x)\right\|_{1} d t<\infty$. Thus $\left(D^{2} G f\right)(x)$ is a trace class operator. Moreover,

$$
\begin{aligned}
\operatorname{trace}\left(D^{2} G f\right)(x) & =\int_{0}^{\infty} \operatorname{trace}\left[\left(D^{2} p_{t} f\right)(x)\right] d t \\
& =\lim _{\epsilon \downarrow 0, R \uparrow \infty} \int_{\epsilon}^{R} \frac{2 \partial\left(p_{t} f\right)(x)}{\partial t} d t \\
& =2 \lim _{\epsilon \downarrow 0, R \uparrow \infty}\left[\left(p_{R} f\right)(x)-\left(p_{\epsilon} f\right)(x)\right] \\
& =-2 f(x)
\end{aligned}
$$

This concludes the proof of Theorem 3.

We have already pointed out that the semigroup of measures $p_{t}$ are strongly continuous when acting in the Banach space $\sigma \%$ of bounded uniformly continuous functions on $B$. The following corollary is merely a restatement of part of the preceding theorem.

Corollary 3.1. Assume $\|\cdot\|$ is in $L^{2}\left(p_{1}\right)$. If f is a bounded uniformly Lip 1 function on $B$ then, for any $s>0$, the function $p_{s} f$ is in the domain of the infinitesimal generator $A$ of the semigroup $p_{t}$ when the semigroup acts in the space 0t. Moreover,

$$
\begin{equation*}
\left(A p_{s} f\right)(x)=\left(\frac{1}{2}\right) \operatorname{trace}\left[\left(D^{2} p_{s} f\right)(x)\right] . \tag{46}
\end{equation*}
$$

Corollary 3.2. Assume $\|\cdot\|$ is in $L^{2}\left(p_{1}\right)$. The set of functions $u$ satisfying the following four conditions is dense in the domain of $A$ in the graph norm.
(i) $u$ is in the domain of $A$,
(ii) $D^{2} u(x)$ is trace class for each $x$ in $B$,
(iii) $(A u)(x)=\left(\frac{1}{2}\right) \operatorname{trace}\left[D^{2} u(x)\right]$,
(iv) the map $x \rightarrow D^{2} u(x)$ from $B$ into the Banach space of trace class operators is bounded and uniformly continuous.

The proof relies on the following lemma.
Lemma 3.2.1. A bounded uniformly continuous real-valued function $f$ on a metric space ( $M, \rho$ ) can be uniformly approximated by bounded Lip 1 functions with supports contained in the support of $f$.

Proof. By considering $\max (f, 0)$ and $-\min (f, 0)$, it suffices to consider only nonnegative functions. Given $\epsilon>0$ let $a_{n}$ be the collection of all nonnegative uniformly continuous functions $f$ on $M$ such that $\sup \{f(x): x \in M\} \leqslant n \epsilon$. We shall show by induction on $n$ that for every function $f$ in $a_{n}, n=2,3, \ldots$ there is a Lip 1 function $g$ such that $\sup _{x}|f(x)-g(x)| \leqslant 2 \epsilon$, and support of $g$ is contained in support of $f$. The assertion is clearly true if $n=2$ for then one can take $g=0$. Assuming the assertion is true for all $n \leqslant k$ we prove it is true for $n=k+1$ where $k \geqslant 2$. Let $f$ be in $\sigma_{k+1}$ but not in $O_{k}$. If $f-\left(\inf _{x} f(x)\right)$ is in $O_{k}$ we are done. Thus we may assume $\inf _{x} f(x)=0$. Let $A=\{y: f(y) \leqslant(k-1) \epsilon\}$. Then $A$ is not empty. There exists a number $\delta>0$ such that $|f(x)-f(y)|<\epsilon$ whenever $\rho(x, y)<\delta$. Thus if $C=\{x: f(x)>k \epsilon\}$ then $\rho(x, A) \geqslant \delta$ for all $x$ in $C$. Let $v(x)=\epsilon \delta^{-1} \min (\delta, \rho(x, A))$. Then $0 \leqslant v(x) \leqslant \epsilon$ and $v(x)=0$ on $A$ and $v(x)=\epsilon$ on $C$. $v$ is a Lip 1 function and $0 \leqslant f-v \leqslant k \epsilon$. Thus $f-v$ is in $\overbrace{k}$ and support $(f-v)$ is con-
tained in support $f$. By the induction hypothesis there is a Lip 1 function $g$ such that $\sup _{x}|f(x)-(v(x)+g(x))| \leqslant 2 \epsilon$, while support $g$ is contained in support $(f-v)$. Thus $v+g$ is the desired Lip 1 function with support contained in support $f$.

Proof of Corollary 3.2. Let $v$ be a function in the domain of $A$. Put $g=A v-v$. Then $v=(A-I)^{-1} g$, i.e.,

$$
\begin{equation*}
v(x)=-\int_{0}^{\infty} e^{-t}(p+g)(x) d t \tag{47}
\end{equation*}
$$

$g$ is a bounded uniformly continuous function on $B$. Given $\epsilon>0$, let $f$ be a bounded Lip 1 function on $B$ such that $\sup _{x}|f(x)-g(x)|<\epsilon$. Let $u=(A-I)^{-1} f$, i.e.,

$$
\begin{equation*}
u(x)=-\int_{0}^{\infty} e^{-t}\left(p_{t} f\right)(x) d t \tag{48}
\end{equation*}
$$

Now $\left\|(A-I)^{-1}\right\| \leqslant 1$ so that $\|u-v\|_{\infty}<\epsilon$. Moreover,

$$
\begin{aligned}
\|A u-A v\|_{\infty} & \leqslant\|(A-I)(u-v)\|_{\infty}+\|u-v\|_{\infty} \\
& \leqslant\|f-g\|_{\infty}+\|u-v\|_{\infty}<2 \epsilon
\end{aligned}
$$

Hence functions of the form (48) where $f$ is a bounded Lip 1 function are dense in the domain of $A$ in the graph norm. It remains to show that $u$ satisfies (ii)-(iv). By Lemma 2.1,

$$
D^{2} u(x)=-\int_{0}^{\infty} e^{-t}\left(D^{2} p_{t} f\right)(x) d t,
$$

where the integral converges in Hilbert-Schmidt norm. By Theorem 3 the integrand is a trace class operator for each $t$ and is moreover continuous as a function of $t$ on $(0, \infty)$ into the space of trace class operators. The estimate (38) shows that

$$
\left\|D^{2} u(x)\right\|_{1} \leqslant \int_{0}^{\infty} e^{-t}\left\|\left(D^{2} p_{t} f\right)(x)\right\|_{1} d t<\infty .
$$

Hence $u$ satisfies (ii). Moreover by Theorem 3 the map $(t, x) \rightarrow\left(D^{2} p_{t} f\right)(x)$ is uniformly continuous on $[a, \infty) \times B$ into the space of trace class operators for each $a>0$ and, since $\int_{a}^{\infty} e^{-l}\left(D^{2} p_{t} f\right)(x) d t$ approaches $D^{2} u(x)$ in trace class norm uniformly on $B$ by (38), it follows that $D^{2} u(x)$ satisfies (iv).

Finally,

$$
\begin{aligned}
\left(\frac{1}{2}\right) \operatorname{trace}\left[D^{2} u(x)\right] & =-\int_{0}^{\infty} e^{-t}\left(\frac{1}{2}\right) \operatorname{trace}\left[\left(D^{2} p_{t} f\right)(x)\right] d t \\
& =-\int_{0}^{\infty} \frac{e^{-t} \partial\left(p_{t} f\right)(x)}{\partial t} d t \\
& =-\left[e^{-t}\left(p_{t} f\right)(x)\right]_{0}^{\infty}-\int_{0}^{\infty} e^{-t}\left(p_{t} f\right)(x) d t \\
& =f(x)+u(x)
\end{aligned}
$$

and since $f=(A-I) u$, (iii) now follows.

## References

1. Bonic, R. and Frampton, J., Differentiable functions on certain Banach spaces. Bull. Am. Math. Soc. 71 (1965), 393-395.
2. Daletzky, Yu. L., Differential equations with functional derivatives and stochastic equations for generalized random processes. Dokl. Akad. Nauk SSSR 166 (1966), 1035-1038.
3. Dini, V., Sur la méthode des approximations successives pour les équations aux dérivées partielles du deuxième ordre. Acta. Math. 25 (1902), 185-230.
4. Doob, J. L., Semimartingales and subharmonic functions. Trans. Am. Math. Soc. 77 (1954), 86-121.
5. Dynkin, E. B., Markov Processes-I. Academic Press, New York, 1965.
6. Feldman, J., Equivalence and perpendicularity of Gaussian processes. Pacific J. Math. 8 (1958), 699-708.
7. Gelfand, I. M., and Vilenkin, N. Ya., Some applications of harmonic analysisaugmented Hilbert spaces, in "Generalized Functions", Vol. 4 (in Russian). Moscow, 1961.
8. Gross, L., Integration and nonlinear transformations in Hilbert space. Trans. Am. Math. Soc. 94 (1960), 404-440.
9. Gross, L., Measurable functions on Hilbert space. Trans. Am. Math. Soc. 105 (1962), 372-390.
10. Gross, L., Classical analysis on a Hilbert space, in "Analysis in Function Space", Chap. 4. M.I.T. Press, Cambridge, Massachusetts, 1964.
11. Gross, L., Abstract Wiener spaces, in 'Proceedings of the Fifth Berkeley Symposium on Mathematical Statistics and Probability " (to be published).
12. Hunt, G. A., Some theorems concerning Brownian motion. Trans. Am. Math. Soc. 81 (1956), 294-319.
13. Kurzweil, J., On approximation in real Banach spaces. Studia Math. 14 (1954), 213-231.
14. Levy, P., "Leçons d'Analyse Fonctionelle". Gauthier-Villars, Paris, 1922.
15. Levy, P., Analyse fonctionelle. Mem. Sci. Math. Acad. Sci. Paris, fasc. 5 (1925).
16. Levy, P., "Problèmes Concrets d'Analyse Fonctionelle". Gauthier-Villars, Paris, 1951.
17. Levy, P., Random functions: a Laplacian random function depending on a point of Hilbert space. Univ. Calif. Publ. Statistics 2, No. 10 (1956), 195-206.
18. Nelson, E., An existence theorem for second order parabolic equations. Trans. Am. Math. Soc. 88 (1958), 414-429.
19. Petrini, H., Les dérivées premières et secondes du potentiel. Acta. Math. 31 (1908), 127-332.
20. Prochorov, Yu. V., The method of characteristic functionals, in Proceedings of the Fourth Berkeley Symposium on Mathernatical Statistics and Probability," pp. 403-419. University of California, Berkeley, California (1961).
21. Schatten, R., "A Theory of Cross Spaces." Princeton University Press, Princeton, New Jersey, 1950.
22. Segal, I. E., Distributions in Hilbert space and canonical systems of operators. Trans. Am. Math. Soc. 88 (1958), 12-41.
23. Varadhan, S. R. S., Limit theorems for sums of independent random variables with values in a Hilbert space. Sankhya, Ser. A, 24 (1962), 213-238.
24. Whitfield, J. H. M., Differentiable functions with bounded nonempty support on Banach spaces. Bull. Am. Math. Soc. 72, (1966), 145-146.

[^0]:    * This work was sponsored in part by N.S.F. contracts G.P. 5882 and G.P. 3754.

[^1]:    ${ }^{2}$ The inequality $\|T y\| \leqslant\|T\|\|y\|$ is false in general when $\|T\|$ denotes the norm of $\boldsymbol{T}$ as an operator on $\boldsymbol{H}$.

[^2]:    ${ }^{3}$ Note that $\left\|\left(Q_{n}-Q_{m}\right) z\right\|$ may be identified with $\left\|\left(P_{n}-P_{m}\right) z\right\|^{\sim}$ by Corollary 3 of [11].

