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Abstract

This paper considers the nonpreemptive scheduling of a given set of jobs on several identi-
cal, parallel machines. Each job must be processed on one of the machines. Prior to process-
ing, a job must be loaded (setup) by a single server onto the relevant machine. The paper
considers a number of classical scheduling objectives in this environment, under a variety of
assumptions about setup and processing times. For each problem considered, the intention is
to provide either a polynomial- or pseudo-polynomial-time algorithm, or a proof of binary or
unary NP-completeness. The results provide a mapping of the computational complexity of these
problems. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

We consider a deterministic scheduling environment with m identical, parallel ma-
chines. Each of n given jobs must be processed nonpreemptively on one of the ma-
chines. The loading of a job on a machine, which we call a setup, is performed by
a single server, and cannot occur while the machine is processing a job. However,
machines can process jobs unattended. Therefore, having completed a setup, the server
is free to perform other setup operations. Simultaneous requests by machines for the
server will necessarily result in machine idle time.
In this environment, we consider a variety of possibilities for the setup time. Specif-

ically, this can require unit time for all jobs, or an equal but arbitrary time for all jobs,
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or can vary between jobs. Problems with unit processing times, and with processing
times that vary between jobs, are analyzed. A variety of classical scheduling objec-
tives, including the minimization of makespan, maximum lateness, total completion
time, and the number of late jobs, as well as weighted versions of some of these, are
considered.
The type of server varies according to the production environment. The setup or

loading of a machine may be undertaken by a human operator. In modern manufacturing
systems, however, it would be usual for a robot or an automated guided vehicle (AGV)
to perform the setups. More generally, some resource such as a piece of equipment may
be required throughout the setup process. Each of these situations de�nes a scheduling
problem with a common server. The reasons for the use of only a single, common
server include cost, physical space limitations and the need to simplify the production
process.
Useful general references on machine scheduling include the works of Conway

et al. [3], and Baker [2]. Of particular relevance to our study is the machine in-
terference problem [1,27,28,35]. This problem involves �nding the optimal number of
machines to be assigned to a single operator, in order to minimize operator interference,
which occurs when several machines simultaneously request the operator’s services.
There have been numerous studies of robots [32] and AGVs [6] in di�erent schedul-

ing environments. Inaba and Sakakibara [15], Hartley [13], and Hull [14] discuss
several applications in which the use of robots has signi�cantly enhanced productiv-
ity. Wilhelm and Sarin [36] study the computational complexity of several robot-served
manufacturing environments. Hall et al. [10,11], Kamoun et al. [17] and
Sriskandarajah et al. [34] provide many theoretical results for scheduling in a robotic
cell, which is equivalent to a owshop with a single robot server and no intermediate
bu�ers.
Heuristics for parallel machine scheduling with a common server have been the

subject of four studies. Koulamas and Smith [20] propose a look ahead heuristic for
an environment with continuously arriving jobs. Koulamas [19] proposes a beam search
heuristic for a static environment with two machines. So far as we are aware, there is no
previous study of algorithmic and computational complexity issues in this environment.
Kravchenko and Werner [21] subsequently resolve the complexity of one open problem
from this paper, and discuss some related problems. Also in subsequent work, Glass
et al. [8] consider related models with parallel machines to which jobs are dedicated,
and provide algorithmic, complexity and heuristic analysis results.
Our objective is to provide a map of the computational complexity of these problems.

Thus, we attempt to provide an e�cient algorithm, or prove a computational complexity
result which shows that such an algorithm is unlikely to exist. Some of these results
are obtained by adapting the classical algorithms of Jackson [16], Smith [33], Lawler
[22–24], Moore [30], Emmons [5], Lawler and Moore [25] and Monma [29] to the
problem of scheduling the common server.
In Section 2, we describe our notation and classi�cation scheme, de�ne two useful

scheduling concepts, and provide an overview of the algorithmic and computational
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complexity results in the paper. Section 3 analyzes the relationship between problems
with unit processing times and classical single-machine scheduling problems. Sections 4–8
describe the algorithmic and computational complexity results in detail, organized by
objective function. Finally, Section 9 contains some conclusions and suggestions for
future research.

2. Preliminaries

Here we summarize our notation and problem classi�cation scheme, de�ne the useful
concepts of active and list schedules, and provide an overview of the results in the
paper.

2.1. Notation and classi�cation

We begin with some notation. Let N = {1; : : : ; n} denote the set of jobs. There are
m identical parallel machines, and we let Mi denote the ith machine. Let pj denote
the processing time, dj the nonnegative due date, and wj the nonnegative weight (or
value), of job j for j ∈ N . Also, let sj denote the time for the server to perform a
setup for job j. No interruption in a setup or in the processsing of a job is allowed.
We assume throughout that all pj and sj are integer, for j ∈ N . In the derivation of
algorithms, we assume that pj¿1 and sj¿1, for j ∈ N . Some of the computational
complexity proofs in the paper allow pj = 0. However, this is permitted for clarity of
exposition only, and can be avoided by rescaling.
We also de�ne the following measures for each job j of any schedule �:

Cj(�) = the time at which job j is completed;

Lj(�) = Cj(�)− dj; the lateness of job j;

Uj(�) =
{
1 if job j is completed by its due date;
0 otherwise;

Tj(�) = max{Cj(�)− dj; 0}; the tardiness of job j:
Where no ambiguity arises, we simplify Cj(�) to Cj; Lj(�) to Lj; Uj(�) to Uj, and
Tj(�) to Tj.
The standard classi�cation scheme for scheduling problems [9] is �|�|, where �

indicates the scheduling environment, � describes the job characteristics or restrictive
requirements, and  de�nes the objective function to be minimized. Our classi�cation
scheme is similar, but it also allows for the existence of a single server (S) in �. Thus,
� = Pm; S if there are a �xed number, m, of identical parallel machines; otherwise,
� = P; S indicates that the number of machines is arbitrary. Under �, we use pj = 1
to denote unit processing times, sj =1 to denote unit setup times, and sj = s to denote
that all setup times are equal to an arbitrary, positive integer s. The default assumption
is that processing and setup times are arbitrary.
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The objective functions that we consider are as follows:

Cmax = max
j=1;:::; n

{Cj}; the latest completion time of any job; or the makespan;

Lmax = max
j=1;:::; n

{Cj − dj}; the maximum lateness of any job;

n∑
j=1

Cj = the total completion time of jobs;

n∑
j=1

wjCj = the total weighted completion time of jobs;

n∑
j=1

Uj = the number of jobs not completed by their due dates;

n∑
j=1

wjUj = the total weight of jobs not completed by their due dates;

n∑
j=1

Tj = the total tardiness of jobs;

n∑
j=1

wjTj = the total weighted tardiness of jobs:

2.2. Active and list schedules

We say that a schedule is active if, for a given sequence of jobs, it is not possible
to reduce the completion time of any job without increasing the completion time of
another job.
We will also make use of the following generic list scheduling algorithm.

Algorithm List
Initialization

Order the jobs in some sequence �.
Schedule construction

Execute the following for j = 1; : : : ; n.
Add job �(j) to form an active schedule.

In the Schedule Construction step, job �(j) is assigned to the �rst machine, Mi, to
become available. Moreover, if the server is free, the setup for �(j) starts when Mi
completes any previous processing; otherwise, the start of the setup is delayed until
the server becomes available.
We will make use of List at various points in the paper, with a variety of de�nitions

for �.
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Table 1
The complexity of the problems

Objective m pj = 1 sj Complexity results

2 No 1 Binary NPC, Opena Theorem 4.1
Cmax 2 No s Unary NPC Theorem 4.2

Arb Yes Arb O(1) Theorem 4.3
2 No 1 Unary NPC Theorem 5.1

Lmax
Arb Yes Arb O(n log n) Theorem 5.2
2 No 1 O(n log n) Theorem 6.1
2 No s Unary NPC Theorem 6.2∑n

j=1
Cj Arb No Any Open

Arb Yes s O(1) Theorem 6.3
Arb Yes Arb O(n log n) Theorem 6.4
2 No 1 Binary NPC, Open Theorem 6.5∑n

j=1
wjCj

Arb Yes Arb O(n log n) Theorem 6.6
2 No 1 Unary NPC Corollary 7.1∑n

j=1
Uj Arb Yes s O(n) Table 2

Arb Yes Arb O(n log n) Table 2
Arb Yes s O(n log n) Table 2∑n

j=1
wjUj

Arbb Yes Arb Binary NPC, O(n
∑n

j=1
sj) Table 2

2 No 1 Unary NPC Corollary 8.1∑n
j=1

Tj Arb Yes s O(n log n) Table 3

Arbb Yes Arb Binary NPC, O(n4
∑n

j=1
sj) Table 3

Arb Yes s O(n3) Table 3∑n
j=1

wjTj
2 Yes Arb Unary NPC Table 3

aKravchenko and Werner [21] subsequently describe a pseudo-polynomial-time algorithm.
bBinary NPC even for m = 2.

2.3. Overview of the results

Table 1 presents the results of this paper. We use Unary (respectively, Binary) NPC
to indicate that the equivalent recognition version of a problem is NP-complete with
respect to a unary (resp., binary) encoding of the data. Related de�nitions can be found
in [7,31]. The second column indicates either a �xed number of machines, or the fact
that the number of machines is arbitrary (denoted by “Arb”). A “No” in the third
column indicates that processing times may vary between jobs, and a “Yes” indicates
that all processing times are one unit. A “1” in the fourth column shows that all setup
times are one unit, an “s” shows that all setup times are equal but their length may vary
with problem input, “Arb” shows that setup times are arbitrary, and “Any” indicates
all three of these possibilities. Included in each complexity result cell is a reference to
where a proof of that result can be found.
Note that a problem with unit setup times is a special case of the corresponding

problem with all setup times equal to a positive integer s, which in turn is a spe-
cial case of the corresponding problem with arbitrary setup times. When stating an
NP-completeness result, we assume that the corresponding result also holds for its
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generalizations. Similarly, an algorithm for a more general problem is also applicable
to a special case.

3. Unit processing times

In this section, we provide links between problem P; S|pj = 1|, where  is one
of the objective functions introduced in Section 2.1, and the corresponding classical
single-machine problem 1| |′. For problem 1| |′, we let N ′ = {1; : : : ; n′} denote the
set of jobs, and p′

j the processing time of job j for j ∈ N ′. Moreover, if applicable,
the due date and weight of job j, for j ∈ N ′, are denoted by d′j and w

′
j, respectively.

Theorem 3.1. Problem P; S|pj = 1| (respectively; P; S|pj = 1; sj = s|); where  ∈
{Cmax;

∑n
j=1 Cj;

∑n
j=1 wjCj}; is equivalent to problem 1| |′ with n′ = n; and p′

j = sj
and (if applicable) w′

j=wj; for j=1; : : : ; n; (resp. 1|p′
j=p

′|′ with n′=n; and p′
j=p

′=s

and (if applicable) w′
j = wj; for j = 1; : : : ; n); where 

′ ∈ {Cmax;
∑n′

j=1 Cj;
∑n′

j=1 w
′
jCj}.

Proof. Consider an active schedule for problem P; S|pj = 1| or P; S|pj = 1; sj = s|
in which the completion time of job j, for j ∈ N , is Cj. Since each set-up time is at
least as long as any processing time, the server forms a bottleneck and is continuously
busy throughout the interval [0;

∑n
j=1 sj]. Let C

′
j denote the completion time of the

set-up for job j, for j∈N . Note that C′
j is the completion time of job j in problem

1| |′ or 1|p′
j = p

′|′ for an active schedule in which the processing order for the
server de�nes the job sequence. Since Cj = C′

j + 1, minimizing maxj∈{1;:::; n}{Cj} is
equivalent to minimizing maxj∈{1;:::; n′}{C′

j}, and minimizing
∑n

j=1(wj)Cj is equivalent

to minimizing
∑n′

j=1(w
′
j)C

′
j .

Theorem 3.2. Problem P; S|pj = 1| (respectively; P; S|pj = 1; sj = s|); where  ∈
{Lmax;

∑n
j=1Uj;

∑n
j=1 wjUj;

∑n
j=1 Tj;

∑n
j=1 wjTj}; is equivalent to problem 1| |′ with

n′ = n; and p′
j = sj; d

′
j = dj − 1 and (if applicable) w′

j = wj; for j = 1; : : : ; n; (resp.
1|p′

j = p
′|′with n′ = n); and p′

j = p
′ = s; d′j = dj − 1 and (if applicable) w′

j = wj;

for j=1; : : : ; n; where ′ ∈ {Lmax;
∑n′

j=1Uj;
∑n′

j=1 w
′
jUj;

∑n′

j=1 Tj;
∑n′

j=1 w
′
jTj}. Moreover;

the objective function values for the two problems are identical.

Proof. As in the proof of Theorem 3.1, there is a one-to-one correspondence between
active schedules for problems P; S|pj = 1| and 1| |′, and for problems P; S|pj = 1;
sj= s| and 1|p′

j=p
′|′. As before, Cj=C′

j+1, where Cj and C
′
j , respectively, denote

the completion times of job j in these two schedules. Since Cj − dj = C′
j − d′j, the

objective function values in the two problems are identical.

In view of Theorems 3.1 and 3.2, an algorithm for a classical problem 1| |′ or
1|p′

j=p
′|′ provides an algorithm with the same time complexity for the corresponding

problem P; S|pj=1| or P; S|pj=1; sj = s|. Similarly, a proof of NP-completeness of
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the decision version of problem 1| |′ or 1|p′
j =p

′|′ implies that the decision version
of the corresponding problem P; S|pj=1| or P; S|pj=1; sj = s| is also NP-complete.
We use these observations extensively in the subsequent sections.

4. Makespan problems

We begin by showing that problem P2; S|sj = 1|Cmax is intractable.

Theorem 4.1. The recognition version of problem P2; S|sj = 1|Cmax is binary NP-
complete.

Proof. Consider the following problem which is known to be binary NP-complete.
Partition [7]: given r elements with integer sizes a1; : : : ; ar , does there exist a parti-

tion of the index set {1; : : : ; r} into subsets A1 and A2, such that
∑

i∈A1 ai =
∑

i∈A2 ai?
Given an arbitrary instance of Partition, consider the following instance of P2; S|sj=

1|Cmax:

n= r;

pj = 4naj; j = 1; : : : ; r;

C = 2n− 1 + 2n
r∑
j=1

aj;

where C is the threshold cost.
We now show that there exists a solution to the scheduling problem with Cmax6C

if and only if there exists a solution to Partition.
(⇒) If there exists a solution A1; A2 to Partition, then the jobs corresponding to

indices in A1 can be scheduled on machine M1, and the other jobs on machine M2.
The total processing time on each machine is 2n

∑n
j=1 aj. Note that no more than

n − 1 jobs are processed on either machine in an optimal schedule. Therefore, on
each machine, the total setup time is at most n− 1, and the possibility of one unit of
machine idle time due to the unavailability of the server occurs at most n − 1 times.
Thus, Cmax62n

∑n
j=1 aj + (n− 1) + (n− 1)¡C.

(⇐) Since the processing time of each job is a multiple of 4n, the non-existence
of a solution to Partition implies that the sum of processing times on one machine
must be at least 4n(

∑n
j=1 aj=2 + 1=2)¿C. Therefore, if there exists a solution to the

scheduling problem with Cmax6C, then there exists a solution to Partition.

The pseudo-polynomial-time solvability of this problem is discussed in Section 9.

Theorem 4.2. The recognition version of problem P2; S|sj = s|Cmax is unary NP-
complete.
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Proof. Consider the following problem, which is known to be unary NP-complete.
Numerical Matching with Target Sums [7]: given three sets X = {x1; : : : ; xr}; Y =
{y1; : : : ; yr} and Z={z1; : : : ; zr} of positive integers, where

∑r
i=1 zi=

∑r
i=1 xi+

∑r
i=1 yi,

do there exist permutations (j1; : : : ; jr) and (k1; : : : ; kr) of the indices 1; : : : ; r such that
zi = xji + yki for i = 1; : : : ; r?
We assume as part of this de�nition that r is even, and that if there does exist a

solution to Numerical Matching with Target Sums, then the jobs are indexed such that
zi = xi + yi for i = 1; : : : ; r.
Given an arbitrary instance of Numerical Matching with Target Sums, consider the

following instance of P2; S|sj = s|Cmax:
n= 3r + 1;
sj = K2; pj = K + xj; j = 1; : : : ; r;
sj = K2; pj = 2K + yj−r ; j = r + 1; : : : ; 2r;
sj = K2; pj = 3K2 + 3K + zj−2r ; j = 2r + 1; : : : ; 3r;
sj = K2; pj = 0; j = 3r + 1;

C = (3r + 1)K2 + 3rK +
r∑
j=1

zj;

where K =
∑r

j=1(xj + yj + zj) + 1.
We now show that there exists a solution to this instance of the scheduling problem

with Cmax6C if and only if there exists a solution to Numerical Matching with Target
Sums.
(⇒) Consider the schedule in Fig. 1, where setup times and processing times are

shown for each job, and machine M1 is idle in the interval [0; K2]. While one machine
processes job 2r + j, for j = 1; : : : ; r − 1, the other machine performs a setup and
processing for jobs j and r + j and performs a setup for job 2r + j+ 1. Thus, Cmax =
s2r+1 +

∑3r
j=2r+1 pj6C.

(⇐) We note that either machine M1 or machine M2 must begin with K2 units of idle
time. Adding this unavoidable idle time to all the setup and processing times of jobs
gives a total time of (3r+1)K2+3rK2+6rK+

∑r
j=1 xj+

∑r
j=1 yj+

∑r
j=1 zj+K

2=2C.
Since there are only two machines, it follows that the only idle time possible in a
schedule with Cmax6C is the unavoidable idle time in the interval [0; K2] on one
machine.
The simultaneous processing of jobs i; j ∈ {1; : : : ; 2r} is impossible, since the server

would be needed for setups of both jobs i and j at the same time. Similarly, a setup
cannot overlap with the processing of job i ∈ {1; : : : ; 2r} on the other machine, because
the server would be needed for the setup either of job i or of the job that is processed
on the same machine immediately after i.
Thus, during all processing of jobs in {1; : : : ; 2r} on one machine, and during all

setups, the other machine must be processing jobs in {2r+1; : : : ; 3r}. Note that C can be
viewed as a setup time of (3r+1)K2, plus a remaining time of 3rK+

∑r
i=1 xi+

∑r
i=1 yi,

which is equal to the total processing time of jobs in {1; : : : ; 2r}. Since a pair of jobs
in {1; : : : ; 2r} cannot be processed simultaneously, it follows that, whenever a setup is
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not being performed, a job in {1; : : : ; 2r} must be in process. Thus, any simultaneous
processing of two jobs in {2r + 1; : : : ; 3r} implies that Cmax¿C.
Since the total processing time of jobs in {2r + 1; : : : ; 3r} is C − K2, these jobs

must be scheduled so that the �rst starts processing immediately after its setup at
time K2, while each subsequent job starts processing immediately upon completion
of the previous one. Assume without loss of generality that some job k, where k ∈
{2r + 1; : : : ; 3r}, is processed �rst on M2 and completes at time 4K2 + 3K + zk−2r .
On M1, the �rst setup of some job in N \ {2r + 1; : : : ; 3r} starts at time K2, and a
setup starts at time 3K2 + 3K + zk−2r to allow another job in {2r + 1; : : : ; 3r} to start
processing upon completion of job k.
Therefore, in a schedule with Cmax6C, the interval [K2; 3K2+3K+zk−2r] is exactly

�lled with setups and processing for jobs in {1; : : : ; 2r}. This time interval is too short
for setups of three or more jobs, or for the setup and processing of two jobs in
{r + 1; : : : ; 2r}. Moreover, a single job in {1; : : : ; 2r} by itself or combined with job
3r + 1, or two jobs in {1; : : : ; r}, cannot exactly �ll the interval. Therefore, some jobs
i and j, where i ∈ {1; : : : ; r} and j ∈ {r+1; : : : ; 2r}, are scheduled in [K2; 3K2 + 3K +
zk−2r]. For this interval to be exactly �lled, xi + yj−r = zk−2r . Repeating this argument
for each group of three jobs shows that the existence of a schedule with Cmax6C
implies the existence of a solution to Numerical Matching with Target Sums.

We now turn our attention to unit processing time problems.

Theorem 4.3. Problem P; S|pj =1|Cmax can be solved optimally in constant time by
scheduling the setup and processing for job j in the interval [

∑j−1
i=1 si;

∑j
i=1 si+1] on

machine M1 if j is odd; or on machine M2 if j is even; for j = 1; : : : ; n.

Proof. From the total workload of the server and the one unit of processing that occurs
after all setups are complete, we deduce a lower bound on the makespan of

∑n
j=1 sj+1.

Since the constructed schedule achieves this lower bound, it is optimal.

5. Maximum lateness problems

As in the previous section, we start our analysis by considering problems with arbi-
trary processing times.

Theorem 5.1. The recognition version of problem P2; S|sj = 1|Lmax is unary NP-
complete.

Proof. Consider the following problem which is known to be unary NP-complete.
3-Partition [7]: given 3r elements with integer sizes a1; : : : ; a3r , where

∑3r
i=1 ai= ry,

and y=4¡ai ¡y=2 for i=1; : : : ; 3r, does there exist a partition Q1; : : : ; Qr of the index
set {1; : : : ; 3r} such that |Qj|= 3 and

∑
i∈Qj ai = y for j = 1; : : : ; r?
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As part of this de�nition, we assume that, if there does exist a solution to 3-partition,
then the elements are numbered such that a3j−2 + a3j−1 + a3j = y for j = 1; : : : ; r.
Given an arbitrary instance of 3-Partition, consider the following instance of P2; S|sj=

1|Lmax:
n= r(2y + 1) + 1;
pj = 2aj; dj = r(2y + 1); j = 1; : : : ; 3r;
pj = 1; dj = k(2y + 1) + 1; j = 3r + k; k = 1; : : : ; r;
pj = 0; dj = k(2y + 1); j = 4r + (k − 1)(2y − 3) + 1; : : : ; 4r + k(2y − 3);
k = 1; : : : ; r;

pj = 0; dj = r(2y + 1) + 1; j = r(2y + 1) + 1;
C = 0:

Let J1 = {1; : : : ; 3r}; J2 = {3r+1; : : : ; 4r} and J3 = {4r+1; : : : ; r(2y+1)}. Also, we
refer to a job of J3 that has due date k(2y + 1) as being of type k, for k = 1; : : : ; r.
We now show that there exists a solution to this instance of the scheduling problem
with Lmax60 if and only if there exists a solution to 3-Partition.
(⇒) Consider the following schedule, illustrated in Fig. 2, where job numbers are

shown, and where machine M1 is idle throughout the interval [0; 1].
M1: (4r + 1; : : : ; 4r + 2a1 − 1; 2; 4r + 2a1 + 2a2 − 1; : : : ; 4r + 2a1 + 2a2 + 2a3 − 3;

3r + 1; : : : ; 4r + (r − 1)(2y − 3) + 1; : : : ; 4r + (r − 1)(2y − 3)
+2a3r−2 − 1; 3r − 1; 4r + (r − 1)(2y − 3) + 2a3r−2 + 2a3r−1 − 1; : : : ; 4r
+(r − 1)(2y − 3) + 2a3r−2 + 2a3r−1 + 2a3r − 3; 4r):

M2: (1; 4r + 2a1; : : : ; 4r + 2a1 + 2a2 − 2; 3; : : : ; 3r − 2; 4r + (r − 1)(2y − 3)
+2a3r−2; : : : ; 4r + (r − 1)(2y − 3) + 2a3r−2 + 2a3r−1 − 2; 3r; r(2y + 1) + 1):

Job 2 is scheduled so that its setup is in parallel with the last unit of processing
of job 1. Similarly, the setup for job 3 occurs during the last unit of processing of
job 2. The 2y − 3 jobs of J3 which are of type 1 are setup while jobs 1, 2 and 3
are processed. Also, job 3r + 1 is setup in parallel with the last unit of processing of
job 3. This pattern repeats for each group of three jobs of J1. Moreover, each job is
completed either at or before its due date; therefore, Lmax = 0.
(⇐) We note that there is unavoidable idle time in the interval [0; 1] on one

machine. The total of this idle time and all job processing and setup time is (2ry
+ r +1)+ (2ry+ r) + 1= 4ry+2r +2. Since there are two machines, a lower bound
on the maximum completion time is therefore 2ry + r + 1 = maxj=1;:::; n{dj}. Thus, a
schedule with Lmax60 has no idle time on either machine after time 1.
Jobs 4r and 2ry+ r+1 must be scheduled last, since any other jobs in last position

would be completed after their due dates. Since the total setup time of all jobs is
equal to 2ry + r + 1, the server can have no idle time in a schedule with Lmax60. It
follows that, throughout the processing of each job of J1, the server must be performing
setups. Moreover, the setups that are performed in parallel with the �rst 2aj − 1 units
of processing of each such job j correspond to jobs with zero processing times, while
the setup which is in parallel with the �nal unit of processing is for a job with a
strictly positive processing time, or else machine idle time results. Thus, all jobs of J3
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must be setup in parallel with the processing of jobs of J1, but not during their last
unit of processing.
Within the time interval [0; 2y+1], the 2y−3 type 1 jobs of J3 are setup in parallel

with the processing of some jobs of J1. Since the processing time of each of these jobs
is less than y and the last unit of processing time is not performed in parallel with one
of these setups, at least three jobs of J1 with total processing time at least 2y are required.
Furthermore, since d3r+1 = 2y+ 2, job 3r + 1 must be setup by time 2y+ 1. Thus, in
the interval [0; 2y+1], there is one unit of unavoidable machine idle time, three setups
and 2y units of processing for jobs in J1, the setup of 2y − 3 type 1 jobs in J3, and
the setup of job 3r+1, the total time for which is 1+(3+2y)+(2y−3)+1=4y+2.
Thus, no further setup or processing operations are possible in the interval [0; 2y+1],
so job 3r + 1 must be processed in the interval [2y + 1; 2y + 2]. Since the server is
always busy, there is also a setup in [2y + 1; 2y + 2]. It follows that the processing
of the three jobs in {1; : : : ; 3r} which are processed in [0; 2y + 1] does not continue
after time 2y+1. Thus, the processing times of these three jobs sum to exactly 2y. A
similar argument for each subsequent time interval of length 2y+1 shows that Lmax60
implies the existence of a solution to 3-Partition.

We now consider problems with unit processing times. The EDD sequence in which
jobs appear in nondecreasing order of their due dates is useful in this analysis.

Theorem 5.2. Problem P; S|pj = 1|Lmax can be solved optimally in O(n log n) time;
by using List; with � denoting an EDD sequence of the jobs.

Proof. Theorem 3.2 shows that problem P; S|pj = 1|Lmax is equivalent to problem
1| |Lmax with n′=n, and p′

j=sj and d
′
j=dj−1, for j=1; : : : ; n. Jackson [16] shows that

an optimal solution of problem 1| |Lmax is obtained in O(n′ log n′) time by sequencing
the jobs in EDD order.

6. Total completion time problems

We begin by considering problems with arbitrary processing times. For problem
P2; S|sj = 1|

∑n
j=1 Cj, we propose an algorithm, SPT, which is simply List with

� denoting an SPT sequence in which jobs appear in nondecreasing order of their
processing times.

Theorem 6.1. Algorithm SPT solves problem P2; S|sj = 1|∑n
j=1 Cj optimally in

O(n log n) time.

Proof. We note that, in any schedule, there is unavoidable idle time in the interval
[0; 1] on one of the machines. We therefore assume, without loss of generality, that
machine M2 becomes available at time 1. From the SPT ordering, the schedule on
machine M1 is longer than that on machine M2 immediately after the scheduling of
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job �(1) by Algorithm SPT. Similarly, the schedule on M2 is longer than that on M1
immediately after job �(2) has been scheduled. The same argument can be applied
to each machine alternately, i.e., after job �(3) on M1, after job �(4) on M2, and
so on. It follows that the completion times of any two jobs scheduled by SPT do
not coincide, and consequently no server interference (when two or more machines
simultaneously need the server) occurs. Thus, machine idle time never occurs after
time 1. Consequently, the total completion time of the solution delivered by SPT is
the same as in an instance of the classical scheduling problem P2| |∑n′

j=1 Cj with
n′= n and processing times de�ned by p′

j =pj +1 for j=1; : : : ; n, where machine M2
again becomes available at time 1. The latter problem is a relaxation of the problem
being considered, since server interference is not considered there. Since SPT generates
an optimal schedule for P2| |∑n′

j=1 Cj [3], it also generates an optimal schedule for
problem P2; S|sj=1|

∑n
j=1 Cj. The dominant time requirement is for ordering the jobs

by SPT, which takes O(n log n) time.

Algorithm SPT does not generalize to give an optimal solution for problem Pm; S|sj=
1|∑n

j=1 Cj, for m¿ 2. The complexity of this problem remains open.
We next consider a more general problem.

Theorem 6.2. The recognition version of problem P2; S|sj = s|∑n
j=1 Cj is unary

NP-complete.

Proof. We use a reduction from Numerical Matching with Target Sums, as de�ned
in the proof of Theorem 4.2. Given an arbitrary instance of Numerical Matching with
Target Sums, consider the following instance of P2; S|sj = s|

∑n
j=1 Cj:

n= 2K3 + 3r;
sj = K2; pj = K + xj; j = 1; : : : ; r;
sj = K2; pj = 2K + yj−r ; j = r + 1; : : : ; 2r;
sj = K2; pj = 3K2 + 3K + zj−2r ; j = 2r + 1; : : : ; 3r;
sj = K2; pj = K6 − K2; j = 3r + 1; : : : ; 3r + 2K3;
C = C′ + C′′;

where K =
∑r

j=1 (xj + yj + zj) + 20r
2; b =

∑r
j=1 (xj + yj + zj); C

′ = r=2[(4K2 + 3K
+b)+(5K2 +4K +b)+(6K2 +6K +b)]+3(6K2 +6K)[1+ · · ·+(r=2−1)]+ r=2[(2K2
+K + b)+ (3K2 + 3K + b)+ (7K2 + 6K + b)] + 3(6K2 + 6K)[1+ · · ·+ (r=2− 1)], and
C′′ = K9(K3 + 1) + K3[(r=2)(6K2 + 6K) + b=2] + K3[(r=2)(6K2 + 6K) + b=2 + K2].
We now show that there exists a schedule for the constructed instance of P2; S|sj=

s|∑n
j=1 Cj with

∑n
j=1 Cj6C if and only if there exists a solution to Numerical Match-

ing with Target Sums.
(⇒) Note that jobs 1; : : : ; 3r are identical to those used in the proof of Theorem 4.2.

Therefore, consider a schedule similar to that shown in Fig. 1, where jobs 3r
+1; : : : ; 3r+2K3 follow the others, with K3 of them being processed on each machine.
Further, no idle time will occur following the completion of jobs 1; : : : ; 3r. To obtain
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an upper bound on
∑n

j=1 Cj, we replace the contribution to Cj that involves a sum
of the elements of Numerical Matching with Target Sums, for j ∈ {1; : : : ; 3r}, by its
upper bound b. The setups for jobs of {3r + 1; : : : ; 3r + 2K2} start on M1 and M2 at
times (r=2)(6K2 + 6K) + b=2 + K2 and (r=2)(6K2 + 6K) + b=2, respectively. A simple
computation therefore shows that

∑n
j=1 Cj6C =C

′ +C′′, where C′ and C′′ represent
the contributions of jobs 1; : : : ; 3r and 3r + 1; : : : ; 3r + 2K2, respectively.
(⇐) First, we show that, in any schedule with ∑n

j=1 Cj6C, jobs 1; : : : ; 3r are each
completed before the long jobs 3r + 1; : : : ; 3r + 2K3. It is useful for this analysis to
derive upper bounds on C′ and C′′. By noting that b¡K , we obtain

C′¡ 9rK2(1 + r)=2 + rK(9r + 11)=2¡ 9rK2(1 + r)=2 + K2¡K3; (1)

and also using K ¡K2 we deduce that

C′′¡K9(K3 + 1) + K3(12rK2 + 2K2)¡K9(K3 + 1) + K6 − K3: (2)

Consider any schedule in which one or more of the jobs 1; : : : ; 3r is completed after a
long job and therefore has a completion time of at least K6. To obtain a lower bound
on the total completion time of the long jobs, we schedule K3 jobs on each machine
with completion times at least K6; 2K6; : : : ; K9. Thus, the total completion time of this
schedule is bounded by

n∑
j=1

Cj ¿K9(K3 + 1) + K6¿C;

where the last inequality is obtained from (1) and (2). It follows that, on each machine,
no long job is scheduled before any of the jobs 1; : : : ; 3r.
We now show that, apart from during the interval [0; K2], there is no machine

idle time before the long jobs are processed. We derive a lower bound on the total
completion time of an optimal schedule by using a relaxation which allow setups on
both machines to be performed simultaneously. Algorithm SPT generates an optimal
schedule for this relaxed problem in which no long job is scheduled to start before one
of the jobs 1; : : : ; 3r. Note that half of the long jobs are scheduled on each machine. If
processing of the long jobs starts on M1 and M2 at times t1 and t2, respectively, then
a lower bound from the completion times of the long jobs is

n∑
j=1

Cj¿K9(K3 + 1) + K3(t1 + t2);

from which we use (1) and the de�nition of C′′ to deduce that
n∑
j=1

Cj − C¿K3(t1 + t2 − r(6K2 + 6K)− b− K2 − 1): (3)

Since the total setup and processing time of jobs 1; : : : ; 3r is r(6K2 + 6K) + b, and
the unavoidable machine idle time is K2, we have t1 + t2¿r(6K2 + 6K) + b + K2.
Moreover, if there is inserted idle time, then since t1 + t2 is integer, t1 + t2¿r(6K2

+6K)+b+K2+1, and thus from (3) we have
∑n

j=1 Cj ¿C. Therefore, in any schedule
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with
∑n

j=1 Cj6C, jobs 1; : : : ; 3r are scheduled without machine idle time (except in
the interval [0; K2]) and none is preceded by a long job on the same machine.
We now show that the schedule for jobs 1; : : : ; 3r is of the form shown in

Fig. 1. Consider the allocation of jobs 1; : : : ; 3r between machines M1 and M2. Pro-
vided that there is no machine idle time, the total completion time of the long jobs
is equal to C′′, and is not a�ected by this allocation. Any schedule that starts with
some job j, for j ∈ {1; : : : ; 2r}, will have machine idle time because the server is
required throughout the interval [K2; 2K2] for a setup on the other machine. Thus, all
jobs are completed after time 2K2. Also, the completion of two jobs within an interval
[hK2; (h + 1)K2), for h = 2; : : : ; 3r + 1, causes idle time because of the simultaneous
requirement for the server to setup the two following jobs. Thus, 2K2; : : : ; (3r + 1)K2

are lower bounds on the completion times of the �rst 3r jobs. If there is some interval
[hK2; (h + 1)K2), where h ∈ {2; : : : ; 3r + 1}, within which no job is completed, then
lower bounds on the completion times of the �rst 3r jobs are 2K2; : : : ; 3rK2; (3r+2)K2.
Thus,

∑n
j=1 Cj − C′′¿9rK2(1 + r)=2 + K2¿C′ using (1). Therefore, in a schedule

with
∑n

j=1 Cj6C, one of the jobs 1; : : : ; 3r is completed in each of the intervals
[hK2; (h+ 1)K2), for h= 2; : : : ; 3r + 1.
As observed above, neither any of the jobs 1; : : : ; 2r, nor a long job, can be processed

�rst. Thus, some job k ∈ {2r + 1; : : : ; 3r} is processed �rst, for example on M2. Then
the �rst two jobs processed on M1 are i and j, where each is chosen from the subset
{1; : : : ; 2r}, since completion of jobs in each of the intervals [2K2; 3K2) and [3K2; 4K2)
is impossible for any other choice. Moreover, the third job processed on M1 is from
the subset {2r+1; : : : ; 3r}, since otherwise one of the jobs 1; : : : ; 2r would be processed
and two jobs would complete in the interval [4K2; 5K2), causing server interference
and thus idle time. A similar argument is used for the other groups of three jobs. Thus,
while each job from {2r +1; : : : ; 3r} is processed, two jobs from {1; : : : ; 2r} are setup
and processed, and there is an additional setup for a later job.
Finally, we show that pi+pj=3K+zk−2r . If pi+pj ¿ 3K+zk−2r , then machine idle

time results from the simultaneous requirement on both machines for the server at time
4K2 +3K + zk−2r . On the other hand, if pi+pj ¡ 3K + zk−2r , then from the de�nition
of Numerical Matching with Target Sums there exist some subsequent jobs i′, j′ and
k ′, which are de�ned analogously to i, j and k, for which pi′ + pj′ ¿ 3K + zk′ , and
machine idle time results. Therefore pi +pj =3K + zk−2r , from which we deduce that
i ∈ {1; : : : ; r} and j ∈ {r + 1; : : : ; 2r}, or vice versa. Thus, xi + yj−r = zk−2r . Applying
the same argument to each subsequent group of three jobs, we obtain a solution to
Numerical Matching with Target Sums.

We now consider unit processing time problems with
∑n

j=1 Cj objective.

Theorem 6.3. Problem P; S|pj=1; sj=s|
∑n

j=1 Cj can be solved optimally in constant
time by scheduling the setup and processing for job j in the interval [(j− 1)s; js+1]
on machine M1 if j is odd; or on M2 if j is even; for j = 1; : : : ; n.



238 N.G. Hall et al. / Discrete Applied Mathematics 102 (2000) 223–243

Proof. Theorem 3.1 shows that problem P; S|pj = 1; sj = s|
∑n

j=1 Cj is equivalent

to problem 1|p′
j = p

′|∑n′

j=1 Cj with n
′ = n and p′

j = p
′ = s for j = 1; : : : ; n. Since

all jobs are identical, an optimal solution for problem 1|p′
j = p

′|∑n′

j=1 Cj schedules
job j in the interval [(j − 1)p′; jp′], which provides the desired schedule for problem
P; S|pj = 1; sj = s|

∑n
j=1 Cj.

Theorem 6.4. Problem P; S|pj = 1|
∑n

j=1 Cj can be solved optimally in O(n log n)
time by using List, with � denoting a nondecreasing setup time ordering of the jobs.

Proof. Theorem 3.1 shows that problem P; S|pj=1|
∑n

j=1 Cj is equivalent to problem

1| |∑n′

j=1 Cj with n
′= n, and p′

j= sj for j=1; : : : ; n. Smith [33] shows that an optimal

solution of problem 1| |∑n′

j=1 Cj is obtained in O(n
′ log n′) time by sequencing the

jobs in nondecreasing processing time order.

Turning now to problems with weighted sum of completion times objective, or∑n
j=1 wjCj, we begin with a negative result.

Theorem 6.5. The recognition version of problem P2; S|sj = 1|
∑n

j=1 wjCj is binary
NP-complete.

Proof. Consider the following classical scheduling problem which is known to be
binary NP-complete.
P2| |∑n′

j=1 w
′
jCj [26]: given n

′ jobs, each job j having processing time p′
j and pos-

itive weight w′
j, and an integer C

′, does there exist a nonpreemptive two machine

schedule for which
∑n′

j=1 w
′
jCj6C

′?

Given an arbitrary instance of P2| |∑n′

j=1 w
′
jCj, consider the following instance of

P2; S|sj = 1|
∑n

j=1 wjCj:

n= n′;

pj = n′


 n′∑
i=1

w′
i


p′

j − 1; j = 1; : : : ; n;

wj = w′
j; j = 1; : : : ; n;

C = n′(C′ + 1)
n′∑
j=1

w′
j − 1:

We now show that there exists a schedule for this instance of P2; S|sj=1|
∑n

j=1 wjCj
with

∑n
j=1 wjCj6C if and only if there exists a schedule for the instance of

P2| |∑n′

j=1 w
′
jCj with

∑n′

j=1 w
′
jCj6C

′.

(⇒) Any schedule for P2| |∑n′

j=1 wjCj with
∑n′

j=1 wjCj6C
′ can be used to create a

schedule for P2; S|sj=1|
∑n

j=1 wjCj by �rst multiplying all processing and completion

times by n′
∑n′

j=1 w
′
j and then changing the �rst unit of processing time into a setup
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time. When there are simultaneous requests for the server, one unit of idle time is
inserted on one of the machines. Since at most n′ − 1 units of idle time are inserted,
we obtain

∑n
j=1 wjCj6n

′C′ ∑n′

j=1 w
′
j+(n

′−1)∑n
j=1 w

′
j6n

′(C′+1)
∑n′

j=1 w
′
j−1=C.

(⇐) Consider a schedule for P2; S|sj=1|
∑n

j=1 wjCj with
∑n

j=1 wjCj6C. To con-

struct a schedule for P2| |∑n′

j=1 wjCj, �rst regard each of the setup times as part of the
processing time, and remove all idle time from the schedule. Then divide all processing
and completion times by n′

∑n′

j=1 w
′
j. Since by assumption p

′
j is integer for j=1; : : : ; n

′,

this yields a schedule for P2| |∑n′

j=1 w
′
jCj with

∑n′

j=1 w
′
jCj6bC=(n′ ∑n′

j=1 w
′
j)c= b(C′

+ 1)− 1=n′ ∑n′

j=1 w
′
jc= C′.

This problem remains open as to unary NP-completeness. However, the assumption
of unit processing times makes problems with this objective much more tractable.

Theorem 6.6. Problem P; S|pj = 1|
∑n

j=1 wjCj can be solved optimally in O(n log n)
time by using List; with � denoting a nondecreasing sj=wj ordering of the jobs.

Proof. Theorem 3.1 shows that problem P; S|pj=1|
∑n

j=1 wjCj is equivalent to prob-

lem 1| |∑n′

j=1 w
′
jCj with n

′ = n, and p′
j = sj and w

′
j = wj, for j = 1; : : : ; n. Smith [33]

shows that an optimal solution of problem 1| |∑n′

j=1 w
′
jCj is obtained in O(n

′ log n′)
time by sequencing the jobs in nondecreasing p′

j=w
′
j order.

7. Number of late jobs problems

We begin with a negative result.

Corollary 7.1. The recognition version of problem P2; S|sj = 1|
∑n

j=1 Uj is unary
NP-complete.

Proof. The recognition versions of problems P2; S|sj = 1|
∑n

j=1 Uj and P2; S|sj =
1|Lmax with threshold costs of zero in both cases are equivalent. Since Theorem 5.1
shows that this recognition version of problem P2; S|sj=1|Lmax is unary NP-complete,
it follows that this recognition version of problem P2; S|sj =1|

∑n
j=1 Uj is also unary

NP-complete.

For problems of minimizing the (weighted) number of late jobs with unit processing
times, we deduce polynomial time algorithms and NP-completeness results from The-
orem 3.2. Speci�cally, by setting n′ = n; d′j = dj − 1 and w′

j = wj for j = 1; : : : ; n, we
obtain that problem P; S|pj = 1|

∑
(wj)Uj is equivalent to problem 1| |∑(w′

j)Uj with
p′
j = sj for j=1; : : : ; n, and that problem P; S|pj =1; sj = s|

∑
(wj)Uj is equivalent to

problem 1|p′
j = p

′|∑(w′
j)Uj with p

′
j = p

′ = s for j = 1; : : : ; n. The complexity results
which follow from this discussion appear in Table 2.
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Table 2
Equivalence results for number of late jobs problems

Common Equivalent Reference Complexity Complexity
server classical to classical of classical of common
problem problem result problem server problem

P; S|pj = 1; sj = s|
∑n

j=1
Uj 1|p′

j = p
′|
∑n′

j=1
Uj Monma [29] O(n′) O(n)

P; S|pj = 1|
∑n

j=1
Uj 1| |

∑n′
j=1

Uj Moore [30] O(n′ log n′) O(n log n)

P; S|pj = 1; sj = s|
∑n

j=1
wjUj 1|p′

j = p
′|
∑n′

j=1
w′
jUj Lawler [23] O(n′ log n′) O(n log n)

P; S|pj = 1|
∑n

j=1
wjUj 1| |

∑n′
j=1

w′
jUj Karp [18] Binary NPC Binary NPC

Lawler and

Moore [25] O(n′
∑n′

j=1
p′
j) O(n

∑n
j=1

sj)

Table 3
Equivalence results for total tardiness problems

Common Equivalent Reference Complexity Complexity
server classical to classical of classical of common
problem problem result problem server problem

P; S|pj = 1; sj = s|
∑n

j=1
Tj 1|p′

j = p
′|
∑n′

j=1
Tj Emmons [5] O(n′ log n′) O(n log n)

P; S|pj = 1|
∑n

j=1
Tj 1| |

∑n′
j=1

Tj Du and

Leung [4] Binary NPC Binary NPC

Lawler [24] O(n′4
∑n′

j=1
p′
j) O(n4

∑n
j=1

sj)

P; S|pj = 1; sj = s|
∑n

j=1
wjTj 1|p′

j = p
′|
∑n′

j=1
w′
jTj Lawler [22] O(n′3) O(n3)

P; S|pj = 1|
∑n

j=1
wjTj 1| |

∑n′
j=1

w′
jTj Lawler [24] Unary NPC Unary NPC

8. Total tardiness problems

We begin with a negative result.

Corollary 8.1. The recognition version of problem P2; S|sj = 1|
∑n

j=1 Tj is unary
NP-complete.

Proof. The recognition versions of problems P2; S|sj=1|
∑n

j=1 Tj and P2; S|sj=1|Lmax
with threshold costs of zero in both cases are equivalent. Since Theorem 5.1 shows
that this recognition version of problem P2; S|sj = 1|Lmax is unary NP-complete, it
follows that this recognition version of problem P2; S|sj = 1|

∑n
j=1 Tj is also unary

NP-complete.

For the problems of minimizing the total (weighted) tardiness with unit processing
times, we use Theorem 3.2 in the same way as in Section 7. This analysis provides
the complexity results that appear in Table 3.
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9. Concluding remarks

In this paper, we describe a number of results which map the computational complex-
ity of scheduling problems in a parallel machine environment with a common server.
The type of server will vary among production settings to which our models can be
applied. The server could, for example, be a human operator or a piece of equipment
used to initialize jobs.
One important application of these scheduling models occurs in modern manufactur-

ing systems, where the common server is a robot. With the increasing use of automated
material handling systems in manufacturing, it seems certain that robots will continue to
play an important part in the design of e�cient scheduling systems. Related works by
Hall et al. [10,11], Kamoun et al. [17] and Sriskandarajah et al. [34] resolve a number
of algorithmic, computational complexity, and practical, issues arising in robotic cells.
Hall and Sriskandarajah [12] review related scheduling issues in no-wait and bu�erless
environments. In the present paper, the server performs setups in a classical parallel
machine shop.
In subsequent work, Kravchenko and Werner [21] describe an O(n

∑n
j=1 pj) time

algorithm for problem P2; S|sj = 1|Cmax. Thus, the only remaining problems with
completely open complexity in the environment discussed here are P; S| |∑n

j=1 Cj and
its special cases with sj=1 and sj= s. In addition, problem P2; S|sj=1|

∑n
j=1 wjCj is

known to be binary NP-complete in its recognition form, but is open with respect to
pseudo-polynomial time solvability. There are also other topics worthy of consideration.
These include the computational complexity of scheduling problems with a common
server in owshop, jobshop and openshop environments. The owshop environment
di�ers from the robotic cell mentioned above, in that intermediate bu�ers may exist
between the machines in a owshop. In each of these environments, more general
problems involving the use of two or more servers may also be studied.
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