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Since its introduction in 2002/2003, the current generation of the Delft-FEWS operational forecasting
platform has found application in over forty operational centres. In these it is used to link data and
models in real time, producing forecasts on a daily basis. In some cases it forms a building block of
a country-wide national forecasting system using distributed client-server technology. In other cases it is
applied at a much smaller scale on a simple desktop workstation, providing forecasts for a single basin.
The flexibility of the software in open integration of models and data has additionally appealed to the
research community.

This paper discusses the principles on which the Delft-FEWS system has been developed, as well as
a brief background of the architecture of the system and concepts used for storing and handling data.
One of the key features of the system is its flexibility in integrating (third-party) models and data, and
the available approaches to linking models and accessing data are highlighted. A brief overview of
different applications of the system is given to illustrate how the software is used to support differing
objectives in the domain of real time environmental modelling.

� 2012 Elsevier Ltd. Open access under CC BY-NC-ND license. 
Software availability

Name of software: Delft-FEWS
Contact: fews.info@deltares.nl
Platform: MS Windows and Linux
Coding Language: Java
Availability: www.delft-fews.eu
Documentation: http://public.deltares.nl/display/FEWSDOC/Home
Cost: Free licence for end-users
1. Introduction

Operational forecasting of river flow is becoming increasingly
widespread, answering to several objectives such as the provision
of early warning of floods to initiate a timely response
(Krzysztofowicz et al., 1992; Haggett, 1998; Penning-Rowsell et al.,
2000; Parker and Fordham, 1996; De Roo et al., 2003), prediction of
low flows for navigation (Renner et al., 2009), or water resource
predictions to support reservoir operation (Faber and Stedinger,
2001). Typically delivery of operational flow forecasting is the
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mandate of operational agencies at the national (Werner et al.,
2009), or at the (trans-boundary) basin level (Plate, 2007). Real
time observations, and in most cases model predictions, are used as
guidance to decision makers on actions to be taken in response to
an observed or forecast state of the water system.

To organise the complex process of using data and models in
real time, and to combine these in products that can be used in
guidance to the decision making process, most operational centres
employ flood/flow forecasting systems. Such systems form a special
class of environmental decision support systems as they operate in
real time, rather than as a tool in support of strategic planning
(Matthies et al., 2007). Early examples of such real time decision
support systems, typically referred to as flood forecasting systems,
include the National Weather Service River Forecasting System
(NWSRFS) used for river flow forecasting in the 13 river forecasting
centres across the United States (Burnash, 1995), the River Flow
Forecasting System (RFFS) applied in the Northeast forecasting
centre in England as well as the White Cart Catchment in Scotland
(Moore et al., 1990), the Midlands Region Forecasting System used
in the Midlands forecasting centre in England (Dobson et al., 1990),
and the flood warning system used for the Blue Nile in the Sudan
(Grijssen et al., 1992). Conceptually these four examples can be
divided into two categories. In the case of the latter two, the fore-
casting system was essentially built as a shell around the hydro-
logical and hydraulic models used. Werner and Whitfield (2007)
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Fig. 1. Schematic structure of a flood forecasting system, showing the position of Delft-
FEWS and links to other primary systems within the operational environment.
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refer to this as a model-centric approach. Any change in the model
or in the data used to drive the models in real time may require
a redesign and redevelopment of the system. In the case of the
former two systems a much more modular approach was chosen.
Forecasting processes are constructed as a combination of model-
ling steps and data transformation algorithms. These are then
combined to provide required forecast capabilities. Flexibility is
achieved through integrating new models and algorithms into the
code base.

There are many hydrological and hydraulic models that can
potentially be used in operational forecasting, and developments in
these result in changing requirements on operational forecasting
systems. Additionally the requirements to the use of these models
change rapidly due to the increasing availability of real time data
from terrestrial networks, from radar and satellite based systems,
as well as due to advances in meteorological forecasting. This calls
for a flexible approach in establishing sustainable real time decision
support systems that can adapt to these changing needs. Rizzoli
et al. (2008) advocate abandoning the concept of building mono-
lithic modelling applications in favour of adopting component
based modelling frameworks that are constructed from well-
defined and documented building blocks. Such an approach was
embraced in the development of the Delft-FEWS framework
(Werner et al., 2004; Werner and Heynert, 2006). The main purpose
of this framework is to provide a platform through which opera-
tional forecasting systems can be constructed, and that allows
flexibility in the integration of models and data. In contrast to the
NWSRFS and the RFFS systems that also follow a modular approach,
the Delft-FEWS system contains no inherent hydrological model-
ling capabilities within its code base. Instead it relies entirely on the
integration of (third party) modelling components. Since its intro-
duction in its current form in 2002/2003, this system has been
applied in 40þoperational flow/flood forecasting centres. Key to its
rapid adoption has been the collaborative development process, as
well as its ability to build on existing knowledge through integra-
tion of existing models and methods where these are available.
Both are key factors for the adoption of decision support frame-
works within an organisation (Argent et al., 1999).

This paper first provides a short review of the operational
forecasting process and the role of Delft-FEWS within that process.
Section 3 provides an overview of the philosophy and the most
important components and features of Delft-FEWS, while Section 4
discusses some example applications of the Delft-FEWS system in
research and operations. A discussion of the systems strengths and
limitations is provided in Section 5. Section 6 finally provides
a summary of the paper, as well as an outlook on the future
development of Delft-FEWS.

2. Role within the forecasting and warning process

Operational forecasting and warning capabilities have been
developed in many river basins across the world. Although a wide
variety of approaches can be found, the key elements of the flood
forecasting and warning process are summarised by Haggett (1998)
as four main steps; (i) Detection, (ii) Forecasting, (iii) Dissemination
and Warning, and (iv) Response. Within these four steps, Delft-
FEWS focuses on the second, or the forecasting step. The primary
objective of this step is to provide additional lead time through
predictions of short term future hydro-meteorological conditions
(Werner et al., 2005). These predictions are used as guidance in
making the decision to take an action such as the issuing of
a warning. This may then lead to an appropriate response being
initiated. As the name suggests, forecasting systems provide
support primarily for the second step. This requires the ability to
integrate real-time data from hydrological and meteorological
observation networks, and the dissemination of prediction results
through appropriate products to the warning process. Within the
forecasting step, hydrological and hydraulic models may be used to
develop a prediction, and the forecasting system needs to support
the operation of these models in real-time. These models use real-
time input data that has been processed to an appropriate spatial
and temporal scale. Additional to the use of these data in running
models, the forecasting system needs to support data assimilation
and updating, whereby simulated model results are updated to
reduce predictive uncertainty (Madsen et al., 2000). When using
real-time data, these should be subjected to a rudimentary quality
control. Within Delft-FEWS this includes simple range and rate-of-
change checks. It is clear that a full quality control cannot be
applied during the forecasts process given the time available. This
will often occur at a later stage, with the quality controlled data
then being stored in the hydrological archive.

To increase lead time, meteorological forecast data from for
example Numerical Weather Prediction models (Bartholmes and
Todini, 2005) is increasingly being used. This requires the fore-
casting system to import and process the data from these to serve
as future precipitation inputs for the hydrological and hydraulic
model chain. Fig. 1 provides a schematic view of the connection
between the forecasting system to real time data acquisition
systems and dissemination systems. The figure also shows the link
to climatological and reference information, as well as archived
data. These provide important auxiliary information to the fore-
caster and can be of use in the (prognostic) verification of forecasts
(Demargne et al., 2009).

Operational systems, such as flood forecasting systems will
usually be used for quite a period of time, in some cases this may be
20 years or longer (Burnash, 1995; Grijssen et al., 1992). Clearly
during this period neither real-time data availability, information
requirements in the warning process, nor capabilities of meteoro-
logical, hydrological, and hydraulic models will remain the same.
There will be a strong desire to incorporate advances in these into
the operational domain, thus requiring the forecasting systems to
be adaptable to these changing needs.

Change is, however, not easy to achieve given the operational
setting of the forecast process. Besides linking data and models, the
forecasting system also provides the interface to the forecasting
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team, which in most operational centres will constitute several
persons. They want to process forecasts as efficiently as possible,
while gaining clear information on data and forecast results. As the
forecasting system forms an important tool in the day-to-day work
of the forecasting centre, it is often found that changing the way it is
used is not easy. This may not be due to technical constraints alone.
A change in the way forecasters work may be required, sometimes
including retraining. Forecasting organisations will often be
cautious in introducing changes as a consequence (Werner and
Whitfield, 2007). Ideally the forecasting system should therefore
be flexible to allow change to models and data, while keeping the
way forecasters work with it as constant as possible.

3. Structure of Delft-FEWS

3.1. Philosophy and history

Argent et al. (2009) discuss the disadvantage of decision support
systems that have a fixed structure and rigid definition of input/
output processes. Whilst such systems often suit the original
requirements for which they were designed and built, adapting to
changing needs will be difficult, and if attempted may even
compromise the original design (Argent et al., 2009). With the
changing needs posed on operational forecasting systems, the
design philosophy of Delft-FEWS follows the concept described by
Argent et al. (2009) in that it provides a shell through which an
operational forecasting application can be developed specific to the
requirements of an operational forecasting centre. In contrast to
most other operational forecasting environments, whether built
around a fixed set of models (Dobson et al., 1990, e.g.) or set of
model components (Moore et al., 1990; Burnash, 1995), no
modelling capabilities are part of the system. Harvey et al. (2002)
note that when accommodating a wide range of modelling
concepts, the inclusion of model specific knowledge in the central
data model would significantly increase complexity. Rather than
evolve around a (set of) models and modelling concepts in a model-
centric approach, the foundation of Delft-FEWS is data-centric,
with a common data-model through which all components
interact. All time series data (both scalar and gridded) are stored in
this common data-model in a database. Modelling capabilities are
then linked to the system through one of the interfaces provided to
the data-model.

The current generation of Delft-FEWS was developed from
several predecessor operational forecasting systems. It’s first
implementation was an operational system developed for the Nile
basin, used by the Ministry of Irrigation and Water Resources in
Sudan (Grijssen et al., 1992). This system was adapted for the
Punjab in Pakistan (Werner and Dijk, 2005), introducing flexibility
in integrating models through a previous version of the model
interface used in the current version. Many of the current concepts
of data storage and data integration were implemented in the first
generation of Delft-FEWS, which was developed within the scope
of a European Research project (De Roo et al., 2003). The concepts
of these predecessor systems were refined and combined in the
current second generation of Delft-FEWS. The development of the
second generation of the system was initiated with the establishing
of the National Flood Forecasting System in England & Wales
(Werner et al., 2009). This second generation of Delft-FEWS fully
established the open approach to integration of models and data.
Development of the system has additionally been very dynamic as
it found application in an increasing number of operational fore-
casting systems. New developments are generally initiated by the
need of additional functionality in these new applications. Here the
concept of develop and share has been adopted, whereby these
new capabilities are made available to the entire community.
Although Delft-FEWS is targeted for use by operational forecasting
agencies, its strengths in integrating data and models have also
made it attractive to researchers in the field of forecasting. For non-
commercial users, the licence agreement to use the system does not
carry a cost. However, investments in new developments in the
system are normally paid for by its users. Additionally, forecasting
agencies that use the system in their operational forecast process
are normally expected to enter into a support and maintenance
agreement with the software developer or other licenced supplier.
These investments in the software and the support and mainte-
nance agreements form the commercial exploitation model of the
software. The code base of Delft-FEWS is currently not fully open
source. Although several modules interfacing to the core of the
system are already open source, the source code of the core of the
system is as yet not open. It is expected that this will also shortly be
available once a development and management process is imple-
mented that guarantees the requirement of the operational fore-
casting agencies using the software that it is stable under all
conditions.

3.2. Data import and storage

All operational forecasting systems require (real-time) data
from hydrological and meteorological observation networks to be
imported. This data is used for analysing the hydrological situation,
and as the input to hydrological and hydraulic models that provide
prediction of future hydrological variables. In most operational
systems, data from several sources is considered, with different
data networks typically using different formats for storing and
publishing data (Horsburgh et al., 2009). Efficient import of data
from these different sources poses a significant challenge, not only
due to the variety of formats being used, but in many cases also due
to differences in the meta-data provided. Delft-FEWS provides
a data import module that has been designed to handle a wide
range of data formats. Despite this, it is often found in new appli-
cations that data formats need to be parsed that are not yet
included. In the original development of Delft-FEWS (De Roo et al.,
2003), a data import module was available that then could be
configured through various settings to support a new format.
Although this worked to some extent, it was found that the range of
formats was so diverse that the complexity of a configurable import
module quickly became unmanageable. In the current generation
of FEWS an alternative approach is now being used, where a dedi-
cated Java class is developed for each (new) data format. This data
source specific Java class is only required to parse the particular
format, and then submit the parsed data to a generic data handling
framework that forms part of the import module. This includes
methods for mapping location and data type identifiers from the
external data format definitions to the Delft-FEWS internal defi-
nitions, as well as other generic handling methods.

Adoption of standards in data exchange formats can greatly
enable the ease with which new data is integrated, avoiding the
need of developing additional Java classes for each new data source.
This has been shown in England & Wales, where the adoption of
a singular XML (eXtensible Markup Language) format across all
agencies for data exchange has greatly simplified integration of
different systems (Werner et al., 2009). Additional efforts by the
hydrological community are resulting in emerging standards for
exchange of hydrological data, such as the WaterML standard that is
being developed by the WMO/OGC Domain Working Group
Hydrology (Taylor, 2010). The Delft-FEWS import module already
includes classes that can deal with most current and emerging
standards. This allows data from systems that provide data in such
standard formats to be readily imported. Within the meteorological
community standards for data exchange are well established, such
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as GRIB, GRIB2, and the BUFR format, as well as more recently
NetCDF with CF (Climate Forecast) conventions. Such standards
have been widely adopted in the case of geo-spatial data, and data
from such sources can be readily imported (Weerts et al., 2010).

Once parsed, all data is stored within the Delft-FEWS database.
This contains both configuration data, including location specific
information (e.g. coordinates and properties of forecasting points,
map layers etc.), and dynamic time series data either imported
from external sources. Dynamic data can additionally be produced
by internal data manipulation methods or models run from within
the system. In an operational environment large volumes of
dynamic time series data are employed. This volume is rapidly
increasing, particularly with the emergence of high resolution
numerical weather predictions (De Roo et al., 2003), remotely
sensed data products (Weerts et al., 2010) and distributed models
used in operational forecasting (Jasper et al., 2002). Within the
Delft-FEWS data model, time series are uniquely identified by their
location and data type, as well as an id related to the source of the
data (e.g. the external source or hydrological model of which the
time series are a result). This source id allows multiple traces of the
same data type to co-exist at the same location. This allows for easy
support of multi-model ensembles. For a forecasting system the
ability to identify data based on the time of forecast (the forecast
origin) is important, and through this unique key Delft-FEWS can
store and retrieve multiple forecasts that overlap in time. Addi-
tionally, all time series data are considered an ensemble (with the
deterministic case simply being an ensemble with only one
member), making the data model well suited to support the
emerging concepts of ensemble forecasting (Cloke and
Pappenberger, 2009; Schellekens et al., 2011). Time series data is
additionally either scalar, vector, or gridded data, though all
different types are uniformly stored as binary objects in a time
series table. None of the functional components (including the
linked models) have direct access to the times series table, which is
accessible only through the data access module.

3.3. Data processing and manipulation

Most of the data that is imported from external sources is not at
the appropriate temporal and spatial scale to be applied as an input
to a forecasting model, or to be used directly in product generation.
As a consequence, generic data processing steps form the
predominant effort in most applications of models in the forecast
environment. Some examples include data validation, serial and
spatial interpolation, aggregation and disaggregation, and merging
data. To support this, a core capability of Delft-FEWS is an extensive
library of data processing functions (an overview of the available
functions can be found in the web based documentation of Delft-
FEWS1). This includes specific hydrological functions, such as
transforming stage data to discharge, applying temperature lapse
rates, and applying bias correction using an ARMA model. Examples
of data processing steps found in applications of the system
include:

� Quality control of rain gauge data imported from a real-time
hydrological database, aggregation of 15 min totals to hourly
totals, interpolation of the gauged data to a rainfall field using
Thiessen polygons, sampling of the rainfall field with the
catchment delineation for a lumped hydrological model. This
provides inputs for the hydrological model based on observed
rainfall.
1 http://publicwiki.deltares.nl/display/FEWSDOC/
05þConfiguringþtheþavailableþDELFT-FEWSþmodules.
� Conversion of an image of radar reflectivity using a z-R rela-
tionship to provide radar rainfall rate, sampling the radar
rainfall field using the same catchment delineation as above
(Werner and Cranston, 2009), sampling a gridded numerical
weather product using the same delineation and merging
these two products. This provides rainfall inputs for the now-
cast/forecast period.

� Bias correction of a simulated hydrograph at the catchment
outlet of a hydrological model using an ARMA error correction
algorithm (Broersen and Weerts, 2005), scaling of the hydro-
graph to account for small tributaries not covered by the
model, constraining boundary flows to defined minimum
values. This provides the upstream boundary condition for
a hydrodynamic model.

Most of the library of functions provided work equally on scalar
and gridded time series. For complex spatial operations, Delft-
FEWS itself does not provide support within its own code-base,
but utilises an embedded integration of the PCRaster spatial pro-
cessing engine (Karssenberg et al., 2010). This library of functions,
including access to the spatial processing engine, is provided
primarily through a module referred to as the transformation
module. As with all other modules this communicates with the
database solely through the data access layer (Fig. 2). Although the
library of functions provided is extensive, in selected applications it
is found that additional algorithms are required. For this a generic
equation editor is provided. In case this is limiting, more complex
algorithms can be developed as a new Java class coded to
communicate with the application programming interface (API)
provided.
3.4. Linking external models

The approach to the integration of models to be run as a part of
the forecast process in Delft-FEWS has been chosen to be simple yet
effective. Typically a forecasting process may use a cascade of
models such as a snowmelt model, a rainfall-runoff model and
a routing model. These models are often independent, with the
forcing of each downstream model being the result of the model
upstream of it. This means the models can be run sequentially, and
independently, with data being passed to and from the database at
each step in the model cascade.

In contrast to integration at the algorithm level as proposed in
for example the OpenMI interface standard (Gregersen et al., 2007),
the approach taken to integrating models is to run these as an
external process. Delft-FEWS provides the required input data and
parameters, executes the model, and reads the results. Over 50
model codes from a broad range of model developers and suppliers
have been integrated to run from Delft-FEWS (an overview of the
models integrated can be found on the web based documentation
of Delft-FEWS2). The data formats of these models vary widely. In
the original version of Delft-FEWS the approach for integrating
external models was through a model wrapper that communicated
directly with the Delft-FEWS database. However, as the number of
models increased it became apparent that this approach was
becoming increasingly complex. This complexity is found not only
in the technical challenges of model integration, but as noted by
Parker et al. (2002), communication in integrated modelling is an
important issue, with the risk of misinterpretation of data and
parameters. As the number of models increased it was found that
such misinterpretation occurred more frequently. To reduce this
2 http://public.deltares.nl/display/FEWSDOC/ModelsþlinkedþtoþDelft-Fews.



Fig. 2. Architecture of Delft-FEWS showing the data base, the data access layers and examples of functional modules that communicate through the data access layer.
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complexity, Delft-FEWS now takes the approach of a well defined
interface layer through which all communication with models
passes. This interface is defined using the eXtensible Markup
Language (XML). The advantage of this XML based interface is that
all data (formats) exchanged can be independently verified using
industry standard tools. The definitions of the information that can
be exchanged with models is published in the open domain, and
includes time series data (scalar, vector and gridded), model
parameters, states, as well as meta-information and run diagnostics
in the form of log messages. This approaches the concept of the
open modelling framework proposed by Kokkonen et al. (2003),
who also advocate the use of an independent XML interface to
external models. All of the models that have been integrated with
Delft-FEWS and are currently running in operational systems
follow this approach. Delft-FEWS generates the input data as a set
of XML files to a defined location; an adapter developed specifically
for the model in question transforms this to the required native
format in a pre-processing step; Delft-FEWS executes the model;
and the adapter to that model then converts the native formatted
results into XML formatted files in a post processing step. Delft-
FEWS subsequently imports the results into the database from
the XML files (see Fig. 3). Although there are variations on whether
the model execution is done by Delft-FEWS or the model adapter,
the principle is the same for all models. Exchanging data with the
model is primarily through XML files. In some cases these XML files
may become very large, which may lead to I/O bottlenecks and
subsequent performance issues. Similar I/O bottlenecks may occur
where several hundreds of small but independent models are to be
run in sequence in a single forecast run. Options to improve the
performance of the file-based exchange have, however, been
introduced. This includes the use of binary-XML files, streaming
files through memory, and the use of NetCDF-CFfiles.

In the development of the adapter, it is the preferred approach
that the developer of the original model is the custodian of the code
to the adapter. This ensures that the modeleadapter combination
will continue to work should internal formats of the model change.
Additionally, when setting up a model to run from Delft-FEWS
through the interface, a good understanding of the model itself is
required. In most cases model specific configuration files will need
to be configured for the model to run properly through the adapter.

The effort of developing an adapter for a model code not
previously integrated with Delft-FEWS will vary depending on the
complexity of the model I/O formats. Under the condition that
a model code is suitable for running as a part of a real time forecast
process, software development efforts have been found to be in the
order of two weeks to a few months. The level of effort may be
a little larger for distributed models, where the exchange of data
typically includes both scalar and gridded time series, but this has
not been found to be significant for the models currently inte-
grated. The level of effort in configuring a distributed model to run
as a part of the forecast process once the adapter has been devel-
oped is equally comparable to the level of effort in configuring
a lumped model.

3.5. Data export and product generation

The final step of the forecast process is in most cases the
generation of products that can then be disseminated to the
warning process. Perhaps even more than the inputs from different
data sources, products generated for further dissemination vary
widely across different forecasting and warning organisations.
Three main forms of product generation are supported. The first
two follow a mechanism where products are generated by Delft-
FEWS and exported. Delft-FEWS can generate web reports with
graphs, tables as well as summary reports. These are generated
based on HTML templates. Alternatively, Delft-FEWS can export
time series in a variety of formats. This includes some of the
existing standard formats such as XML (Werner et al., 2009; Taylor,
2010) and NetCDF-CF. As with the data imports, the export module
provides a framework that can be extended to support additional
export formats through a dedicated Java class developed to the
software interface provided. In the third method external applica-
tions actively retrieve data from Delft-FEWS. The database allows
(limited) access through a JDBC mechanism, as well as (more
extensive) access through a web-services interface. These web-
services not only offer access such as the reading of data from the
database, but additionally can be used to post data to the database,
as well as to request the system to run specified (forecast) tasks.

Products generated by Delft-FEWS may contain both deter-
ministic forecasts, as well as probabilistic forecasts. Communicating
probabilistic forecasts is becoming increasingly important in
dissemination (Bruen et al., 2010). In graphs and tables generated
within Delft-FEWS these can be shown as ensemble traces, statis-
tical summaries, as well as summary information on the probability
of exceeding selected thresholds. Alternatively, the ensemble traces
can be exported as time series. This latter approach is taken in the
Delft-FEWS application in Switzerland discussed in the example
applications below, where forecasts are exported to a national
common platform on natural hazards (Heil et al., 2010). This
common platform will be one of the cornerstones for natural
hazard mitigation in Switzerland in the years to come.

3.6. Running sequential functional steps in the work�ow process

As outlined in the previous sections, the forecasting process is
often a sequence of steps, starting with the import of data,



Fig. 3. Linking Delft-FEWS with external models. The figure shows the flow of data through XML and native model formats using solid lines, while executable commands are shown
by dashed lines.

Fig. 4. Typical example of a workflow, showing the forecast process for a simple basin.
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a number of data processing and modelling steps, and culminating
in the generation of products to be disseminated to the warning
process. In Delft-FEWS none of the functional modules have direct
access to data except through the data access layer. There is also no
direct communication of data between modules. Each of the steps
follows the same pattern of retrieving required inputs from the
database, applying a functional step, and returning data to the
database for use in a subsequent step. The functional steps may
employ an internal algorithm, or run an external process model.
These steps are defined using a prescribed XML formatted config-
uration file, defining the input time series to be retrieved from the
dynamic database, the parameters of the functional step, and the
expected outputs (in the form of identifiers under which the output
time series are to be saved in the database for later retrieval).

Logical steps in each forecast process are grouped in what is
referred to as a work�ow, which simply lists the sequence of
functional steps in the correct order in which these are to be run.
The granularity of these workflows can be as small as the individual
functional step, or include sequences of tens or even hundreds of
steps. A typical example of a sequence of steps in a workflow is
shown in Fig. 4. Workflows themselves can also be nested. This can
be done to structure the process, but can also allow a forecast
process for a selected basin to be run individually, or as part of an
over-arching workflow that runs multiple basins. This allows for
defining a flexible modelling framework, as proposed also by
Andrews et al. (2011). However, in the case of Delft-FEWS the third-
party models may in some case be proprietary models and not open
access as prescribed by Andrews et al. (2011).

When running sequential steps within a workflow in Delft-
FEWS, each step is run for the full time window required (e.g. the
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lead time of the forecast) before moving on to the next step. This
precludes tightly coupling of models, even explicitly. The ability to
run coupled models as a composition of models interacting via the
OpenMI interfaces (Gregersen et al., 2007), however, permits more
tightly coupled models to be executed by Delft-FEWS. To Delft-
FEWS, this OpenMI composition is then seen as a single step in
the workflow.

3.7. User interaction

In the day-to-day operation of an operational forecasting centre,
duty forecasters interact with Delft-FEWS primarily through its
user interfaces. With the interaction between the forecaster and the
system in mind, the design of the user interface is focused on
efficiently providing access to the large amounts of data that
typically need to be consulted to guide the forecast process. This
includes map oriented overviews of gauge and forecast stations
with indications of alarm status through icons, thumbnail and full-
size graphics, as well as dynamic displays of spatial fields such as
outputs from numerical weather prediction models or dynamic
inundation maps. Fig. 5 provides an example of the main display of
the system showing locations displayed on the map and thumbnail
graphics.

How the forecasters interact with the system through its
displays has been found to vary quite significantly, depending very
Fig. 5. Example of a user interface configuration of the FEWS system, showing the main d
Weather Service, USA.
much on the forecasting procedures and the set-up of the Delft-
FEWS system within the distributed environment. Werner and
Janssen (2009) identified two main paradigms to forecaster inter-
action. The first of these, for which Delft-FEWS was originally
developed, follows a relatively passive approach to forecasting in
the operational setting. In this paradigm the model structure and
parameters are established when setting up of the forecasting
system. In real-time operation the models are then run with little or
no interaction with the forecaster. Data assimilation techniques
may be used to reduce forecast bias, but again there is no interac-
tion from the user in operational use. The forecaster in this role
typically monitors forecast runs that are scheduled at regular
intervals, or may initiate additional runs as the need arises. The
loosely coupled architecture of Delft-FEWS fits this paradigm well,
and most operational environments that follow it are set up in
a client-server mode, where the forecaster views data and forecast
results on a client. All forecast tasks are carried out on a central
server, with the results then synchronised to the (distributed)
clients for viewing. In several cases the central servers may be
located off-site, or even at centralised IT hosting services. This also
allows for a dual or multiple server system to be established in
duty-standby mode.

The second paradigm is different. Here forecasters will actively
interact with models during the operational forecasting process.
Parameters of the models, as well as data and model states may be
isplay of the operational system of the Northwest Forecasting Center of the National
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