# Some families of $\mathbb{Z}_{4}$-cyclic codes 

Gerardo Vega ${ }^{\mathrm{a}}$ and Jacques Wolfmann ${ }^{\mathrm{b}, *}$<br>a Dirección General de Servicios de Cómputo Académico, Universidad Nacional Autónoma de México, 04510 México D.F., Mexico<br>${ }^{\mathrm{b}}$ GRIM, Université Toulon-Var, 83957 La Garde Cedex,France

Received 17 April 2003; revised 27 September 2003
Communicated by N.J.A. Sloane


#### Abstract

We introduce and solve several problems on $\mathbb{Z}_{4}$-cyclic codes. We study the link between $\mathbb{Z}_{4}{ }^{-}$ linear cyclic codes and $\mathbb{Z}_{4}$-cyclic codes (not necessarily linear) obtained by using two binary linear cyclic codes. We use these results to present a family of $\mathbb{Z}_{4}$-self-dual linear cyclic codes. (C) 2003 Elsevier Inc. All rights reserved.
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## 1. Introduction

After the publication of [4], which solved the old problem of the formal duality of Kerdock and Preparata codes by using $\mathbb{Z}_{4}$-cyclic codes and the Gray map, $\mathbb{Z}_{4}$-cyclic codes have been extensively studied. The Nechaev-Gray map (introduced in [11]) also plays an important role. The action of these two transforms on $\mathbb{Z}_{4}$-cyclic codes (linear or not) was considered in [11,12]. This approach gives rise to constructions of new interesting binary codes that may be obtained from $\mathbb{Z}_{4}$-linear cyclic codes $[1,2]$. Furthermore, $\mathbb{Z}_{4}$-cyclic codes which are self-dual codes were used to study and construct important lattices and $\mathbb{F}_{2}$-self-dual codes (see [10]).

In this work, we introduce and solve several problems on $\mathbb{Z}_{4}$-cyclic codes (not necessarily linear) and we use these results to present a family of $\mathbb{Z}_{4}$-self-dual linear cyclic codes. In particular, we improve a result of [6] and we generalize results of [10].

[^0]
### 1.1. Notation and definitions

$\mathbb{Z}_{4}=\mathbb{Z} / 4 \mathbb{Z}$ is the ring of integer modulo 4 and $\mathbb{F}_{2}$ is the finite field of order 2 .
Let $\mathbb{A}$ be a commutative ring and let $m$ be a positive integer, $m \geqslant 1$.
A linear code of length $m$ over $\mathbb{A}$ is a submodule of $\mathbb{A}^{m}$. A cyclic code of length $m$ over $\mathbb{A}$ is a shift invariant subset of $\mathbb{A}^{m}$ (which is not necessarily a linear code).

Under the usual identification of vectors with polynomials, linear cyclic codes of length $m$ over $\mathbb{A}$ are identified as ideals in the quotient ring $\mathscr{A}=\mathbb{A}[x] /\left(x^{m}-1\right)$. The elements of this ring are the polynomials over $\mathbb{A}$ with degree at most $m-1$ with addition and multiplication computed modulo $x^{m}-1$.

This quotient ring will be denoted by $\mathscr{A}_{2}(m)$ if $\mathbb{A}=\mathbb{F}_{2}$ and by $\mathscr{A}_{4}(m)$ if $\mathbb{A}=\mathbb{Z}_{4}$.
We denote by $\langle g(x)\rangle_{i}^{m}$ the principal ideal generated by $g(x) \in \mathscr{A}_{i}(m)$ for $i=2,4$.
In terms of sets, we are considering $A_{2}(n)$ as a subset of $A_{4}(n)$. However, we have to distinguish between the addition over $\mathbb{Z}_{4}$ denoted by " + " and the binary addition denoted by " $\oplus$ ". When necessary, we will specify if products are computed over $\mathbb{Z}_{4}$ or over $\mathbb{F}_{2}$.

If $\mathbb{A}=\mathbb{Z}_{4}$, then the binary reduction of $u(x) \in \mathscr{A}_{4}(m)$ is denoted by $\tilde{u}(x)$. If $\tilde{f}(x)$ is a divisor of $x^{n}-1$ in $\mathbb{F}_{2}[x], n$ odd, then there exists a unique monic divisor $f(x)$ of $x^{n}-1$ in $\mathbb{Z}_{4}[x]$ such that the binary reduction of $f(x)$ is $\tilde{f}(x)$. The polynomial $f(x)$ is called the Hensel lift of $\tilde{f}(x)$ (see [4]). One way of finding this polynomial is by Graeffe's method: $f\left(x^{2}\right)=\varepsilon \tilde{f}(x) \tilde{f}(-x)$ calculated in $\mathbb{Z}_{4}[x]$, with $\varepsilon \in\{-1,+1\}$.

Recall that the componentwise product of two polynomials $\tilde{f}(x)=\sum_{i=0}^{n-1} f_{i} x^{i}$ and $\tilde{g}(x)=\sum_{i=0}^{n-1} g_{i} x^{i}$ in $A_{2}(n)$ denoted by $\tilde{f}(x) * \tilde{g}(x)$ is defined to be $\tilde{f}(x) * \tilde{g}(x)=$ $\sum_{i=0}^{n-1} f_{i} g_{i} x^{i}$

Let $\tilde{u}(x)$ be a divisor of $x^{n}-1$ in $\mathbb{F}_{2}[x]$ with $n$ odd and let $\beta$ be a primitive $n$th root of unity over $\mathbb{F}_{2}$. Define $(\tilde{u} * \tilde{u})(x)$ as the divisor of $x^{n}-1$ in $\mathbb{F}_{2}[x]$ whose roots are the $\beta^{i} \beta^{j}$ such that $\beta^{i}$ and $\beta^{j}$ are roots of $\tilde{u}(x)$.

Observe that if $R$ and $R^{\circledast}$ are the sets of roots of $\tilde{u}(x)$ and $(\tilde{u} \circledast \tilde{u})(x)$, respectively, then $R \subseteq R^{\circledast}$ and $\tilde{u}(x)$ divides $(\tilde{u} \circledast \tilde{u})(x)$.

### 1.2. Nechaev-Gray map

Since in this work we will describe cyclic codes only by their polynomial representations, we only introduce polynomial versions of the Nechaev permutation and the Gray and Nechaev-Gray maps. See [11,12] for more details on the original definitions.

The Gray map $\Phi$ is the function from $\mathscr{A}_{4}(n)$ into $\mathscr{A}_{2}(2 n)$ defined by

$$
\Phi(u(x))=\tilde{q}(x) \oplus x^{n}(\tilde{q}(x) \oplus \tilde{r}(x))
$$

where $u(x)=\tilde{r}(x)+2 \tilde{q}(x)$ with $\tilde{r}(x)$ and $\tilde{q}(x)$ in $\mathscr{A}_{2}(n)$ and where $\oplus$ is the binary addition.

Let $n$ be odd. The Nechaev permutation is the permutation $\pi$ of $\mathscr{A}_{2}(2 n)$ defined as

$$
\pi(\tilde{m}(x))=\sum_{i=0}^{2 n-1} m_{\tau(i)} x^{i}
$$

where $\tau$ is the permutation on $\{0,1, \ldots, 2 n-1\}$ given by
$\tau=(1, n+1)(3, n+3) \cdots(n-2,2 n-2)$.
The Nechaev-Gray map $\Psi$ is defined by $\Psi=\pi \Phi$ where $\pi$ is the Nechaev permutation.

It was proved in [11] that $\Psi(u(x))=\Phi(u(-x))$.

### 1.3. Two types of $\mathbb{Z}_{4}$-cyclic codes

As mentioned before, we identify every cyclic code with its polynomial representation and in this work "cyclic code" means shift-invariant code and not necessarily "linear code". Let $(\tilde{a}(x), \tilde{b}(x))$ be an ordered pair of binary polynomials whose product is a factor of $x^{n}-1$ in $\mathbb{F}_{2}[x]$ with $n$ odd. We also consider $\tilde{c}(x)$ such that $x^{n}-1=\tilde{a}(x) \tilde{b}(x) \tilde{c}(x)$. Let $a(x), b(x)$ and $c(x)$ be the Hensel lifts of $\tilde{a}(x), \tilde{b}(x)$ and $\tilde{c}(x)$, respectively. We consider two types of $\mathbb{Z}_{4}$-cyclic codes:
(A) $\langle a(x) b(x)+2 a(x)\rangle_{4}^{n}$;
(B) $\langle\tilde{a}(x) \tilde{b}(x)\rangle{ }_{2}^{n}+2\langle\tilde{a}(x)\rangle{ }_{2}^{n}$.

The reasons to be interested in these two types of codes are explained now by means of known facts and open problems.

Many examples show that type (B) codes are not always $\mathbb{Z}_{4}$-linear. When they are $\mathbb{Z}_{4}$-linear and also self-dual codes, they have been used in the study of lattices (see for example [10]). Hence, it is interesting to know when type (B) codes are $\mathbb{Z}_{4}$-linear and when they are self-dual codes.

The following well known and easy to prove result gives a first answer [4]:
Fact 1. Let $\tilde{C}_{1}$ and $\tilde{C}_{2}$ be two linear codes of odd length $n$ over $\mathbb{F}_{2}$.
Then $C=\tilde{C}_{1}+2 \tilde{C}_{2}$ is a $\mathbb{Z}_{4}$-linear code if and only if

$$
\begin{equation*}
\tilde{C}_{1} * \tilde{C}_{1} \subseteq \tilde{C}_{2} \tag{1}
\end{equation*}
$$

Remarks. (1) If in addition $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are two binary linear cyclic codes then (1) implies $\tilde{C}_{1} \subseteq \tilde{C}_{2}$ which means that $\tilde{C}_{1}=\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}$ and $\tilde{C}_{2}=\langle\tilde{a}(x)\rangle_{2}^{n}$ where $\tilde{a}(x) \tilde{b}(x)$ divides $x^{n}-1$ in $\mathbb{F}_{2}[x]$. In other words, $C$ is a type (B) code.
(2) Unfortunately, condition (1) is not trivial to check and therefore a more practical criterion is needed.

The next result shows the importance of type (A) codes. It comes from [3] and is detailed in [11] (see also [5,8]).

Fact 2. Every $\mathbb{Z}_{4}$-linear cyclic code $C$ of odd length $n$ is of type (A) and the cardinality of $C$ is $4^{\operatorname{deg} c(x)} 2^{\operatorname{deg} b(x)}$.

Type (A) codes whose Nechaev-Gray images are linear cyclic binary codes are characterized in [12] as follows:

Fact 3. Let $n$ be odd.
If $C$ is a type $(\mathrm{A})$ code, defined as previously by means of $a(x), b(x), c(x)$ and if $\tilde{e}(x)$ is such that $x^{n}-1=(\tilde{c} * \tilde{c})(x) \tilde{e}(x)$ in $\mathbb{F}_{2}[x]$, then:
(I) The following properties are equivalent:
(1) $\langle\tilde{a}(x) \tilde{b}(x)\rangle{ }_{2}^{n} *\langle\tilde{a}(x) \tilde{b}(x)\rangle{ }_{2}^{n} \subseteq\langle\tilde{a}(x)\rangle{ }_{2}^{n}$.
(2) $\Psi(C)$ is a binary linear cyclic code.
(3) $\tilde{a}(x)$ divides $\tilde{e}(x)$ in $\mathbb{F}_{2}[x]$.
(II) If one of these conditions is satisfied then $\Psi(C)=\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$.

Several open problems about types (A) and (B) codes remain.
The main goal of this work is to solve the following ones:
$P_{1}$ : When are type (B) codes $\mathbb{Z}_{4}$-linear?
(find a better condition than (1))
$P_{2}$ : When does $\langle a(x) b(x)+2 a(x)\rangle_{4}^{n}=\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}+2\langle\tilde{a}(x)\rangle_{2}^{n}$ ?
$P_{3}$ : What are the Nechaev-Gray images of type (B) codes?

## 2. Results

### 2.1. Binary linear cyclic codes of length $2 n, n$ odd

The next theorem will show how a binary linear cyclic code of length $2 n$ ( $n$ odd) can be obtained from two binary linear cyclic codes of length $n$ by means of the Nechaev-Gray map.

We first need a useful lemma.
Lemma 4. Let $f(x)$ be in $\mathscr{A}_{4}(n)$ with $n$ odd such that $f(x)=\tilde{r}(x)+2 \tilde{q}(x)$ with $\tilde{r}(x)$ and $\tilde{q}(x)$ in $\mathscr{A}_{2}(n)$. If $\Psi$ is the Nechaev-Gray map then,

$$
\Psi(f(x))=\left(x^{n}+1\right) \tilde{q}(x) \oplus x \frac{d}{d x}\left[\left(x^{n}+1\right) \tilde{r}(x)\right] .
$$

Proof. let $O(\tilde{r})(x)=\sum_{i \text { odd }} \tilde{r}_{i} x^{i}$ be the odd part of $\tilde{r}(x)$.
Calculating over $\mathbb{F}_{2}$ and since $n$ is odd, obviously $O(\tilde{r})(x)=x \frac{d}{d x}(\tilde{r}(x))$.
On the other hand, $f(-x)=\tilde{r}(x)+2(\tilde{q}(x) \oplus O(\tilde{r})(x))$.

From $\Psi(f(x))=\Phi(f(-x))$, we find

$$
\begin{aligned}
\Psi(f(x)) & =\tilde{q}(x) \oplus x \frac{d}{d x}(\tilde{r}(x)) \oplus x^{n}\left[\tilde{q}(x) \oplus \tilde{r}(x) \oplus x \frac{d}{d x}(\tilde{r}(x))\right] \\
& =\left(x^{n}+1\right) \tilde{q}(x) \oplus\left(x^{n}+1\right) x \frac{d}{d x}(\tilde{r}(x)) \oplus x^{n} \tilde{r}(x)
\end{aligned}
$$

We obtain the expected result by calculating $\frac{d}{d x}\left[\left(x^{n}+1\right) \tilde{r}(x)\right]$.
We now prove that the Nechaev-Gray images of the type (B) codes of odd length $n$ are the binary linear cyclic codes of length $2 n$.

Theorem 5. Let C be a type (B) code of odd length n. If $\Psi$ is the Nechaev-Gray map, then the binary code $\Psi(C)$ is a linear cyclic code of length $2 n$.

More precisely, if $C=\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}+2\langle\tilde{a}(x)\rangle_{2}^{n}$, then,

$$
\Psi(C)=\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}
$$

Proof. If $\mathscr{C}_{1}=\langle\tilde{a}(x)\rangle{ }_{2}^{n}$ and $\mathscr{C}_{2}=\langle\tilde{a}(x) \tilde{b}(x)\rangle{ }_{2}^{n}$, it is easy to prove that $\mathscr{C}_{1}+2 \mathscr{C}_{2}$ is a direct sum. The cardinality of $C$ is $|C|=\left|\mathscr{C}_{1}\right|\left|\mathscr{C}_{2}\right|=4^{\operatorname{deg} \tilde{c}(x)} 2^{\operatorname{deg} \tilde{b}(x)}$ which also is the cardinality of $\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$. Because $\Psi$ is a bijective map, we deduce that $|\Psi(C)|=$ $\left|\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}\right|$. Thus, we just need to prove that $\Psi(C) \subseteq\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$.

A typical word of $C$ can be written as $f(x)=\tilde{\lambda}(x) \tilde{a}(x) \tilde{b}(x)+2 \tilde{\mu}(x) \tilde{a}(x)$ with $\tilde{\lambda}(x)$ and $\tilde{\mu}(x)$ in $\mathscr{A}_{2}(n)$ and where the products are calculated in $\mathscr{A}_{2}(n)$. Let $\tilde{c}(x)$ be such that $x^{n}-1=\tilde{a}(x) \tilde{b}(x) \tilde{c}(x)$ in $\mathbb{F}_{2}[x]$. Since $\frac{d}{d x}\left[\tilde{a}(x)^{2} \tilde{b}(x)^{2}\right]=0$, then by applying Lemma 4 with $\tilde{r}(x)=\tilde{\lambda}(x) \tilde{a}(x) \tilde{b}(x)$ and $\tilde{q}(x)=\tilde{\mu}(x) \tilde{a}(x)$ we find:

$$
\Psi(f(x))=\tilde{\mu}(x) \tilde{a}(x)^{2} \tilde{b}(x) \tilde{c}(x) \oplus x \tilde{a}(x)^{2} \tilde{b}(x)^{2} \frac{d}{d x}[\tilde{\lambda}(x) \tilde{c}(x)]
$$

and this means that $\Psi(f(x))$ belongs to $\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$.
Corollary 6. The set of binary linear cyclic codes of length $2 n, n$ odd, is the set of Nechaev-Gray images of the type (B) codes of length $n$.

Proof. We just have to remark that any divisor of $x^{2 n}-1$ in $\mathbb{F}_{2}[x]$ with $n$ odd, can be written as $\tilde{a}(x)^{2} \tilde{b}(x)$ where $\tilde{a}(x) \tilde{b}(x)$ divides $x^{n}-1$ (possibly $\tilde{a}(x)$ or $\tilde{b}(x)$ or both equal to 1 ).

Recall that if $\tilde{U}$ and $\tilde{V}$ are two binary linear codes of length $n$ then the $|u| u+v \mid$ image of $(\tilde{U}, \tilde{V})$ is $\{(u, u \oplus v) \mid u \in U, v \in V\}$ which is a binary linear code of length $2 n$.

We now prove that any binary linear cyclic code of length $2 n, n$ odd, is a $|u| u+v \mid$ image.

As before, if $\tilde{m}(x) \in \mathscr{A}_{2}(n)$ then $O(\tilde{m}(x))$ denotes the odd part of $\tilde{m}(x)$.
Remark that if $\tilde{E}$ is a linear binary code then $O(\tilde{E})$ also is a linear binary code.
Corollary 7. With the notation above, define

$$
\tilde{C}_{1}=\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}, \quad \tilde{C}_{2}=\langle\tilde{a}(x)\rangle_{2}^{n} \quad \text { and } \quad \tilde{D}=\tilde{C}_{2} \oplus O\left(\tilde{C}_{1}\right) .
$$

Then,

$$
\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n} \text { is the }|u| u+v \mid \text { image of }\left(\tilde{D}, \tilde{C}_{1}\right) .
$$

Proof. Remember that if $f(x)=\tilde{r}(x)+2 \tilde{q}(x)$ then $\Psi(f(x))=\Phi(f(-x))$ and $f(-x)=\tilde{r}(x)+2(\tilde{q}(x) \oplus O(\tilde{r})(x))$. With $\tilde{d}(x)=\tilde{q}(x) \oplus O(\tilde{r})(x)$, we deduce from the definition of $\Phi$ that $\Psi(f(x))=\tilde{d}(x) \oplus x^{n}(\tilde{d}(x) \oplus \tilde{r}(x)$.

Now if $\tilde{r}(x) \in \tilde{C}_{1}$ and $\tilde{q}(x) \in \tilde{C}_{2}$ then the right side of the above equality is the polynomial representation of the $|u| u+v \mid$ image of a member of $\left(\tilde{D}, \tilde{C}_{1}\right)$. The final result is obtained by using Theorem 5.

Remark. Comparison with [6].
In [6] it is shown that $\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$ is equivalent to the $|u| u+v \mid$ image of $\left(\tilde{C}_{2}, \tilde{C}_{1}\right)$. Actually, with the notation above it can be seen from the definitions that this equivalence is obtained by using the Nechaev permutation $\pi$ because $\Psi=\pi \Phi$ and $\Phi(f(x))=\tilde{q}(x) \oplus x^{n}(\tilde{q}(x) \oplus \tilde{r}(x))$.

The improvement here is, on the one hand that $\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$ is exactly the $|u| u+v \mid$ image (and not only equivalent to) and on the other hand, is the NechaevGray image of $\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}+2\langle\tilde{a}(x)\rangle_{2}^{n}$. This last point will be useful in the sequel.

## 2.2. $\mathbb{Z}_{4}$-linearity of type ( $B$ ) codes

As was already said, in general type (B) codes are not linear. The following result characterizes their linearity and solves $P_{1}$ and $P_{2}$.

Theorem 8. Let $n$ be odd and let $\tilde{a}(x), \tilde{b}(x), \tilde{c}(x)$ be in $\mathbb{F}_{2}[x]$ such that $x^{n}-1=$ $\tilde{a}(x) \tilde{b}(x) \tilde{c}(x)$.

The Hensel lifts of $\tilde{a}(x), \tilde{b}(x), \tilde{c}(x)$ are $a(x), b(x), c(x)$.
Let $\tilde{e}(x)$ be such that $x^{n}-1=(\tilde{c} \circledast \tilde{c})(x) \tilde{e}(x)$ in $\mathbb{F}_{2}[x]$.
The conditions below are equivalent:
(1) $\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}+2\langle\tilde{a}(x)\rangle_{2}^{n}$ is a linear code.
(2) $\tilde{a}(x)$ divides $\tilde{e}(x)$ in $\mathbb{F}_{2}[x]$.
(3) $\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}+2\langle\tilde{a}(x)\rangle_{2}^{n}=\langle a(x)(b(x)+2)\rangle{ }_{4}^{n}$.

Proof. Notations: $\tilde{C}_{1}=\langle\tilde{a}(x) \tilde{b}(x)\rangle{ }_{2}^{n}, \tilde{C}_{2}=\langle\tilde{a}(x)\rangle_{2}^{n}$ and $C=\tilde{C}_{1}+2 \tilde{C}_{2}$.
If $C$ is a $\mathbb{Z}_{4}$-linear code then Fact 1 gives $\tilde{C}_{1} * \tilde{C}_{1} \subseteq \tilde{C}_{2}$ and this implies (2), according to Fact 3.

Again from Fact 3, if (2) is true then $\Psi\left(\langle a(x)(b(x)+2)\rangle_{4}^{n}\right)=\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$.
Applying Theorem 5 we also have : $\Psi(C)=\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$. Since $\Psi$ is a bijective map, it follows that $\langle a(x)(b(x)+2)\rangle{ }_{4}^{n}=C$ and (3) is satisfied. Obviously, (3) implies (1).

Remarks. (a) If one of the conditions of the Theorem is true then (Fact 3),

$$
\Psi\left(\langle a(x) b(x)+2 a(x)\rangle_{4}^{n}\right)=\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n} .
$$

(b) In order to solve $P_{1}$, condition (2) above is better than condition (1) of Fact 1 , which is not easy to check.

## 3. A family of $\mathbb{Z}_{4}$-self-dual linear cyclic codes

We now characterize codes of the form $C=\tilde{C}_{1}+2 \tilde{C}_{2}$, where $\tilde{C}_{1}$ and $\tilde{C}_{2}$ are binary linear cyclic codes, such that $C$ is a $\mathbb{Z}_{4}$-self-dual linear code. It will be necessary, first, to set some preliminaries.

Definition 9. Let $\tilde{C}$ be a binary code and let $s$ be any integer, $s \geqslant 1$. The code $\tilde{C}$ is said to be $s$-divisible if for every word $c$ of $\tilde{C}$, the weight of $c$ is divisible by $s$.

The following lemma is the binary version of Mc Eliece's Theorem (see for instance [9, Theorem 3.20, p. 1015]).

Lemma 10. Let $\tilde{C}$ be a binary linear cyclic code of odd length $n$ with generator $\tilde{g}(x)$ and check polynomial $\tilde{h}(x)$ (that is $x^{n}-1=\tilde{g}(x) \tilde{h}(x)$ in $\left.\mathbb{F}_{2}[x]\right)$. Let $R$ be the set of roots of $\tilde{h}(x)$ in the splitting field of $x^{n}-1$ over $\mathbb{F}_{2}[x]$. If $t$ is the smallest integer such that $\beta_{1} \beta_{2} \cdots \beta_{t}=1$ where $\beta_{1}, \beta_{2}, \ldots, \beta_{t}$ are in $R$, then $\tilde{C}$ is $2^{t-1}$-divisible and is not $2^{t}$ divisible.

As a consequence of the previous lemma we have the next corollary.
Corollary 11. With the above notations, let $\tilde{h^{*}}(x)$ be the reciprocal polynomial of $\tilde{h}(x)$. The code $\tilde{C}$ is $2^{s}$-divisible with $s \geqslant 3$ if and only if $\left((\tilde{h} \circledast \tilde{h})(x), \tilde{h^{*}}(x)\right)=1$.

Proof. Let $R^{\circledast}$ be the set of roots of $(\tilde{h} \circledast \tilde{h})(x)$ and let $R^{*}$ be the set of roots of $\tilde{h}^{*}(x)$. Recall that $\beta \in R$ if and only if $\beta^{-1} \in R^{*}$. If $\tilde{C}$ is $2^{s}$-divisible with $s \geqslant 3$, then the smallest
$t$ such that $\beta_{1} \beta_{2} \cdots \beta_{t}=1$ is at least 4 , because if $t \leqslant 3$ then by the lemma, $\tilde{C}$ will be at most $2^{2}$-divisible. Consequently, $\tilde{C}$ is $2^{s}$-divisible with $s \geqslant 3$ if and only if the smallest $t$ such that $\beta_{1} \beta_{2} \cdots \beta_{t}=1$ is at least 4 or equivalently, if and only if there do not exist $\beta_{i}, \beta_{j}, \beta_{k} \in R$ such that $\beta_{k}^{-1} \in R^{*}$ and : $\beta_{i} \beta_{j}=\beta_{k}^{-1}$ or $\beta_{i}=\beta_{k}^{-1}$ or $\beta_{i}=1 \in R^{*}$. Clearly this last condition happens if and only if $R^{\circledast} \cap R^{*}=\phi$, in other words if and only if $\left((h \circledast h)(x), \tilde{h}^{*}(x)\right)=1$.

We are now in position to state the expected characterization.
Theorem 12. Let $\tilde{C}_{1}$ and $\tilde{C}_{2}$ be two binary linear cyclic codes of odd length $n$. Then the code $C=\tilde{C}_{1}+2 \tilde{C}_{2}$ is a $\mathbb{Z}_{4}$-self-dual linear code if and only if

$$
\tilde{C}_{2}=\tilde{C}_{1}^{\perp} \quad \text { and } \quad \tilde{C}_{1} \text { is } 8 \text {-divisible. }
$$

Proof. If $C$ is a $\mathbb{Z}_{4}$-linear code, then according to Remark (1) which follows from Fact $1, C$ is a type $(B)$ code. There exist binary polynomials $\tilde{a}(x), \tilde{b}(x), \tilde{c}(x)$, with $a(x), b(x), c(x)$ as their corresponding Hensel lifts, such that

$$
x^{n}-1=\tilde{a}(x) \tilde{b}(x) \tilde{c}(x) \quad \text { in } \mathbb{F}_{2}[x], \tilde{C}_{1}=\langle\tilde{a}(x) \tilde{b}(x)\rangle_{2}^{n}, \tilde{C}_{2}=\langle\tilde{a}(x)\rangle_{2}^{n} .
$$

Furthermore, since $C$ is linear Theorem 8 implies $C=\langle a(x) b(x)+2 a(x)\rangle_{4}^{n}$.
Now, if $C$ is a self-dual $\mathbb{Z}_{4}$-code then $c^{*}(x)=a(x)$ (see for example [8]). Thus $\tilde{c}^{*}(x)=\tilde{a}(x)$ and therefore $\tilde{C}_{2}=\tilde{C}_{1}^{\perp}$. On the other hand, if $c^{*}(x)=a(x)$ then by condition (2) in Theorem 8 we know that $c^{*}(x)$ divides $\tilde{e}(x)$ which proves that $\left((c * c)(x), c^{*}(x)\right)=1$. By Corollary 11 we conclude that $\tilde{C}_{1}$ is 8-divisible.

Conversely, define two binary polynomials $\tilde{g}(x)$ and $\tilde{h}(x)$ such that
$x^{n}-1=\tilde{g}(x) \tilde{h}(x)$ in $\mathbb{F}_{2}[x], \tilde{C}_{1}=\langle\tilde{g}(x)\rangle_{2}^{n}, \tilde{C}_{2}=\tilde{C}_{1}^{\perp}=\left\langle\tilde{h}^{*}(x)\right\rangle_{2}^{n}$ and assume that $\tilde{C}_{1}$ is 8-divisible.

From Corollary 11 we know that $(h \circledast h)(x)$ and $\tilde{h}^{*}(x)$ have no common roots. Therefore, if $x^{n}-1=(h \circledast h)(x) \tilde{e}(x)$ then $\tilde{h}^{*}(x)$ divides both $\tilde{e}(x)$ and $\tilde{g}(x)$. Now applying Theorem 8 with $\tilde{a}(x)=\tilde{h}^{*}(x), \tilde{c}(x)=\tilde{h}(x)$ and $\tilde{b}(x)$ defined by $\tilde{g}(x)=$ $\tilde{h}^{*}(x) \tilde{b}(x)$, it follows that $C$ satisfies condition (2) of this theorem and thus $C$ is a $\mathbb{Z}_{4^{-}}$ linear code and is also equal to $\langle a(x) b(x)+2 a(x)\rangle_{4}^{n}$. Its dual code is $\left\langle c^{*}(x) b^{*}(x)+\right.$ $2 c^{*}(x)>{ }_{4}^{n}$. Since $\tilde{c}^{*}(x)=\tilde{a}(x)$, and consequently $\tilde{b}^{*}(x)=\tilde{b}(x)$, we have $c^{*}(x)=a(x)$ and $b^{*}(x)=b(x)$ and this means that $C^{\perp}=C$.

Corollary 13. Let $\tilde{C}_{1}$ and $\tilde{C}_{2}$ be two linear cyclic binary codes of odd length $n$ and minimum distances $d_{1}$ and $d_{2}$, respectively.

If $C=\tilde{C}_{1}+2 \tilde{C}_{2}$ is a $\mathbb{Z}_{4}$-self-dual linear code of odd length $n$ then its Nechaev-Gray image $\Psi(C)$ is a $\mathbb{F}_{2}$-self-dual linear cyclic code of length $2 n$ and minimum distance $\min \left(d_{1}, 2 d_{2}\right)$.

Proof. The proof of Theorem 12 shows that $\Psi(C)=\left\langle\tilde{a}(x)^{2} \tilde{b}(x)\right\rangle_{2}^{2 n}$ with $\tilde{a}(x)=$ $\tilde{c}^{*}(x)$ and $\tilde{b}(x)=\tilde{b}^{*}(x)$. Since $x^{2 n}-1=\tilde{a}(x)^{2} \tilde{b}(x)^{2} \tilde{c}(x)^{2}$, the generator of $\Psi(C)^{\perp}$ is $\tilde{c}^{*}(x)^{2} \tilde{b}^{*}(x)$ which also is the generator of $\Psi(C)$. Hence $\Psi(C)=\Psi(C)^{\perp}$.

On the other hand, by the remark after Corollary 7, the code $\Psi(C)$ is equivalent to the $|u| u+v \mid$ image of $\left(\tilde{C}_{2}, \tilde{C}_{1}\right)$. It is well known (see [7], p. 76) that the minimum distance of such an image is $\min \left(d_{1}, 2 d_{2}\right)$.

Remark. Theorem 12 and Corollary 13 present a generalization of results of [10] where examples of $\tilde{C}_{1}+2 \tilde{C}_{2}$ which are $\mathbb{Z}_{4}$-self-dual linear code are introduced. Proposition 4.2 in [10] only gives the "if" part of Theorem 12 in the special case of irreducible cyclic codes.

Corollary 14. If $\tilde{C}$ is the dual code of the 2 -correcting $B C H$ binary code of length $2^{m}-1$ with $m \geqslant 5$ if $m$ is odd and $m \geqslant 8$ if $m$ is even, then $\tilde{C}+2 \tilde{C}^{\perp}$ is a $\mathbb{Z}_{4}$-self-dual linear code.

Proof. As we can see in [7, p. 451, 452], the code $\tilde{C}$ is 8 -divisible.
Remark. In Chapter 15 of [7] we can find other examples of 8 -divisible codes.

## 4. Conclusions

In this paper, it was shown that all binary linear cyclic codes of length $2 n$ with $n$ odd, are Nechaev-Gray images of $\mathbb{Z}_{4}$-cyclic codes constructed by using binary linear cyclic codes of length $n$. They have been typically divided into two classes since we can distinguish which are Nechaev-Gray map images of linear cyclic codes over $\mathbb{Z}_{4}$, from those which are only Nechaev-Gray map images of nonlinear cyclic codes over $\mathbb{Z}_{4}$. This gives another classification of all linear cyclic codes of length $n$ over $\mathbb{Z}_{4}$, depending on whether the Nechaev-Gray images of these codes are linear or not.

In the final part of this work we have presented a new method for constructing $\mathbb{Z}_{4}$ -self-dual linear cyclic codes by means of 8 -divisible binary linear cyclic codes.

An open problem now is to consider what happens when $n$ is an even number. Only few partial results are known regarding the study of $\mathbb{Z}_{4}$-linear cyclic codes in this case (see [13]). Another question is if the methods and results of this paper could be extended to codes over $\mathbb{Z}_{p^{t}}$ with $p$ prime by using generalized Gray maps (for example see [14-17]).
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