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Abstract

We continue our study of the concepts of amenability and co-amenability for algebraic

quantum groups in the sense of A. Van Daele and our investigation of their relationship with

nuclearity and injectivity. One major tool for our analysis is that every non-degenerate �-
representation of the universal C�-algebra associated to an algebraic quantum group has a

unitary generator which may be described in a concrete way.
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1. Introduction

The present paper is a continuation of our previous paper [3], where we initiated a
study of the concepts of amenability and co-amenability for algebraic quantum
groups (see also [2]). We gave there several equivalent formulations of co-
amenability and showed that co-amenability of an algebraic quantum group

ðA;DÞ always implies amenability of its dual algebraic quantum group ðÂ; #DÞ: We
also obtained some results concerning the relationship between co-amenability of
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ðA;DÞ; injectivity of the von Neumann algebra M associated to ðA;DÞ and

amenability of ðÂ; #DÞ: The algebra M is the von Neumann algebra generated by Ar;
where ðAr;DrÞ denotes the analytic extension of ðA;DÞ:

One may construct a unique universal C�-algebraic quantum group ðAu;DuÞ
associated to an algebraic quantum group ðA;DÞ (see [9]). We show in Section 4
of the present paper that co-amenability of ðA;DÞ is equivalent to the fact that
the canonical homomorphism from Au onto Ar is injective (see [2] for the compact
case). This generalizes a classical result in the case that ðA;DÞ is the algebraic
quantum group associated to the group algebra of a discrete group. Further,
we establish the following result, which is also well-known in the group algebra case
(see [14]):

Theorem 1.1. Let ðA;DÞ be an algebraic quantum group.
Consider the following statements:

(1) ðA;DÞ is co-amenable

(2) ðÂ; #DÞ is amenable

(3) Au is nuclear

(4) Ar is nuclear

(5) M is injective

Then ð1Þ ) ð2Þ ) ð3Þ ) ð4Þ ) ð5Þ:
If ðA;DÞ is compact and has a tracial Haar functional, then we also have ð5Þ ) ð1Þ;

that is, all statements above are equivalent.

The main new part of this result is the fact that (2) implies (3). It is possible to
deduce that (1) implies (3) from Ng’s paper [13] on Hopf C�-algebras. His proof is
related to the one given by Blanchard ([4], see also [1]) in the setting of regular
multiplicative unitaries. Our proof is quite different and relies on the characteriza-
tion of the nuclearity of a C�-algebra B in terms of the injectivity of B��: The
equivalence between (1), (2) and (5) in the compact tracial case may be deduced from
Ruan’s main result (Theorem 4.5) in [15]. We propose a proof that (5) implies (1) in
this case, which we believe is somewhat more accessible than his. The interesting
question as to whether any (or all) of the statements (2),(3),(4) or (5) always implies
(1) seems quite hard to answer. As a pendant to this question, we show that for a
compact ðA;DÞ; injectivity of M always implies a kind of ‘‘perturbed’’ co-
amenability, involving the notion of quantum dimension (of irreducible unitary
corepresentations).

An important tool in our approach is the fact that any non-degenerate
�-representation of Au on some Hilbert space has a unitary ‘‘generator’’ which
may be described in a concrete way. We present a self-contained proof of
this Kirchberg-type result in Section 3. Similar results (using the universal

corepresentation and a certain L1-algebra) have been previously obtained by
Kustermans in [9,10]. The classical result of Kirchberg for Kac algebras may be
found in [7].
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The reader should consult [3] for an introduction to this subject, including
a more extensive list of references to related papers. Section 2 contains a review of
most of the necessary background material required for understanding the present
paper.

2. Preliminaries

We recall in this section some definitions and results from [2,11,18,19]. We also
prove some technical lemmas that we need later on.

We begin with some terminology that will be used throughout the paper.
Every algebra will be a (not necessarily unital) associative algebra over the

complex field C: The identity map on a set V will be denoted by iV ; or simply by i; if
no ambiguity is involved.

If V and W are linear spaces, V 0 denotes the linear space of linear functionals on
V and V#W denotes the linear space tensor product of V and W : The flip map

from V#W to W#V is the linear map sending v#w onto w#v; for all vAV and
wAW : If V and W are Hilbert spaces, V#W denotes their Hilbert space tensor
product; we denote by BðVÞ and B0ðVÞ the C�-algebras of bounded linear operators
and compact operators on V ; respectively. If vAV and wAW ; ov;w denotes the

weakly continuous bounded linear functional on BðVÞ that maps x onto ðxðvÞ;wÞ:
We set ov ¼ ov;v: We will often also use the notation ov to denote a restriction to a

C�-subalgebra of BðVÞ (the domain of ov will be determined by the context).
If V and W are algebras, V#W denotes their algebra tensor product. We

sometimes denote this algebraic tensor product by V}W if we feel there is some
danger of confusion. If V and W are C�-algebras, then V#W will denote their C�-
tensor product with respect to the minimal (spatial) C�-norm. If V and W are von

Neumann algebras, then V %#W will denote their von Neumann algebra tensor
product.

For a review of some results related to multiplier algebras, especially multiplier
algebras of C�-algebras, and to slice maps, we refer to [2]. We will use repeatedly
these results and also most of the terminology introduced in this paper. For the ease
of the reader and to fix notation, we recall here some of the basic definitions and
properties of algebraic quantum groups.

Let A be a non-degenerate �-algebra and let D be a non-degenerate �-
homomorphism from A into the multiplier algebra MðA#AÞ: Suppose that the
following conditions hold:

(1) ðD#iÞD ¼ ði#DÞD;
(2) The linear mappings defined by the assignments a#b/DðaÞðb#1Þ and

a#b/DðaÞð1#bÞ are bijections from A#A onto itself.

Then the pair ðA;DÞ is called a multiplier Hopf �-algebra.
In Condition (1), we are regarding both maps as maps into MðA#A#AÞ; so that

their equality makes sense. It follows from Condition (2), by taking adjoints, that the
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maps defined by the assignments a#b/ðb#1ÞDðaÞ and a#b/ð1#bÞDðaÞ are
also bijections from A#A onto itself.

Let ðA;DÞ be a multiplier Hopf �-algebra and let o be a linear functional on A and
a an element in A: There is a unique element ðo#iÞDðaÞ in MðAÞ for which

ðo#iÞðDðaÞÞb ¼ ðo#iÞðDðaÞð1#bÞÞ

and

bðo#iÞðDðaÞÞ ¼ ðo#iÞðð1#bÞDðaÞÞ

for all bAA: The element ði#oÞDðaÞ in MðAÞ is determined similarly. Thus, o
induces linear maps ðo#iÞD and ði#oÞD from A to MðAÞ:

There exists a unique non-zero �-homomorphism e from A to C such that, for all
aAA;

ðe#iÞDðaÞ ¼ ði#eÞDðaÞ ¼ a:

The map e is called the co-unit of ðA;DÞ: Also, there exists a unique anti-
multiplicative linear isomorphism S on A that satisfies the conditions

mðS#iÞðDðaÞð1#bÞÞ ¼ eðaÞb

and

mði#SÞððb#1ÞDðaÞÞ ¼ eðaÞb

for all a; bAA: Here m : A#A-A denotes the linearization of the multiplication
map A � A-A: The map S is called the antipode of ðA;DÞ: The antipode is in

general neither �-preserving, nor involutive; however, we have SðSða�Þ�Þ ¼ a for all
aAA: We also have DS ¼ wðS#SÞD; where w denotes the (induced) flip map on
MðA#AÞ:

If oAA0; we say o is left invariant if ði#oÞDðaÞ ¼ oðaÞ1; for all aAA: Right
invariance is defined similarly. If a non-zero left-invariant linear functional on A

exists, it is unique, up to multiplication by a non-zero scalar. A similar statement
holds for a non-zero right-invariant linear functional. If j is a left-invariant
functional on A; the functional c ¼ jS is right invariant.

If A admits a non-zero, left-invariant, positive linear functional j; we call ðA;DÞ
an algebraic quantum group and we call j a left Haar integral on ðA;DÞ: Faithfulness
of j is automatic.

Note that although c ¼ jS is right invariant, it may not be positive. On the other
hand, it is proved in [11] that a non-zero, right-invariant, positive linear functional
on A—a right Haar integral—necessarily exists. As for a left Haar integral, a right
Haar integral is necessarily faithful.

The left Haar functional j is not necessarily tracial (or central). However, there is
a unique bijective homomorphism r : A-A such that jðabÞ ¼ jðbrðaÞÞ; for all

a; bAA: It satisfies rðrða�Þ�Þ ¼ a for all aAA and Dr ¼ ðS2#rÞD:
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One useful property, which will be used several times in the sequel, is that every
element of A has ‘‘compact support’’: given aAA; there exists some bAA such that
ab ¼ ba ¼ a: (In fact, a more general result is true [8].) Another property we will
need is the so-called strong left invariance of j; which is proved in [18, Proposition
3.11]. It says that

ði#jÞðð1#aÞDðbÞÞ ¼ Sðði#jÞðDðaÞð1#bÞÞÞ

holds for all a; bAA:
We now turn to a short discussion of duality. If ðA;DÞ is an algebraic quantum

group, denote by Â the linear subspace of A0 consisting of all functionals ja;

where aAA: Since ja ¼ rðaÞj; we have Â ¼ faj j aAAg: If o1;o2AÂ; one can
define a linear functional ðo1#o2ÞD on A by setting ðo1#o2ÞDðaÞ ¼
ðj#jÞðða1#a2ÞDðaÞÞ; where o1 ¼ ja1 and o2 ¼ ja2: Using this, the space Â can
be made into a non-degenerate �-algebra. The multiplication is given by o1o2 ¼
ðo1#o2ÞD and the involution is given by setting o�ðaÞ ¼ oðSðaÞ�Þ�; for all aAA

and o1;o2;oAÂ; it is clear that o1o2;o�AA0 but one can show that, in fact,

o1o2;o�AÂ:

One can realize MðÂÞ as a linear space by identifying it as the linear subspace of A0

consisting of all oAA0 for which ðo#iÞDðaÞ and ði#oÞDðaÞ belong to A: (It is clear

that Â belongs to this subspace.) In this identification of MðÂÞ; the multiplication
and involution are determined by

ðo1o2ÞðaÞ ¼ o1ðði#o2ÞDðaÞÞ ¼ o2ððo1#iÞDðaÞÞ

and

o�ðaÞ ¼ oðSðaÞ�Þ�

for all aAA and o1;o2;oAMðÂÞ:
Note that the co-unit e of A is the unit of the �-algebra MðÂÞ:
There is a unique �-homomorphism #D from Â to MðÂ#ÂÞ such that for all

o1;o2AÂ and a; bAA;

ððo1#1Þ #Dðo2ÞÞða#bÞ ¼ ðo1#o2ÞðDðaÞð1#bÞÞ

and

ð #Dðo1Þð1#o2ÞÞða#bÞ ¼ ðo1#o2Þðða#1ÞDðbÞÞ:

Of course, we are here identifying A0#A0 as a linear subspace of ðA#AÞ0 in the

usual way, so that elements of Â#Â can be regarded as linear functionals on A#A:

The pair ðÂ; #DÞ is an algebraic quantum group, called the dual of ðA;DÞ: Its co-unit

#e and antipode Ŝ are given by #eðajÞ ¼ jðaÞ and ŜðajÞ ¼ ðajÞ3S; for all aAA:
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There is an algebraic quantum group version of Pontryagin’s duality theorem for
locally compact abelian groups that asserts that ðA;DÞ is canonically isomorphic to

the dual of ðÂ; #DÞ; that is, ðA;DÞ is isomorphic to its double dual ðÂ ^; D̂ Þ̂:
We now turn to the analytic theory of algebraic quantum groups. We first recall

the concept of a GNS pair. Suppose given a positive linear functional o on a �-
algebra A: Let H be a Hilbert space, and let L : A-H be a linear map with dense
range for which ðLðaÞ;LðbÞÞ ¼ oðb�aÞ; for all a; bAA: Then we call ðH;LÞ a GNS

pair associated to o: As is well known, such a pair always exists and is essentially

unique. For, if ðH 0;L0Þ is another GNS pair associated to o; the map, LðaÞ/L0ðaÞ;
extends to a unitary U : H-H 0:

If j is a left Haar integral on an algebraic quantum group ðA;DÞ; and ðH;LÞ is an
associated GNS pair, then it can be shown that there is a unique �-homomorphism
p : A-BðHÞ such that pðaÞLðbÞ ¼ LðabÞ; for all a; bAA: Moreover, p is faithful and
non-degenerate. We let Ar denote the norm closure of pðAÞ in BðHÞ: Thus, Ar is a
non-degenerate C�-subalgebra of BðHÞ: The �-representation p : A-BðHÞ is

essentially unique, for if ðH 0;L0Þ is another GNS pair associated to j; and
p0 : A-BðH 0Þ is the corresponding �-representation, then, as we observed above,

there exists a unitary U : H-H 0 such that ULðaÞ ¼ L0ðaÞ; for all aAA; and
consequently, p0ðaÞ ¼ UpðaÞU�:

We shall use the symbol M to denote the von Neumann algebra generated by Ar:
Of course, Ar and pðAÞ are weakly dense in M:

Now observe that there exists a unique non-degenerate �-homomorphism
Dr : Ar-MðAr#ArÞ such that, for all aAA and all xAA#A; we have

DrðpðaÞÞðp#pÞðxÞ ¼ ðp#pÞðDðaÞxÞ

and

ðp#pÞðxÞDrðpðaÞÞ ¼ ðp#pÞðxDðaÞÞ:

We also recall that

Ar ¼ ½ðo#iÞðDrðxÞÞ j xAAr; oAA�
r 
 ¼ ½ði#oÞðDrðxÞÞ j xAAr; oAA�

r 
:

The pair ðAr;DrÞ is a reduced locally compact quantum group in the
sense of Definition 4.1 of [12]; it is called the analytic extension of ðA;DÞ associated
to j:

We also need to recall that there is a unique unitary operator W on H#H such
that

WððL#LÞðDðbÞða#1ÞÞÞ ¼ LðaÞ#LðbÞ;

for all a; bAA: This unitary satisfies the equation

W12W13W23 ¼ W23W12;
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thus, it is a multiplicative unitary, said to be associated to ðH;LÞ: Here we have used
the leg numbering notation of [1]. One can show that WAMðAr#B0ðHÞÞ; so

especially WAðAr#B0ðHÞÞ00 ¼ M %#BðHÞ; and that Ar is the norm closure of the

linear space fði#oÞðWÞ joAB0ðHÞ�g: Also, DrðaÞ ¼ W �ð1#aÞW ; for all aAAr:
Since the map Dr is unitarily implemented, it has a unique weakly continuous

extension to a unital �-homomorphism Dr : M-M %#M; given explicitly by DrðaÞ ¼
W �ð1#aÞW ; for all aAM: The Banach space M� may be regarded as a Banach
algebra when equipped with the canonical multiplication induced by Dr; thus, the

product of two elements o and s is given by os ¼ ðo %#sÞ3Dr:
We use the same symbol R to denote the anti-unitary antipode of Ar and of M;

and we denote by t the scaling group of ðAr;DrÞ (see [11,12]).

Consider now the algebraic dual ðÂ; #DÞ of ðA;DÞ: A right-invariant linear

functional #c is defined on Â by setting #cðâÞ ¼ eðaÞ; for all aAA: Here â ¼ aj and e is

the co-unit of ðA;DÞ: Since the linear map, A-Â; a/â; is a bijection (by

faithfulness of j), the functional #c is well defined. Now define a linear map #L : Â-H

by setting #LðâÞ ¼ LðaÞ; for all aAA: Since #cððb̂ Þ�âÞ ¼ jðb�aÞ ¼ ðLðaÞ;LðbÞÞ; for all

a; bAA; it follows that ðH; #LÞ is a GNS-pair associated to #c: It can be shown that it is

unitarily equivalent to the GNS-pair for a left Haar integral #j of ðÂ; #DÞ: Hence, we

can use ðH; #LÞ to define a representation of the analytic extension ðÂr; #DrÞ of ðÂ; #DÞ
on the space H: There is a unique �-homomorphism #p : Â-BðHÞ such that

#pðaÞ #LðbÞ ¼ #LðabÞ; for all a; bAÂ: Moreover, #p is faithful and non-degenerate. Let Âr

be the norm closure of #pðAÞ in BðHÞ; so Âr is a non-degenerate C�-subalgebra of

BðHÞ: One can show that WAMðB0ðHÞ#ÂrÞ and that Âr is the norm closure of the

linear space fðo#iÞðWÞ joAB0ðHÞ�g: Define a linear map #Dr : Âr-MðÂr#ÂrÞ by

setting #DrðaÞ ¼ Wða#1ÞW �; for all aAÂr: Then #Dr is the unique �-homomorphism
#Dr : Âr-MðÂr#ÂrÞ such that, for all aAÂ and xAÂ#Â;

#Drð #pðaÞÞð #p# #pÞðxÞ ¼ ð #p# #pÞð #DðaÞxÞ

and

ð #p# #pÞðxÞ #Drð #pðaÞÞ ¼ ð #p# #pÞðx #DðaÞÞ:

Note that one can show that WAMðAr#ÂrÞ and ðDr#iÞðWÞ ¼ W13W23:
An algebraic quantum group ðA;DÞ is of compact type if A is unital, and of discrete

type if there exists a non-zero element hAA satisfying ah ¼ ha ¼ eðaÞh; for all aAA: It
is known that ðA;DÞ is of compact type (respectively, of discrete type) if, and only if,

its dual ðÂ; #DÞ is of discrete type (respectively, of compact type).

We use the symbol M̂ to denote the von Neumann algebra generated by Âr; so that

Âr and #pðÂÞ are weakly dense in M̂: As with Dr; since #Dr is unitarily implemented,
it has a unique extension to a weakly continuous unital �-homomorphism
#Dr : M̂-M̂ %#M̂; given explicitly by #DrðaÞ ¼ Wða#1ÞW �; for all aAM̂:
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It should be noted that both M and M̂ are in the standard representation. This
follows easily from [11] and standard von Neumann algebra theory (see [16], for
example). As a consequence, all normal states on these algebras are (restriction of)
vector states.

We now recall the definition of co-amenability of an algebraic quantum group.
Suppose that ðA;DÞ is an algebraic quantum group and let ðH;LÞ be a GNS pair
associated to a left Haar integral. As the representation p : A-BðHÞ is injective, we
can use it to endow A with a C�-norm by setting jjajj ¼ jjpðaÞjj; for aAA: Following
[3] (see also [2]), we say that ðA;DÞ is co-amenable if its co-unit e is norm-bounded
with respect to this norm. Several characterizations of co-amenability are given in
[3]. We just remind the reader that the algebraic quantum group of compact type
associated to the group algebra of a discrete group G is co-amenable according to
this definition if, and only if, G is amenable. Also, co-amenability is automatic in the
case of a discrete type algebraic quantum group.

We also recall from [3] the definition of amenability for an algebraic quantum
group. Let ðA;DÞ be an algebraic quantum group with von Neumann algebra M:
A right-invariant mean for ðA;DÞ is a state m on M such that

mðði %#oÞDrðxÞÞ ¼ oð1ÞmðxÞ

for all xAM and oAM�: A left-invariant mean is defined analogously. We say that
ðA;DÞ is amenable if ðA;DÞ admits a right-invariant mean. Using the existence of the
anti-unitary antipode R on ðM;DrÞ ([11,12]), this is easily seen to be equivalent to
requiring that ðA;DÞ admits a left-invariant mean. The algebraic quantum group
associated to the algebra of complex functions with finite support on a discrete group
G is amenable if, and only if, the group G is amenable, by the very definition of the
amenability of a group. Amenability is automatic for an algebraic quantum group
ðA;DÞ of compact type.

We end this section with some technical lemmas.
We denote by d the modular ‘‘function’’ of ðA;DÞ: Especially, d is an invertible,

self-adjoint element of MðAÞ satisfying

DðdÞ ¼ d#d; eðdÞ ¼ 1; SðdÞ ¼ d�1:

Further, there exists mAT such that

jSðaÞ ¼ jðadÞ ¼ mjðdaÞ

for all aAA:

Lemma 2.1. Let aAA: Then we have

(1) ðâÞ� ¼ ðSðaÞ�dÞ4;
(2) âd�1 ¼ mðad�1Þ4;
(3) dSðaÞSðaÞr�1S ¼ cadad;

(4) drða�Þrða�ÞS�1 ¼ m�1ðSða�ÞdÞ4:
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Proof. (1) See [11, Lemma 7.14].

(2) Observe that

jðd�1bÞ ¼ jðd�1bd�1dÞ ¼ mjðdd�1bd�1Þ ¼ mjðbd�1Þ

for all bAA: Hence we get

ðâd�1ÞðcÞ ¼ âðd�1cÞ ¼ jðd�1caÞ

¼ mjðcad�1Þ ¼ mðad�1Þ4ðcÞ

for all cAA:
(3) We have

ð dSðaÞSðaÞr�1SÞðbÞ ¼jðr�1ðSðbÞÞSðaÞÞ ¼ jðSðaÞSðbÞÞ

¼jSðbaÞ ¼ jðbadÞ ¼ cadadðbÞ

for all bAA:
(4) We have

ð drða�Þrða�ÞS�1ÞðbÞ ¼jðS�1ðbÞrða�ÞÞ ¼ jða�S�1ðbÞÞ

¼jSða�S�1ðbÞd�1Þ ¼ jðdbSða�ÞÞ ¼ m�1jðbSða�ÞdÞ

¼ m�1ðSða�ÞdÞ4ðbÞ

for all bAA: &

Let now #r denote the automorphism of Â satisfying

#cðâb̂ Þ ¼ #cðb̂ #rðâÞÞ

for all a; bAA: (The existence of #r is proved in a similar way as the existence of r:)

Lemma 2.2. Let aAA: Then we have

(1) #rðâÞ ¼ ðS2ðaÞd�1Þ4

(2) #rðððSða�ÞÞ4Þ�Þ ¼ â

Proof. (1) For all bAA we have

#cððb̂ Þ� #rðâÞÞ ¼ #cðâðb̂ Þ�Þ ¼ #cððâ�Þ�ðb̂ Þ�Þ

¼ #cðððSðaÞ�dÞ4Þ�ðSðbÞ�dÞ4Þ ðusing Lemma 2:1; ð1ÞÞ
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¼jððSðaÞ�dÞ�SðbÞ�dÞ ¼ jðd�SðaÞSðbÞ�dÞ ¼ jðdSðaÞS�1ðb�ÞdÞ

¼jSðdSðaÞS�1ðb�ÞÞ ¼ jðb�S2ðaÞd�1Þ ¼ #cððb̂ Þ�ðS2ðaÞd�1Þ4Þ;

and the assertion follows from the faithfulness of #c:

(2) Observe that

S2ðS2ða�Þ�Þ ¼SðSðS2ða�Þ�ÞÞ ¼ SðS�1ðS2ða�ÞÞ�Þ

¼SðSða�Þ�Þ ¼ a:

Hence, using (1) from Lemma 2.1, and (1) above, we get

#rðððSða�ÞÞ4Þ�Þ ¼ #rððSðSða�ÞÞ�dÞ4Þ ¼ #rððS2ða�Þ�dÞ4Þ

¼ ðS2ðS2ða�Þ�dÞd�1Þ4 ¼ ðS2ðS2ða�Þ�ÞS2ðdÞd�1Þ4 ¼ ðS2ðS2ða�Þ�ÞÞ4 ¼ â

as desired. &

Lemma 2.3. Define F : Â-Â by FðâÞ ¼ dSða�ÞSða�Þ: Then F is antilinear, antimultiplicative

and involutive.

Proof. We only show antimultiplicativity as the other two properties are easily
checked.

Let a; bAA: Write a#b ¼
Pn

i¼1 DðpiÞðqi#1Þ for some pi; qiAA; i ¼ 1;y; n: Then

ðâb̂ Þ ¼
Xn

i¼1

jðqiÞ #pi:

Indeed, we have

ðâb̂ ÞðcÞ ¼ ðâ#b̂ ÞDðcÞ ¼ ðj#jÞðDðcÞða#bÞÞ

¼ ðj#jÞðDðcÞ
Xn

i¼1

DðpiÞðqi#1ÞÞ ¼
Xn

i¼1

ðj#jÞðDðcpiÞðqi#1ÞÞ

¼
Xn

i¼1

jðcpiÞjðqiÞ ¼ j c
Xn

i¼1

jðqiÞpi

 ! !
¼

Xn

i¼1

jðqiÞ #pi

 !
ðcÞ

for all cAA: Using this expression, we get

Fðâb̂ ÞðcÞ ¼
Xn

i¼1

FðjðqiÞ #piÞ
 !

ðcÞ ¼
Xn

i¼1

jðq�
i Þ dSðp�

iSðp�
i ÞðcÞ ¼

Xn

i¼1

jðq�
i ÞjðcSðp�

i ÞÞ:
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On the other hand, recalling that w denote the flip map on MðA#AÞ; we have

ðFðb̂ ÞFðâÞÞðcÞ ¼ ð dSðb�ÞSðb�Þ dSða�ÞSða�ÞÞðcÞ ¼ ð dSðb�ÞSðb�Þ# dSða�ÞSða�ÞÞDðcÞ

¼ ðj#jÞðDðcÞðSðb�Þ#Sða�ÞÞÞ

¼
Xn

i¼1

ðj#jÞðDðcÞðS#SÞðð1#q�
i ÞwDðp�

i ÞÞÞ

¼
Xn

i¼1

ðj#jÞðDðcÞððS#SÞwDðp�
i ÞÞð1#Sðq�

i ÞÞÞ

¼
Xn

i¼1

ðj#jÞðDðcÞðwðS#SÞDðp�
i ÞÞð1#Sðq�

i ÞÞÞ

¼
Xn

i¼1

ðj#jÞðDðcSðp�
i ÞÞð1#Sðq�

i ÞÞÞ

¼
Xn

i¼1

ðjS#jÞðDðcSðp�
i ÞÞðd

�1#Sðq�
i ÞÞÞ

¼
Xn

i¼1

ðjS#jÞðDðcSðp�
i Þd

�1Þð1#dSðq�
i ÞÞÞ

¼
Xn

i¼1

jSðcSðp�
i Þd

�1ÞjðdSðq�
i ÞÞ

¼
Xn

i¼1

jðcSðp�
i ÞÞjSðq�

i d
�1Þ ¼

Xn

i¼1

jðq�
i ÞjðcSðp�

i ÞÞ

for all cAA; and the antimultiplicativity of F follows. &

Lemma 2.4. Let aAA: Pick cAA such that dSða�ÞSða�Þ ¼ ĉ dSða�ÞSða�Þ: Then we have

ði#jÞðð1#c�ÞDðaÞÞ ¼ a:

Proof. Using Lemma 2.3, we get â dSðc�ÞSðc�Þ ¼ â: Now, to prove the assertion, it is clearly
enough to show that

ðj#jÞððb�#c�ÞDðaÞÞ ¼ jðb�aÞ

holds for all bAA: This may be established as follows:

ðj#jÞððb�#c�ÞDðaÞÞ ¼jðb�ði#jc�ÞDðaÞÞ

¼jSðb�ðði#jc�ÞDðaÞÞd�1Þ ¼ jðdððS#jc�ÞDðaÞÞSðb�ÞÞ
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¼jðdððS#jc�S�1SÞDðaÞÞSðb�ÞÞ

¼jðdððjc�S�1#iÞDðSðaÞÞÞSðb�ÞÞ

¼ m�1jðððjc�S�1#iÞDðSðaÞÞÞSðd�1b�ÞÞ

¼ m�1jðr�1Sðd�1b�Þððjc�S�1#iÞDðSðaÞÞÞÞ

¼ m�1jðððjc�S�1S#iÞDðr�1Sðd�1b�ÞÞÞSðaÞÞ

(where we have used strong left invariance of j)

¼ m�1ðjc�#SðaÞjÞDr�1Sðd�1b�Þ ¼ m�1ð drðc�Þrðc�Þ# dSðaÞSðaÞÞDr�1Sðd�1b�Þ

¼ m�1ð drðc�Þrðc�Þ# dSðaÞSðaÞÞðS�2#r�1ÞDSðd�1b�Þ

¼ m�1ð dSðaÞSðaÞ# drðc�Þrðc�ÞÞðr�1#S�2ÞðS#SÞDðd�1b�Þ

¼ m�1ð dSðaÞSðaÞr�1S# drðc�Þrðc�ÞS�1ÞDðd�1b�Þ ¼ m�2ðcadad# dSðc�ÞdSðc�ÞdÞDðd�1b�Þ

(where we have used Lemma 2.1, (3) and (4))

¼ m�2ðcadad# dSðc�ÞdSðc�ÞdÞðd�1#d�1ÞDðb�Þ ¼ m�2m2ðâ# dSðc�ÞSðc�ÞÞDðb�Þ

(where we have used Lemma 2.1, (2))

¼ ðâ dSðc�ÞSðc�ÞÞðb�Þ ¼ âðb�Þ ¼ jðb�aÞ;

where we have used that â dSðc�ÞSðc�Þ ¼ â:
This finishes the proof. &

Lemma 2.5. Let a; bAA: Pick a1; b1;y; an; bnAA such that

DðbÞða#1Þ ¼
Xn

k¼1

ak#bk:

Then, for all oAÂ; we have

ððaoÞSÞb̂ ¼
Xn

k¼1

oðakÞb̂k:
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Proof. Let cAA;oAf Â: Then

ðððaoÞSÞb̂ ÞðcÞ ¼ ðððaoÞSÞ#ðbjÞÞDðcÞ ¼ ðaoÞSði#ðbjÞÞDðcÞ

¼ ðaoÞSði#jÞðDðcÞð1#bÞÞ ¼ ðaoÞði#jÞðð1#cÞDðbÞÞ;

using strong left invariance of j: Hence,

ðððaoÞSÞb̂ ÞðcÞ ¼ ðo#jÞðð1#cÞDðbÞða#1ÞÞ

¼ ðo#jÞ ð1#cÞ
Xn

k¼1

ak#bk

 ! !

¼
Xn

k¼1

oðakÞjðcbkÞ ¼
Xn

k¼1

oðakÞb̂k

 !
ðcÞ:

This shows the assertion. &

Lemma 2.6. Let a; b; cAA: Write

DðbÞða#1Þ ¼
Xn

k¼1

ak#bk; b#c ¼
Xm

i¼1

DðpiÞðqi#1Þ

for some a1; b1;y; an; bn; p1; q1;y; pm; qmAA: Further, for each i ¼ 1;y;m; write

DðpiÞða#1Þ ¼
XsðiÞ
j¼1

xij#yij

for some xi1; yi1;y; xisðiÞ; yisðiÞAA: Then

Xm

i¼1

XsðiÞ
j¼1

jðqiÞŷij#xij ¼
Xn

k¼1

b̂kĉ#ak:

Proof. Set X ¼
Pm

i¼1

PsðiÞ
j¼1 jðqiÞŷij#xij and Y ¼

Pn
k¼1 b̂kĉ#ak; which are both

elements in Â#A: To show that X ¼ Y ; it suffices, using separation, to prove that
ðe#ðjf ÞÞX ¼ ðe#ðjf ÞÞY for all e; fAA: Note that we regard here e as an element
of the double dual of A:
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Let e; fAA: Then

ðe#ðjf ÞÞX ¼
X

i;j

jðqiÞjðeyijÞjðfxijÞ

¼
X

i;j

ðj#j#jÞðð1#e#f Þðqi#yij#xijÞÞ

¼
X

i

ðj#j#jÞðð1#e#f Þðqi#ðDopðpiÞð1#aÞÞÞÞ

¼ ðj#ðjeÞ#ðajf ÞÞ
X

i

qi#DopðpiÞ
 !

¼ðj#ðjeÞ#ðajf ÞÞ ði#DopÞ
X

i

qi#pi

 ! !
¼ðj#ðjeÞ#ðajf ÞÞðði#DopÞðS�1#iÞðDðcÞÞðb#1ÞÞ;

using here the formula established in [11, Proposition 2.2] at the last step.
Continuing this computation, we get

ðe#ðjf ÞÞX ¼ðððbjÞS�1#ðjeÞ#ðajf ÞÞðði#DopÞDðcÞÞ

¼ ðððbjÞS�1#ðajf Þ#ðjeÞÞðði#DÞDðcÞÞ

¼ ðððbjÞS�1#ðajf Þ#ðjeÞÞððD#iÞDðcÞÞ

¼ ðððbjÞS�1#ðajf ÞÞDðði#ðjeÞÞDðcÞÞ

¼ ðððbjÞS�1#ðajf ÞÞDðði#jÞðð1#eÞDðcÞÞÞ

¼ ðððbjÞS�1#ðajf ÞÞDðSðði#jÞðDðeÞð1#cÞÞÞÞ;

using strong left invariance of j:
This gives

ðe#ðjf ÞÞX ¼ðððajf ÞSÞ#ðbjÞÞDðði#jÞðDðeÞð1#cÞÞÞÞ

¼ ðððajf ÞSÞ#ðbjÞÞDðði#ĉÞDðeÞÞ

¼ ðððajf ÞSÞ#b̂#ĉÞÞðD#iÞDðeÞ

¼ ðððajf ÞSÞ#b̂#ĉÞÞði#DÞDðeÞ

¼ ðððajf ÞSÞ#ðb̂ĉÞÞDðeÞ ¼ ðððajf ÞSÞb̂ĉÞðeÞ:
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On the other hand, we have

ðe#ðjf ÞÞY ¼
Xn

k¼1

ððb̂k#ĉÞDðeÞÞðjf ÞðakÞ

¼
Xn

k¼1

ðb̂kĉÞðeÞðjf ÞðakÞ ¼
Xn

k¼1

ðjf ÞðakÞb̂k

 !
ĉ

 !
ðeÞ:

Hence, the assertion will be proved if we can show that

ððajf ÞSÞb̂ ¼
Xn

k¼1

ðjf ÞðakÞb̂k

holds for all fAA: But this clearly follows from Lemma 2.5, and the proof is
finished. &

3. Non-degenerate representations and unitary generators

We let ðA;DÞ be an algebraic quantum group throughout this section and use
notation and terminology introduced in the previous section.

Following [9], we first introduce the universal C�-algebraic quantum group
ðAu;DuÞ associated to ðA;DÞ: The C�-algebra Au is the completion of A with respect
to the C�-norm jj � jju on A defined by

jjajju ¼ supfjjjðaÞjj j j is a � -homomorphism from A into some C�-algebrag:

(The non-trivial fact that this gives a well-defined norm on Au is shown in [9].) Let pu

denote the identity mapping from A into Au: The co-product map Du is defined
in such way that it is the unique non-degenerate �-homomorphism
Du : Au-MðAu#AuÞ satisfying

ðpu#puÞðxÞDuðpuðaÞÞ ¼ ðpu#puÞðxDðaÞÞ

and

DuðpuðaÞÞðpu#puÞðxÞ ¼ ðpu#puÞðDðaÞxÞ

for all aAA and xAA#A:
The universality of Au makes it possible to extend uniquely from A to Au any �-

homomorphism from A into some C�-algebra. Especially, the co-unit e of ðA;DÞ
extends to a �-homomorphism eu : Au-C such that eu3pu ¼ e: One easily checks that
eu satisfies the co-unit property, that is,

ðeu#iÞDuðaÞ ¼ ði#euÞDuðaÞ ¼ a; aAAu:

It follows immediately from this that Du is injective. Also, there exists a unique �-
homomorphism pr from Au onto Ar satisfying pr3pu ¼ p: By construction, we have
ðpr#prÞ3Du ¼ Dr3pr:
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We remark that one easily verifies that our definition of co-amenability of ðA;DÞ
may now be rephrased as saying that eu is weakly contained in pr; that is,
kerðprÞCkerðeuÞ:

One of the off-springs of [9] is that there is a bijective correspondence between

non-degenerate �-homomorphisms of Au and unitary corepresentations of ðÂr; #DrÞ
(this may be seen by combining results from Sections 7 and 13 in [9]). Kustermans
has also established a similar result for more general locally compact quantum
groups in [10]. For completeness, we recall the definition of a unitary corepresenta-
tion. Consider a C�-algebraic quantum semigroup ðB;GÞ; that is, a C�-algebra B

equipped with a co-product map G: Then a unitary corepresentation of ðB;GÞ on a
(non-zero) Hilbert space K is a unitary element UAMðB#B0ðKÞÞ such that
ðG#iÞU ¼ U13U23:

In this section we show that any non-degenerate �-representation of Au on a
Hilbert space has a unitary ‘‘generator’’, that is, it arises from some unitary

corepresentation of ðÂr; #Dr;opÞ: By #Dr;op we mean throughout this paper the co-

product on Âr opposite to #Dr: It may be seen as a matter of taste choosing to work
with the opposite co-product on the dual side. However, one reason for this choice is
that this is the one tacitly adopted by Kustermans and Vaes [12] in the setting of
locally compact quantum groups: the ‘‘dual’’ of ðAr;DrÞ in their sense is in fact

precisely ðÂr; #Dr;opÞ:
For completeness, we recall how #Dr;op is defined. Let #w : Âr#Âr-Âr#Âr denote

the flip map. We also denote by the same symbol its extension to a �-automorphism

of MðÂr#ÂrÞ: Then #Dr;op ¼ #w3 #Dr:

One can also describe #Dr;op with the help of a multiplicative unitary Ŵ related to

W ; in the spirit of [1]. Indeed, let S denote the flip map on H#H and set Ŵ ¼
SW �S: Then one checks readily that

#Dr;opðyÞ ¼ Ŵ�ð1#yÞŴ

for all yAÂr: We may use this formula to extend #Dr;op to a map from M̂ into M̂ %#M̂;

which we also denote by the same symbol. The pair ðM̂; #Dr;opÞ is then a Hopf von

Neumann algebra.

We equip #Ar
� (resp. M̂�) with the product induced by #Dr;op; that is oZ ¼

ðo#ZÞ #Dr;op (resp. oZ ¼ ðo %#ZÞ #Dr;op). It is then straightforward to check that the

Banach space #Ar
� (resp. M̂�) is a Banach algebra under this product.

Our approach relies on the following fundamental result, which takes advantage
of the fact that we are dealing with algebraic quantum groups.

Proposition 3.1. Let notation be as above. Then:

ðaÞ There exists a (unique) injective homomorphism Q : A-M̂� satisfying

QðaÞ½ #pðb̂ Þ
 ¼ jðS�1ðaÞbÞ
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for all a; bAA: If aAA; and cAA is chosen so that

ĉ dSða�ÞSða�Þ ¼ dSða�ÞSða�Þ;

then QðaÞ ¼ oLðaÞ;LðcÞ (restricted to M̂).

ðbÞ The algebra QðAÞ is norm-dense in M̂�:
ðcÞ If Y denotes the canonical �-homomorphism from ðA;DÞ onto its double dual,

then QðaÞ3 #p ¼ YðS�1ðaÞÞ for all aAA:

ðdÞ Let Qr denote the map from A into Â�
r obtained by restricting each QðaÞ to Âr:

Then Qr is also an injective homomorphism.

Proof. Let aAA: We define a linear functional PðaÞ on #pðÂÞ by

PðaÞ½ #pðb̂ Þ
 ¼ jðS�1ðaÞbÞ

for all bAA: Now choose cAA such that ĉ dSða�ÞSða�Þ ¼ dSða�ÞSða�Þ: Then we have

PðaÞ½ #pðb̂ Þ
 ¼ oLðaÞ;LðcÞð #pðb̂ ÞÞ

for all bAA: Indeed, let bAA: Then

PðaÞ½ #pðb̂ Þ
 ¼jðS�1ðaÞbÞ ¼ jððS�1ðaÞ�Þ� bÞ ¼ jðSða�Þ� bÞ

¼ #cðð dSða�ÞSða�ÞÞ� b̂ Þ ¼ #cðð dSða�ÞSða�ÞÞ�ĉ �=b̂ Þ ¼ #cðĉ � b̂ #rðð dSða�ÞSða�ÞÞ�ÞÞ

¼ #cðĉ � b̂ âÞ ðusing Lemma 2:2Þ

¼ ð #Lðb̂âÞ; #LðĉÞÞ ¼ ð #pðb̂ Þ #LðâÞ; #LðĉÞÞ ¼ ð #pðb̂ ÞLðaÞ;LðcÞÞ

¼oLðaÞ;LðcÞð #pðb̂ ÞÞ

as asserted.
It follows clearly from the formula just established that PðaÞ has a unique

extension QrðaÞAÂr and also a unique extension to QðaÞAM̂�; both determined by
restricting suitably oLðaÞ;LðcÞ:

We show now that assertion (c) holds. Let aAA: Then we have

ðQðaÞ3 #pÞðb̂ Þ ¼QðaÞð #pðb̂ ÞÞ ¼ jðS�1ðaÞ bÞ

¼ b̂ðS�1ðaÞÞ ¼ ðYðS�1ðaÞÞÞðb̂ Þ

for all bAA: Hence, QðaÞ3 #p ¼ YðS�1ðaÞÞ; as desired.

The map Q : a-QðaÞ from A into M̂� is clearly linear. We show that Q is
multiplicative.
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Let a1; a2AA: For all bAA we have

ðQða1Þ Qða2ÞÞð #pðb̂ ÞÞ ¼ ðQða1Þ %#Qða2ÞÞð #Dr;opð #pðb̂ ÞÞÞ

¼ ðQða2Þ %#Qða1ÞÞð #Drð #pðb̂ ÞÞÞ ¼ ðQða2Þ %#Qða1ÞÞðð #p# #pÞ #Dðb̂ ÞÞ

¼ ðYðS�1ða2ÞÞ#YðS�1ða1ÞÞÞ #Dðb̂ Þ ¼ #Dðb̂ ÞðS�1ða2Þ#S�1ða1ÞÞ

¼ b̂ðS�1ða2Þ S�1ða1ÞÞ ¼ b̂ðS�1ða1a2ÞÞ

¼jðS�1ða1a2Þ bÞ ¼ ðQða1a2ÞÞð #pðb̂ ÞÞ:

As #pðÂÞ is weakly dense in M̂; the multiplicativity of Q follows.
To finish the proof of (a), it remains only to show that Q is injective. Let aAA and

assume that QðaÞ ¼ 0:

Then, for all bAA; we have 0 ¼ QðaÞð #pðb̂ ÞÞ ¼ jðS�1ðaÞbÞ: Hence, inserting

b ¼ ðS�1ðaÞÞ�; we get jðS�1ðaÞ ðS�1ðaÞÞ�Þ ¼ 0; that is, S�1ðaÞ ¼ 0 since j is faithful
on A: Thus, a ¼ 0; as desired.

A little thought shows that assertion (d) is also established by the arguments given
so far. We finally prove assertion (b).

We first show that QðAÞ ¼ foLðeÞ;Lðf ÞjM̂ j e; fAAg:
The inclusion C is obvious from what we already have seen. To prove the reverse

inclusion, let e; fAA:

Then, choosing dAA such that ðS�1ðdÞ�Þ4 ¼ f̂ #r�1ðêÞ�; we have

oLðeÞ;Lðf ÞjM̂ ¼ QðdÞ:

Indeed, for all bAA; we have

oLðeÞ;Lðf Þð #pðb̂ ÞÞ ¼ ð #pðb̂ Þ LðeÞ;Lðf ÞÞ ¼ ð #pðb̂ Þ #LðêÞ; #Lðf̂ÞÞ

¼ ð #Lðb̂ êÞ; #Lðf̂ ÞÞ ¼ #cðf̂ � b̂ êÞ ¼ #cð #r�1ðêÞ f̂ � b̂ Þ

¼ #cððS�1ðdÞ�Þ4 b̂ Þ ¼ jðS�1ðdÞbÞ ¼ QðdÞð #pðb̂ ÞÞ:

This proves the reverse inclusion. Now, since the action of M̂ on H is standard, we

have M̂� ¼ fou;vjM̂ j u; vAHg: Further, the following inequality, which is surely well-

known, is easy to prove:
Let u; vAH; a; bAA: Then

jjou;vjM̂ � oLðaÞ;LðbÞjM̂jjpjju � LðaÞjj jjvjj þ jjLðaÞjj jjv � LðbÞjj:

As LðAÞ is dense in H; the norm-density of QðAÞ in M̂� clearly follows. This finishes
the proof of (b), and thereby of the proposition. &
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Theorem 3.2. Let U be a unitary corepresentation of ðÂr; #Dr;opÞ on a Hilbert space K :
Define pU : A-BðKÞ by

pUðaÞ ¼ ðQrðaÞ#iÞ U ; aAA:

Then pU is a non-degenerate �-representation of A on K ; that is, it is a �-homo-

morphism of A into BðKÞ which is non-degenerate in the sense that ½pU ðAÞK 
 ¼ K :
We shall also denote by pU the associated non-degenerate �-representation of Au on

K ; and call U the generator of pU :

Proof. We write p instead of pU in this proof.

Let aAA: Since QrðaÞAÂ�
r ; it is clear that pðaÞABðKÞ: The linearity of p is evident.

The multiplicativity of p follows from the corepresentation property of U and the
multiplicativity of Qr: Indeed, we have

pðabÞ ¼ ðQrðabÞ#iÞ U ¼ ððQrðaÞQrðbÞÞ#iÞ U

¼ððQrðaÞ#QrðbÞÞ #Dr;op#iÞ U ¼ ðQrðaÞ#QrðbÞ#iÞð #Dr;op#iÞ U

¼ðQrðaÞ#QrðbÞ#iÞ U13U23 ¼ ððQrðaÞ#iÞ UÞððQrðbÞ#iÞ UÞ ¼ pðaÞpðbÞ

for all a; bAA:
To prove that p is �-preserving, we have to adapt some arguments from [12].

We set Ŵ ¼ SW �S: As pointed out before, we have

#Dr;opðyÞ ¼ Ŵ�ð1#yÞŴ; yAÂr:

It follows that

U13 U23 ¼ ð #Dr;op#iÞU ¼ Ŵ�
12 U23 Ŵ12;

hence that

ð�Þ Ŵ12 U13 ¼ U23 Ŵ12 U�
23:

Let rAB0ðHÞ�; ZAB0ðKÞ�: Then define gAB0ðHÞ� by

gðxÞ ¼ ðr#ZÞðU ðx#1Þ U�Þ; xAB0ðHÞ:

Applying i#r#Z to ð�Þ above, we get

ðði#rÞ ŴÞðði#ZÞUÞ ¼ ði#gÞ Ŵ:
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As in [12], we can then conclude that ðði#rÞ ŴÞðði#ZÞ UÞADðŜr;opÞ; and

Ŝr;opððði#rÞ ŴÞðði#ZÞ UÞÞ ¼ ði#gÞðŴ�Þ

¼ ði#r#ZÞðU23 Ŵ�
12 U�

23Þ

¼ ði#r#ZÞðU�
13 Ŵ�

12Þ ðusing ð�ÞÞ

¼ ði#ZÞðU�Þði#rÞðŴ�Þ

¼ ði#ZÞðU�ÞŜr;opðði#rÞ ŴÞ:

Now, as the set fði#rÞ Ŵ j rAB0ðKÞ�g is a core for Ŝr;op; and Ŝr;op is closed, this

implies that xðði#ZÞ UÞADðŜr;opÞ and

Ŝr;opðxðði#ZÞ UÞÞ ¼ ði#ZÞðU�ÞŜr;opðxÞ; 8xADðŜr;opÞ:

From this, we can conclude that ði#ZÞUADðŜr;opÞ and

Ŝr;opðði#ZÞUÞ ¼ ði#ZÞðU�Þ

(see [12, Remark 5.44]).

Let aAA: We define QrðaÞ� to be the linear functional on #prðÂÞ given by

QrðaÞ�ð #prðb̂ ÞÞ ¼ QrðaÞð #prðŜopðb̂ Þ�ÞÞ; bAA:

Then we have

QrðaÞ�ð #prðb̂ ÞÞ ¼ ðŜopðb̂ Þ�ÞðS�1ðaÞÞ

¼ ðŜopðb̂ ÞÞðSðS�1ðaÞÞ�Þ ¼ ðŜopðb̂ ÞÞða�Þ ¼ ðŜ�1ðb̂ ÞÞða�Þ

¼ b̂ðS�1ða�ÞÞ ¼ jðS�1ða�ÞbÞ

¼Qrða�Þð #prðb̂ ÞÞ

for all bAA: This shows that QrðaÞ� extends to an element of Â�
r ; which is in fact

equal to Qrða�Þ:
Now, let QrðaÞ have its usual meaning, that is QrðaÞAÂ�

r is defined by

QrðaÞðyÞ ¼ QrðaÞðy�Þ; yAÂr:

We have then

QrðaÞ�ðxÞ ¼ QrðaÞðŜr;opðxÞÞ; xADðŜr;opÞ:
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Since DðŜr;opÞ is a strict bounded core for Ŝr;op (see [12, Remark 5.44] again), we get

QrðaÞ�ðxÞ ¼ QrðaÞðŜr;opðxÞÞ; xADðŜr;opÞ:

Combining this with what we have seen previously, we obtain

ZððQrðaÞ�#iÞUÞ ¼QrðaÞ�ðði#ZÞUÞ

¼QrðaÞðŜr;opðði#ZÞUÞÞ ¼ QrðaÞðði#ZÞðU�ÞÞ

¼ ZððQrðaÞ#iÞðU�ÞÞ ¼ ZðððQrðaÞ#iÞUÞ�Þ;

hence

Zðpða�ÞÞ ¼ ZððQrða�Þ#iÞUÞ

¼ ZððQrðaÞ�#iÞUÞ ¼ ZðððQrðaÞ#iÞUÞ�Þ

¼ ZðpðaÞ�Þ:

As this holds for all ZAB0ðKÞ�; we can conclude that pða�Þ ¼ pðaÞ�; that is, p is �-
preserving.

Finally, we prove that p is non-degenerate. Let vAK be such that pðaÞv ¼ 0 for all
aAA: Using that p is �-preserving, it is then enough to prove that v ¼ 0:

Let a; bAA;wAK : Set

L ¼ ðUðLðaÞ#vÞ;LðbÞ#wÞ ¼ ðððoLðaÞ;LðbÞ#iÞUÞv;wÞ:

Now, it follows from the proof of Proposition 3.1 that we may pick dAA such that

QrðdÞ is equal to the restriction of oLðaÞ;LðbÞ to Âr: Hence, we get

L ¼ ðððQrðdÞ#iÞUÞv;wÞ ¼ ðpðdÞv;wÞ ¼ 0:

As this holds for all bAA;wAK; this implies that UðLðaÞ#vÞ ¼ 0 for all aAA: Thus,
LðaÞ#v ¼ U�UðLðaÞ#vÞ ¼ 0 for all aAA: Since LðAÞ is dense in H; this implies
v ¼ 0; as desired. &

Remark. Let UAM̂ %#BðKÞ be a unitary such that ð #Dr;op %#iÞU ¼ U13U23: Then the

map *pU : A-BðKÞ defined by *pUðaÞ ¼ ðQðaÞ %#iÞU ; aAA; may also be seen to be a
non-degenerate �-homomorphism, by a similar proof. This �-homomorphism
extends by universality to a �-representation of Au on K : It will follow from our

next result that we in fact have UAMðÂr#B0ðKÞÞ: This means that U is indeed a

unitary corepresentation of ðÂr; #Dr;opÞ and *pU ¼ pU :

We now show that every non-degenerate �-representation of Au has a unitary
generator. Alternatively, one may formulate this result for non-degenerate �-
representations of A:
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Theorem 3.3. Let f be a non-degenerate �-representation of Au on some Hilbert space

K : Set Af ¼ fðAuÞ ¼ fðAÞCBðKÞ: Then there exists a unique unitary corepresenta-

tion U ¼ UðfÞ of ðÂr; #Dr;opÞ on K such that

fðaÞ ¼ ðQrðaÞ#iÞU ; aAA:

Hence, in the notation of Theorem 3.2, we have pUðfÞ ¼ f:
The norm-closure of fðo#iÞU joAB0ðHÞ�g is equal to Af and U belongs to

MðÂr#AfÞ:
Finally, we have UðprÞ ¼ Ŵ and UðeuÞ ¼ 1H#1; which may be equivalently written

as pŴ ¼ pr and p1H#1 ¼ eu:

Proof. Let vAK and define Lv : A-K by

LvðcÞ ¼ fðcÞv; cAA:

Now let a; bAA and choose a1; b1;y; an; bnAA such that

ð�Þ DðaÞðb#1Þ ¼
Xn

i¼1

bi#ai:

Then observe that

Xn

i¼1

LðaiÞ#fðbiÞv ¼ ðL}LvÞ
Xn

i¼1

ai#bi

 !
¼ ðL}LvÞðwðDðaÞðb#1ÞÞÞ:

So the left-hand side above is independent of the choice of the ai’s and bi’s as long as
they satisfy ð�Þ: We set therefore

UðLðaÞ#fðbÞvÞ ¼
Xn

i¼1

LðaiÞ#fðbiÞv:

Observe now that

Xn

i;j¼1

b�
j bijða�

j aiÞ ¼ ði#jÞ
Xn

j¼1

b�
j #a�

j

 ! Xn

i¼1

bi#ai

 ! !
¼ði#jÞððDðaÞðb#1ÞÞ�ðDðaÞðb#1ÞÞÞ

¼ ði#jÞððb�#1ÞDða�aÞðb#1ÞÞ

¼ b�bjða�aÞ ðby left invariance of jÞ:
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Therefore, we have

jjUðLðaÞ#fðbÞvÞjj2 ¼
Xn

i;j¼1

ðLðaiÞ#fðbiÞv;LðajÞ#fðbjÞvÞ

¼
Xn

i;j¼1

ðLðaiÞ;LðajÞÞðfðbiÞv;fðbjÞvÞ

¼
Xn

i;j¼1

jða�
j aiÞðfðb�

j biÞv; vÞ

¼ f
Xn

i;j¼1

b�
j bijða�

j aiÞ
 !

v; v

 !
¼ ðfðb�bjða�aÞÞv; vÞ

¼jða�aÞðfðb�bÞv; vÞ ¼ jjLðaÞ#fðbÞvjj2:

If we now extend U by linearity to a map from LðAÞ}fðAÞK into itself, the same
kind of argument as above shows that U is a well-defined isometry on
LðAÞ}fðAÞK ; and thereby that the map U is well defined. Since f is assumed to
be non-degenerate, we can extend U to a linear isometry on H#K : Moreover, using
the cancellation properties of ðA;DÞ; one easily checks that U is surjective, hence that
it is a unitary on H#K :

We now show that UAMðÂr#AfÞ:
Let a; bAA: Write DðbÞða#1Þ ¼

Pn
k¼1 ak#bk for some a1; b1;y; an; bnAA: Then

ð��Þ Uð #pðb̂ Þ#fðaÞÞ ¼
Xn

k¼1

#pðb̂kÞ#fðakÞ:

To prove this, consider cAA; vAK : It suffices to show that

ðUð #pðb̂ Þ#fðaÞÞÞð #LðĉÞ#vÞ ¼
Xn

k¼1

#pðb̂kÞ#fðakÞ
 !

ð #LðĉÞ#vÞ;

that is,

ð� � �Þ Uð #Lðb̂ĉÞ#fðaÞvÞ ¼
Xn

k¼1

#Lð #bkĉÞ#fðakÞv:

Let L denote the left side of equation ð� � �Þ: Write b#c ¼
Pr

i¼1 DðpiÞðqi#1Þ for

some p1; q1;y; pr; qrAA: Then we have b̂ĉ ¼
Pr

i¼1 jðqiÞp̂i (as in the proof of Lemma

2.3). Further, for each i ¼ 1;y; r; write DðpiÞða#1Þ ¼
PsðiÞ

j¼1 xij#yij for some

xi1; yi1;y; xisðiÞ; yisðiÞAA:
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Then, using the definition of U at the second step, we get

L ¼
Xm

i¼1

jðqiÞUðLðpiÞ#fðaÞvÞ

¼
Xm

i¼1

XsðiÞ
j¼1

jðqiÞðLðyijÞ#fðxijÞvÞ

¼
Xm

i¼1

XsðiÞ
j¼1

#LðjðqiÞŷi;jÞ#fðxijÞv:

Set X ¼
Pm

i¼1

PsðiÞ
j¼1 jðqiÞŷij#xijAÂ}A: Then, to show that ð� � �Þ holds, it clearly

suffices to prove that X ¼
Pn

k¼1 b̂kĉ#ak: But this is precisely what is established in

Lemma 2.6. Hence, we have shown that ð��Þ holds.

Let F : A-Â denote the ‘‘Fourier transform’’, that is FðaÞ ¼ â; aAA: Then ð��Þ
may be rewritten as

Uð #pðb̂ Þ#fðaÞÞ ¼ ð #p}fÞðF}iÞwðDðbÞða#1ÞÞ; a; bAA:

This means that Uð #pðÂÞ}fðAÞÞC #pðÂÞ}fðAÞ: Since F is bijective and
DðAÞð1#AÞ ¼ A#A; we get in fact equality. A continuity argument gives then

UðÂr#AfÞ ¼ ðÂr#AfÞ: As U is unitary, we also get U�ðÂr#AfÞ ¼ ðÂr#AfÞ:
Applying the �-operation in BðH#KÞ; we then get ðÂr#AfÞU ¼ ðÂr#AfÞ: Hence,

we have shown that UAMðÂr#AfÞ:
Next we show that UAMðÂr#B0ðKÞÞ: To this end, we first prove that

UðÂr#B0ðKÞÞCÂr#B0ðKÞ: Now, for all a; b; cAA and u; vAK ; we have

Uð #pðb̂ĉÞ#ð�; uÞfðaÞvÞ ¼ Uð #pðb̂ Þ#fðaÞÞð #pðĉÞ#ð�; uÞvÞA #pðÂÞ}B0ðKÞ

as we have seen that Uð #pðb̂ Þ#fðaÞÞA #pðÂÞ}fðAÞ: Since Â2 ¼ Â and f is non-

degenerate, it follows from a continuity argument that UðÂr#B0ðKÞÞCÂr#B0ðKÞ;
as desired. Now, using that U�ð #pðÂÞ}fðAÞÞC #pðÂÞ}fðAÞ; we get similarly that

U�ðÂr#B0ðKÞÞCÂr#B0ðKÞ: Taking adjoints, we get ðÂr#B0ðKÞÞUCÂr#B0ðKÞ:
Hence, we have shown that UAMðÂr#B0ðKÞÞ:

We now establish the following formula:

ð� � ��Þ ðoLðaÞ;LðbÞ#iÞU ¼ fðði#jÞðð1#b�ÞDðaÞÞÞ; a; bAA:

Let dAA and v;wAK :
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Write DðaÞðd#1Þ ¼
Pn

i¼1 di#ai for a1; d1;y; an; dnAA: Then

ðoLðaÞ;LðbÞ#iÞ Uð fðdÞv;wÞ ¼ ðUðLðaÞ#fðdÞvÞ;LðbÞ#wÞ

¼
Xn

i¼1

ðLðaiÞ#fðdiÞv;LðbÞ#wÞ

¼
Xn

i¼1

jðb�aiÞðfðdiÞv;wÞ

¼ f
Xn

i¼1

jðb�aiÞdi

 !
v;w

 !

¼ f ði#jÞ
Xn

i¼1

di#b�ai

 ! !
v;w

 !
¼ðfðði#jÞðð1#b�ÞDðaÞðd#1ÞÞÞv;wÞ

¼ ðfðði#jÞðð1#b�ÞDðaÞÞÞ fðdÞv;wÞ;

which shows ð� � ��Þ:
Using this formula, the norm-closure of fðo#iÞU joAB0ðHÞ�g is easily seen to

be equal to Af:

We are now in position to prove the formula relating f and U ; that is,

fðaÞ ¼ ðQrðaÞ#iÞU ; aAA:

Let aAA: Pick cAA such that

ĉ dSða�ÞSða�Þ ¼ dSða�ÞSða�Þĉ ¼ dSða�ÞSða�Þ:

Then we have

ðQrðaÞ#iÞU ¼ðoLðaÞ;LðcÞ#iÞU ðusing Proposition 3:1Þ

¼fðði#jÞðð1#c�ÞDðaÞÞÞ ðusing ð� � ��Þ aboveÞ

¼fðaÞ ðusing Lemma 2:4Þ;

as desired.
Once this fundamental formula is established, the corepresentation property and

the uniqueness of U follow readily from the norm-density of QðAÞ in M̂�: For

example, regarding ð #Dr;op#iÞU and U13U23 as lying in M̂ %#M̂ %#BðKÞ; as we may,
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we have

ðQðaÞ %#QðbÞ %#iÞðð #Dr;op %#iÞUÞ

¼ ðððQðaÞ %#QðbÞÞ #Dr;opÞ %#iÞU

¼ ðQðabÞ %#iÞU ¼ ðQrðabÞ#iÞU ¼ fðabÞ ¼ fðaÞfðbÞ

¼ ððQrðaÞ#iÞUÞððQrðbÞ#iÞUÞ

¼ ððQðaÞ %#iÞUÞððQðbÞ %#iÞUÞ

¼ ðQðaÞ %#QðbÞ %#iÞðU13U23Þ

for all a; bAA:
Finally, we check the last assertion of the theorem. Let a; b; cAA and choose ai’s

and bi’s such as ð�Þ holds. Then we have

ŴðLðaÞ#prðbÞLðcÞÞ ¼ ðSW �SÞðLðaÞ#LðbcÞÞ ¼ ðSW �ÞðLðbcÞ#LðaÞÞ

¼SðL}LÞðDðaÞðbc#1ÞÞ ¼ SðL}LÞ
Xn

i¼1

bic#ai

 !

¼
Xn

i¼1

ðL}LÞðai#bicÞ

¼
Xn

i¼1

LðaiÞ#prðbiÞLðcÞ ¼ UðprÞðLðaÞ#prðbÞLðcÞÞ

and

ð1H#1ÞðLðaÞ#euðbÞ1Þ ¼LðaeðbÞÞ ¼ Lððe#iÞðDðaÞðb#1ÞÞÞ

¼L
Xn

i¼1

aieðbiÞ
 !

¼
Xn

i¼1

LðaiÞ#euðbiÞ1

¼UðeuÞðLðaÞ#euðbÞ1Þ:

This clearly implies that Ŵ ¼ UðprÞ and 1H#1 ¼ UðeuÞ; as desired. &

Remark. It is clear that Theorems 3.2 and 3.3 together provide a bijective

correspondence between unitary corepresentations of ðÂr; #Dr;opÞ and non-degenerate

�-representations of Au: In a similar way, one may prove that there is a bijective

correspondence between unitary corepresentations of ðÂr; #DrÞ and non-degenerate �-
representations of Au; as proved in [9] in a quite different way. Alternatively,
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one may use here that U-U� gives a bijective correspondence between unitary

corepresentations of ðÂr; #Dr;opÞ and unitary corepresentations of ðÂr; #DrÞ:
We also mention that Theorems 3.2 and 3.3 may easily be dualized to produce a

bijective correspondence between unitary corepresentations of ðAr;DrÞ and non-

degenerate �-representations of Âu:

Remark. Let VAM̂ %#BðKÞ be a unitary such that ð #Dr;op %#iÞV ¼ V13V23 and let *pV

be the associated �-representation of Au defined in our previous remark. As a
consequence of Theorem 3.3 we then get

ðQðaÞ %#iÞV ¼ *pV ðaÞ

¼ ðQrðaÞ#iÞUð *pV Þ ¼ ðQðaÞ %#iÞUð *pV Þ

for all aAA: This implies that V ¼ Uð *pV Þ:
Especially, we have VAMðÂr#B0ðKÞÞ; as mentioned in a previous remark.

Remark. Let U be a unitary corepresentation of ðÂr; #Dr;opÞ on K : We can define a

representation FU of the Banach algebra #M� on K by FU ðoÞ ¼ ðo %#iÞU ; oA #M�:
Then we have ðFU3QÞðaÞ ¼ pUðaÞ; aAA; so FU3Q is �-preserving and non-
degenerate. One easily sees that the map U-FU gives a bijective correspondence

between all unitary corepresentations of ðÂr; #Dr;opÞ and all representations F of #M�
such that F3Q is �-preserving and non-degenerate.

4. Amenability, co-amenability and nuclearity

We prove in this section the results stated in the Introduction.

Theorem 4.1. Let ðA;DÞ be an algebraic quantum group. Then ðA;DÞ is co-amenable if

and only if Au ¼ Ar; that is, the canonical map pr from Au onto Ar is injective.

Proof. Assume that Au ¼ Ar: Then pr is an isometry.
Let aAA: Then we have jjpuðaÞjju ¼ jjprðpuðaÞÞjj ¼ jjpðaÞjj: Hence,

jeðaÞj ¼ jeuðpuðaÞÞjpjjpuðaÞjju ¼ jjpðaÞjj:

This shows that e is bounded on A with respect to the reduced norm, that is, ðA;DÞ
is co-amenable.

Assume now that ðA;DÞ is co-amenable, that is, jeðaÞjpjjpðaÞjj for all aAA: Using
Theorem 3.3, we can express this as

jðQðaÞ %#iÞð1H#1ÞjpjðQðaÞ %#iÞŴj; aAA:
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Using the norm-density of QðAÞ in #M� (cf. Proposition 3.1) and a continuity
argument, we can conclude that

joð1HÞj ¼ jðo %#iÞð1H#1Þjpjjðo %#iÞŴjj; oA #M�:

To show that Au ¼ Ar; it is enough to show that pr is isometric on A ¼ puðAÞ; or,
equivalently, that jjajjupjjpðaÞjj; aAA (since the reverse inequality always holds by

definition of the universal norm). To show this inequality, it suffices to show that

jjfðaÞjjpjjpðaÞjj

for any given non-degenerate �-representation f of A on some Hilbert space K and
any given aAA:

Now, let U ¼ UðfÞ be a generator for f (extended to Au to be pedantic),
according to Theorem 3.3. Then this amounts to show

ð�Þ jjðQðaÞ %#iÞU jjpjjðQðaÞ %#iÞŴjj:

To show ð�Þ; we adapt an argument from [4, Proposition 5.5] (where Blanchard
characterizes the amenability of regular multiplicative unitaries).

Let v;wAK ; jjvjj ¼ jjwjj ¼ 1: Define oA #M� by

oðxÞ ¼ ðQðaÞ %#ov;wÞððx#1ÞUÞ; xAM̂:

Then

oð1HÞ ¼ ðQðaÞ %#ov;wÞU ¼ ov;wððQðaÞ %#iÞUÞ:

Hence we have

ð��Þ jov;wððQðaÞ %#iÞUÞj ¼ joð1HÞjpjjðo %#iÞŴjj:

Now, recall (from the proof of Theorem 3.2) that we have

Ŵ�
12U23Ŵ12 ¼ U13U23:

Therefore, applying i %#s to this equation, where s denotes the flip map from
BðH#KÞ to BðK#HÞ; we get

U32Ŵ13U�
32 ¼ Ŵ13U12:

Using this, we obtain

ðo %#iÞŴ ¼ðQðaÞ %#ov;w %#iÞðŴ13U12Þ

¼ ðQðaÞ %#ov;w %#iÞðU32Ŵ13U�
32Þ

¼ ðov;w %#iÞðsðUÞð1K %#ðQðaÞ %#iÞŴÞsðUÞ�Þ;
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which implies that

ð� � �Þ jjðo %#iÞŴjjpjjðQðaÞ %#iÞŴjj:

Combining ð��Þ and ð� � �Þ; we get

jov;wððQðaÞ %#iÞUÞjpjjðQðaÞ %#iÞŴjj:

As this holds for all v;wAK; jjvjj ¼ jjwjj ¼ 1; this implies that ð�Þ holds, which
finishes the proof. &

Remark. In [1, Appendice], Baaj and Skandalis introduce the notions of
amenability and co-amenability for regular multiplicative unitaries (see also [4]).
These notions may be adapted to multiplicative unitaries associated to algebraic
quantum groups as follows. We first remark that, from the point of view

adopted in [1], it is quite natural to consider V ¼ Ŵ as the multiplicative
unitary associated with an algebraic quantum group ðA;DÞ; this point of view is
supported by the fact that pŴ ¼ pr; which we pointed out in Theorem 3.3.

However, this is essentially a matter of convention. The adapted Baaj–Skandalis

definition of co-amenability of V ¼ Ŵ amounts then to require that pŴ : Au-Ar is

injective, in which case one also says that W is amenable. Co-amenability of W

and amenability of V may be defined similarly by considering W to be the

multiplicative unitary associated with ðÂ; #DÞ: Using this terminology, Theorem 4.1

just says that ðA;DÞ is co-amenable if, and only if, V ¼ Ŵ is co-amenable (resp. W is
amenable).

Before stating our next result, we recall that a von Neumann algebra N acting on a
Hilbert space K is called injective [14] if there exists a linear, norm one projection
map from BðKÞ onto N:

Theorem 4.2. Assume that ðA;DÞ is an algebraic quantum group such that ðÂ; #DÞ is

amenable. Let f be any non-degenerate �-representation of Au on some Hilbert space

K : Then the von Neumann algebra N ¼ fðAuÞ00CBðKÞ is injective.

Proof. By a classical result of Tomiyama [14,17], we can equivalently show that

N 0 ¼ fðAuÞ0 ¼ fðAÞ0 is injective, that is, we have to construct a linear, norm one

projection of BðKÞ onto fðAÞ0:
Let U be a unitary generator for f; so UAMðÂr#B0ðKÞÞCM̂ %#BðKÞ; according

to Theorem 3.3. We introduce the unital (injective) normal �-homomorphism

a : BðKÞ-M̂ %#BðKÞ given by

aðxÞ ¼ U�ð1#xÞU ; xABðKÞ:
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Then a is an action of M̂ on BðKÞ; in the sense that ði %#aÞa ¼ ð #Dr;op %#iÞa: Indeed,
we have

ði %#aÞaðxÞ ¼ ði %#aÞðU�ð1#xÞUÞ ¼ ðði %#aÞUÞ�ð1#aðxÞÞðði %#aÞUÞ

¼ ðU�
23U13U23Þ�ð1#U�ð1#xÞUÞðU�

23U13U23Þ

¼ ðU�
23U�

13U23ÞU�
23ð1#1#xÞU23ðU�

23U13U23Þ

¼U�
23U�

13ð1#1#xÞU13U23 ¼ ðU13U23Þ�ð1#1#xÞU13U23

¼ðð #Dr;op %#iÞUÞ�ð #Dr;opð1Þ#xÞð #Dr;op %#iÞU

¼ð #Dr;op %#iÞðU�ð1#xÞUÞ ¼ ð #Dr;op %#iÞ aðxÞ

for all xABðKÞ:
Set

BðKÞa ¼ fxABðKÞ j aðxÞ ¼ 1#xg:

Then, using the density of QðAÞ in M̂� and Theorem 3.3, we have

BðKÞa ¼fxABðKÞ j ð1#xÞU ¼ Uð1#xÞg

¼ fxABðKÞ j ðQðaÞ %#iÞðð1#xÞUÞ ¼ ðQðaÞ %#iÞðUð1#xÞÞ; 8aAAg

¼fxABðKÞ j xððQðaÞ %#iÞUÞ ¼ ððQðaÞ %#iÞUÞx; 8aAAg

¼fxABðKÞ j xfðaÞ ¼ fðaÞx; 8aAAg

¼fðAÞ0:

We shall now adapt an argument of Enock and Schwartz given in the proof
of [7, Theorem 3.1] to construct a linear, norm one projection from BðKÞ onto

BðKÞa ¼ fðAÞ0:
Using our amenability assumption, we can pick a right-invariant mean m for

ðÂ; #DopÞ (picking first a left-invariant mean for ðÂ; #DÞ and combining it with the anti-

unitary antipode of M̂Þ:
Using that jmðði %#ZÞaðxÞÞjpjjZjj jjxjj for all ZABðKÞ�; xABðKÞ; one easily sees

that there exists a linear contraction map E : BðKÞ-BðKÞ such that

ZðEðxÞÞ ¼ mðði %#ZÞaðxÞÞ; ZABðKÞ�; xABðKÞ:
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For oAM̂�; ZABðKÞ�; we have

ðo %#ZÞðaðEðxÞÞ ¼ ððo %#ZÞ3aÞðEðxÞÞ

¼mðði %#ðo %#ZÞ3aÞaðxÞÞ ¼ mðði %#o %#ZÞði %#aÞaðxÞÞ

¼mðði %#o %#ZÞð #Dr;op %#iÞaðxÞÞ ¼ mðði %#oÞ #Dr;opðði %#ZÞaðxÞÞÞ

¼mðði %#ZÞaðxÞÞoð1Þ ðusing right-invariance of mÞ

¼ ZðEðxÞÞoð1Þ ¼ ðo %#ZÞð1 %#EðxÞÞ:

It follows that aðEðxÞÞ ¼ 1#EðxÞ for all xABðKÞ; hence that E maps BðKÞ into

BðKÞa: Further, if xABðKÞa; that is, aðxÞ ¼ 1#x; then

ZðEðxÞÞ ¼ mðði %#ZÞð1#xÞÞ ¼ mð1ÞZðxÞ ¼ ZðxÞ

for all ZABðKÞ�: Thus, EðxÞ ¼ x for all xABðKÞa: It clearly follows that E is a norm

one projection from BðKÞ onto BðKÞa; which finishes the proof. &

Corollary 4.3. Assume that ðA;DÞ is an algebraic quantum group such that ðÂ; #DÞ is

amenable. Then Au is nuclear.

Proof. By applying Theorem 4.2 to the universal �-representation F of Au; we obtain

that the second dual A��
u ¼ FðAuÞ00 is injective. By a famous result of Connes,

Choi and Effros (see [14, 2.35] for references), this is equivalent to the nuclearity
of Au: &

We shall now give a simplified proof of a result which is essentially due to Ruan
(see [15, Theorem 4.5]).

Theorem 4.4. Assume that ðA;DÞ is an algebraic quantum group such that its

associated von Neumann algebra MCBðHÞ is injective. Assume further that ðA;DÞ is

compact with unit 1 and has a tracial Haar functional (that is, equivalently, ðM;DrÞ is a

compact Kac algebra [7]).
Then ðA;DÞ is co-amenable.

Proof. As usual in the compact case, we work with the normalized Haar functional

j of ðA;DÞ: It is known [1,22] that the traciality of j is equivalent to S2 ¼ i; or,
equivalently, to S being �-preserving.

Using the traciality assumption and the fact that j is S-invariant, it is
straightforward to check that the linear map V0 :LðAÞ-LðAÞ defined by
V0ðLðaÞÞ ¼ LðSðaÞÞ; aAA; is an isometry, which extends to a self-adjoint unitary
V on H: (See [1, Proposition 5.2] for a similar statement in the non-tracial case,
which we will use in the proof of our next result). A simple calculation gives
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VpðaÞVpðbÞ ¼ pðbÞVpðaÞV for all a; bAA: Hence, AdðVÞ maps Ar (and M) into

pðAÞ0 ¼ M 0:
Now, we recall that injectivity of M implies that the �-homomorphism

P : M}M 0-BðHÞ determined by

Pðx#yÞ ¼ xy; xAM; yAM 0

has a bounded extension P̃ : M#M 0-BðHÞ; where we stress that # denotes the
minimal tensor product (as opposed to the von Neumann algebra tensor product).
Note that this deep result is not mentioned explicitly in [14]. It may be deduced from
the literature as follows. Injectivity is equivalent to semidiscreteness, as first shown
by Connes [5] in the factor case. A direct proof of the forward implication due to
Wassermann may be found in [20]. The backward implication is shown by Effros
and Lance [6], who also show that semidiscreteness is equivalent to the above
property.

We use P̃ to define a map e0 : Ar-C by

e0ðxÞ ¼ ðððP̃3ði#AdðVÞÞ3DrÞðxÞÞLð1Þ;Lð1ÞÞ; xAAr:

Clearly, e0 is a state on Ar: Further, we have e0ðpðaÞÞ ¼ eðaÞ; aAA: Before
establishing this fact, we point out that it clearly implies that e is bounded with
respect to the reduced norm of Ar; that is, ðA;DÞ is co-amenable.

Let aAA and write DðaÞ ¼
Pn

i¼1 ai#bi for some a1; b1;y; an; bnAA: Then

ððP̃3ði#AdðVÞÞ3DrÞðpðaÞÞÞLð1Þ

¼ ððP̃3ði#AdðVÞÞ3ðp#pÞðDðaÞÞÞLð1Þ

¼
Xn

i¼1

pðaiÞ
 !

AdðVÞðpðbiÞÞLð1Þ

¼ L
Xn

i¼1

aiSðbiÞ
 !

¼ Lðmði#SÞDðaÞÞ

¼ LðeðaÞ1Þ ¼ eðaÞLð1Þ:

Hence,

e0ðpðaÞÞ ¼ ðððP̃3ði#AdðVÞÞ3DrÞðpðaÞÞLð1Þ;Lð1ÞÞ

¼ ðeðaÞLð1Þ;Lð1ÞÞ ¼ eðaÞ;

as asserted. &

It would be interesting to know whether the traciality assumption in Theorem 4.4
is redundant. We shall now prove a related result, saying that injectivity of M implies
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a kind of perturbed co-amenability of ðA;DÞ: We recall first some more facts about
the compact case.

Let ðA;DÞ be a compact algebraic quantum group with unit 1: It is immediate that
ðAr;DrÞ is a compact quantum group in the sense of Woronowicz [21,22], with Haar
state given by the restriction of oLð1Þ to Ar: The unique dense Hopf �-subalgebra [2]

of ðAr;DrÞ may be identified with ðA;D; e;SÞ (via the Hopf �-algebra isomorphism p).
Using this identification, we may introduce the remarkable family ðfzÞzAC of

multiplicative linear functionals on A constructed by Woronowicz (see [21,22]).
Some of the properties of this family are f0 ¼ e; fz � fz0 ¼ fzþz0 ; where o � Z ¼

ðo#ZÞD; o; ZAA0; the maps a-fz � a ¼ ði#fzÞDðaÞ and a-ðfz#iÞDðaÞ are
automorphisms of A; we have f �

z ¼ f�%z and fz3S ¼ f�z; for all a; bAA; we have

jðabÞ ¼ jðbðf1 � a � f1ÞÞ and S2ðaÞ ¼ f�1 � a � f1:
We also mention that the following three conditions are equivalent:
j is tracial; fz ¼ e for all zAC; f1 ¼ e:

Theorem 4.5. Assume that ðA;DÞ is a compact algebraic quantum group such that its

associated von Neumann algebra M is injective. Let ðuaÞ denote a complete set of

pairwise inequivalent irreducible unitary corepresentations of the compact quantum

group ðAr;DrÞ and let na (resp. da) denote the ordinary (resp. quantum) dimension of ua:
Then there exists a state e1 on Ar such that

e1ðua
ijÞ ¼

na

da
dij ; 1pi; jpna:

Proof. We recall first that da ¼
Pna

i¼1 f1ðua
iiÞ: In other words, da is the trace of the

matrix Fa ¼ ðf1}iÞua:

Next, we define S̃ : A-A by S̃ðaÞ ¼ f1 � SðaÞ; aAA: (This map is sometimes called
the twisted antipode of ðA;DÞ). Using the properties of the fz’s mentioned above, one

checks easily that S̃ is an involutive anti-automorphism of A:
Further, as shown in the proof of [1, Proposition 5.2], the linear map

U0 :LðAÞ-LðAÞ defined by U0ðLðaÞÞ ¼ LðS̃ðaÞÞ; aAA; is an isometry, which
extends to a self-adjoint unitary U on H satisfying

ðAdðUÞðpðaÞÞÞLðbÞ ¼ LðbS̃ðaÞÞ; a; bAA:

It follows readily that AdðUÞðxÞApðAÞ0 ¼ M 0; for all xAM: (In fact, one may
check that AdðUÞðxÞ ¼ JRðx�ÞJ for all xAM; where J : H-H denotes the Tomita–
Takesaki map such that ðH; JÞ is standard for M:)

Now, let P̃ be as in the proof of Theorem 4.4. We then define a state e1 on Ar by

e1ðxÞ ¼ ðððP̃3ði#AdðUÞÞ3DrÞðxÞÞLð1Þ;Lð1ÞÞ; xAAr:

Using the orthogonality relations [21,22] for the ua
ij ’s, one checks that e1 satisfies

the stated property. More precisely, the computation goes as follows. Fix a; set
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n ¼ na; d ¼ da and write ua
ij ¼ pðvijÞ; vijAA: The matrix ðvijÞ is then an n � n unitary

matrix over A; and one of the orthogonality relations for the ua
ij ’s gives

jðvikv�jsÞ ¼ ð1=dÞdijf1ðvskÞ; i; j; k; sAf1;y; ng:

Using this, we get

e1ðua
ijÞ ¼ ðððP̃3ði#AdðUÞÞ3ðp#pÞðDðvijÞÞLð1Þ;Lð1ÞÞ

¼
Xn

k¼1

ðpðvikÞðAdðUÞðpðvkjÞÞÞLð1Þ;Lð1ÞÞ

¼
Xn

k¼1

ðLðvikS̃ðvkjÞÞ;Lð1ÞÞ ¼
Xn

k¼1

jðvikS̃ðvkjÞÞ

¼
Xn

k¼1

jðvikðf1 � v�jkÞÞ ¼
Xn

k¼1

jðvikðði}f1ÞDðv�jkÞÞÞ

¼
Xn

k;s¼1

jðvikv�jsÞf1ðv�skÞ ¼ ð1=dÞ
Xn

k;s¼1

dijf1ðvskÞf1ðv�skÞ

¼ ð1=dÞdij f1
Xn

k;s¼1

vskv�sk

 !
¼ ð1=dÞdij f1ðn1Þ ¼ ðn=dÞdij

as desired. &

Remark. Assume the existence of a state e1 satisfying the statement of Theorem 4.5.
If we also assume that da ¼ na for all a (especially, if we also assume that ðA;DÞ has a
tracial Haar functional), then e13p coincides with the co-unit e of ðA;DÞ; and we can
then conclude that ðA;DÞ is co-amenable. Hence, Theorem 4.4 is just a special case of
Theorem 4.5.

In the general case, it is known that the ordinary dimension is always smaller
than the quantum dimension (which is always positive and less than infinity).
Thus qa ¼ na=daAo0; 1
: However, for the relevant examples (like quantum SUð2Þ
etc) it tends exponentially to zero with ‘increasing’ a’s. Of course, one may
wonder whether it is possible to use the existence of the state e1 to deduce that e is
bounded.

One natural way to proceed is to consider e1 as an element of the Banach algebra
A�

r and try to use spectral calculus to ‘‘press’’ up the values qa to 1: For any function

f which is analytic on a region in the complex plane containing the closed unit disk
with center at the origin and satisfies f ð0Þ ¼ 0; one may check that

f ðe1Þua
ij ¼ f ðqaÞdij

for all a and i; j: However, it seems difficult to proceed further without introducing
some other assumptions. We also mention that A�

r is in fact a Banach �-algebra with
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�-operation given by

c�ðaÞ ¼ cðRða�ÞÞ

for all cAA�
r and aAA: One may show that e1R ¼ e1; hence that e�1 ¼ e1; but it is not

clear that this may be of any help.
Another possible approach is to consider the bounded linear map from Ar into

itself given by c1 ¼ ði#e1ÞDr: It is not difficult to show that it is injective. If one

could show surjectivity of c1; then, appealing to the Open Mapping Theorem, c�1
1

would be bounded. Further, we would have e3p�1 ¼ e13c
�1
1 on pðAÞ: Hence, we

would then be able to conclude that ðA;DÞ is co-amenable. We are so far only able to
see that c1 has dense range, as it contains pðAÞ:

Remark. Let J and r be the Tomita–Takesaki maps associated to LðAÞ; considered
as a left Hilbert algebra in H; so that

Jr1=2LðaÞ ¼ Lða�Þ

for all aAA: Further, let t denote the scaling group of ðA;DÞ (see [11]).
For zAC; define a map Qz : pðAÞ-M 0 by

QzpðaÞ ¼ Jr�izðRt�zpðaÞÞ�rizJ

for all aAA:
Clearly, Qz is unital, multiplicative and linear. Setting z ¼ i=2 gives,

Qi=2pðaÞ ¼ JD1=2pðSðaÞ�ÞD�1=2J

for all aAA:
If z ¼ t is real, then Qt is �-preserving and bounded, and it may be extended to M:

Note also that

Q0ðxÞ ¼ JRðx�ÞJ; xAM:

Now, define a unital linear functional fz on pðAÞ by

fzpðaÞ ¼ ðPðp}QzpÞDðaÞLð1Þ;Lð1ÞÞ

for all aAA and zAC;P : M}M 0-BðHÞ being defined as in the proof of
Theorem 4.4.

For general zAC; one may easily show that

fzpðua
ljÞ ¼

X
k

jðua
lkf1þiðz�%zÞ � ððua

jkÞ
�Þ � f�iðzþ%zÞÞ

for all a and all l; j:
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From this we see that

fi=2pðua
ijÞ ¼ dij ¼ eðua

ijÞ

for all a and i; j; so fi=2p ¼ e: Hence, co-amenability of ðA;DÞ is equivalent to the

boundedness of fi=2:

Now, observe that when z ¼ t is real and M is assumed to be injective, then ft may
be extended to a state on Ar such that

ftðxÞ ¼ ðP̃ði#QtÞDrðxÞLð1Þ;Lð1ÞÞ

for all xAAr; P̃ being defined as in the proof of Theorem 4.5. Note that f0 is then
just equal to the state e1 obtained in this theorem. One may wonder whether some
analytic continuation argument could be used in this situation to deduce that fi=2 is

bounded.
Co-amenability of ðA;DÞ may be characterized by the existence of a non-zero

multiplicative linear functional on Ar [3]. However, when Ar ¼ SUqð2Þ; qAð0; 1Þ; we

have checked that none of the ft are multiplicative, even though SUqð2Þ is known to

be co-amenable.

Remark. Some of the essence of Theorems 4.4 and 4.5 may be presented in a more
conceptual manner. Assume that ðA;DÞ is a compact algebraic quantum group. We
define the adjoint representation C of A on BðHÞ as follows. Let P be the map
introduced in the proof of Theorem 4.4 and U be the unitary on H introduced in the
proof of Theorem 4.5. Then set

CðaÞ ¼ ððP3ði}AdðUÞÞ3DrÞðpðaÞÞ; aAA:

(A more explicit way of defining C is

CðaÞLðbÞ ¼
Xn

i¼1

LðaibS̃ða0
iÞÞ

for a; bAA; and DðaÞ ¼
Pn

i¼1 ai#a0
i:)

Using the map P̃ introduced in the proof of Theorem 4.4, one easily deduces that
the injectivity of M implies that C is weakly contained in p; that is, more precisely,
that the associated �-representation Cu of Au is weakly contained in pr: On the other

hand, if the Haar state of ðA;DÞ is tracial, then S̃ ¼ S and the last part of the proof
of Theorem 4.4 shows that eu is weakly contained in Cu: Combining these two
assertions reproves Theorem 4.4. An open question is then whether eu is always
weakly contained in Cu: A negative answer to this question is not unlikely, and it
would then be of interest to find a more general condition than traciality of the Haar
state ensuring the weak containment of eu in Cu:

We conclude with a proof of Theorem 1.1.
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Proof of Theorem 1.1. (1) implies (2): This result is shown in [3]. For the ease of the
reader, we sketch the argument. When ðA;DÞ is co-amenable, then ðAr;DrÞ has a
bounded co-unit er which is a state on Ar and satisfies ðer#iÞðWÞ ¼ 1: A right-

invariant mean for ðÂ; #DÞ is then obtained by considering the restriction to M̂ of any
state extension of er to BðHÞ:

(2) implies (3): This is Corollary 4.3.
(3) implies (4): As Ar is a quotient of Au; this follows from the fact that quotients

of nuclear C�-algebras are nuclear [6].
(4) implies (5): As M ¼ A00

r ; this follows from the fact that any von Neumann

algebra generated by a nuclear C�-algebra is injective (this is easily seen by using that
the double dual of a nuclear C�-algebra is injective, as pointed out in the proof of
Theorem 4.2).

Assume that ðA;DÞ is compact and has a tracial Haar functional. Then (5) implies
(1) is shown in Theorem 4.4. &

Finally, we remark that different proofs of (1) implies (5), and of (5) implies (2) in
the compact tracial case, were given in [3].
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