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Abstract


The main result of this paper is a transfer theorem which describes the relationship between constructive validity and classical validity for a class of first-order sentences over the $p$-adics. The proof of one direction of the theorem uses a principle of intuitionism; the proof of the other direction is classically valid. Constructive verifications of known properties of the $p$-adics are indicated. In particular, the existence of cylindric algebraic decompositions for the $p$-adics is used.

1. Introduction

This paper is concerned with the constructive theory of the $p$-adic numbers. In particular, it studies the relationship between constructive validity and classical validity for first-order sentences over the $p$-adics. This relationship is elucidated by the 'transfer theorem' which is the main result of this paper. By 'constructive' I am referring to constructive mathematics in the style of Bishop [2], in which real or $p$-adic numbers are Cauchy sequences of rationals convergent at a predetermined rate, in the real or $p$-adic metric, respectively. The Bishop school is consistent with both classical and intuitionistic mathematics. Background for the reader can be found in [1, 3, 14]. The latter reference is particularly relevant to Section 2.
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In [19], Scowcroft proves a transfer theorem which describes the relationship between constructive and classical validity for a class of real algebraic sentences. This paper extends his methods to an analogously defined class of $p$-adic algebraic sentences.

The transfer theorem applies to a class of sentences built from simple formulae (these are defined in Section 2). Given any simple formulae $M(x)$ in $m$ variables and $N(x, y)$ in $m + n$ variables, a method is given in Lemma 3.2 for constructing a third formula $G(x, y)$ from $M$ and $N$. Informally, $G$ says that the tuples $y$ for which $N(x, y)$ holds depend continuously on the tuples $x$ for which $M(x)$ holds. The first direction of the transfer theorem can be stated as follows.

**Theorem A.** $\forall x (M(x) \rightarrow \exists y N(x, y))$ holds constructively if $\forall x (M(x) \rightarrow \exists y G(x, y))$ holds classically.

That is, for this class of sentences it suffices to prove the classical theorem with $G$ in order to prove the constructive theorem with $N$. This is proved in Section 3 (Theorem 3.4) and is analogous to [19, Theorem 1]. The other direction of the transfer theorem suggests a limitation to what can be proved constructively. It has a principle of intuitionism as hypothesis; this is explained in more detail in Section 4.

**Theorem B.** Assume Brouwer's principle for numbers. $\forall x (M(x) \rightarrow \exists y G(x, y))$ holds classically if $\forall x (M(x) \rightarrow \exists y N(x, y))$ holds constructively.

That is, the constructive validity of the sentence with $N$ implies a continuity property classically. This is proved in Section 4 (Theorem 4.3) and is analogous to [19, Theorem 2].

Throughout this paper I will be working constructively. Thus, when I say that a formula is valid or holds without a qualifier, I will always mean constructively valid or holds constructively. In order for Theorems A and B to be constructive theorems, we need to have a way of considering 'classical validity' from a constructive standpoint. For both the reals and the $p$-adics, this is provided by the algebraic numbers. The set of algebraic $p$-adics $Q_p$ is a field inside the ring of constructive $p$-adics $Q_p$, and the constructive first-order theory of $Q_p$ is the classical first-order theory of $p$-adically closed fields. Similarly, the set of algebraic reals $R$ is a field in $R$, and the constructive first-order theory of $R$ is the classical theory of real closed fields. Axiomatic and algebraic properties of $Q_p$ and $Q_p$ are described in Section 2.

A discussion of a simple example of the first direction of the transfer theorem provides some insight into the proof in the general case. Consider the problem of solving a system of linear equations in $n$ variables, $Xy = 1$, where $1$ is the vector of length $n$ with $1$ for each coefficient. The coefficients of the matrix $X$ are given
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The sentence

$$\forall x \ (\det(X) \neq 0 \rightarrow \exists y \ (Xy = 1))$$

holds classically. In order to prove (*) constructively, fix a point $x \in \mathbb{Q}_p$ (or $\mathbb{R}$) at which $\det(X) \neq 0$. $x$ is given by a Cauchy sequence of rational points $(x_n)$ which converges at the rate $|x_k - x_l| \leq p^{-\min(k,l)}$ for every $k, l \geq 1$ (in $\mathbb{R}$, $|x_k - x_l| \leq k^{-1} + l^{-1}$), and the inequality $\det(X) \neq 0$ includes the information that $\det(X)$ is bounded away from zero. (The precise, constructive definitions are given in Section 2.) One must construct a Cauchy sequence $(y_k)$ satisfying the same rate-of-convergence condition in order to obtain a $p$-adic point $y$ for which $Xy = 1$. The $y_k$ need not be rational points, but they must be determined by a finite amount of information about $x$. Thus, one must generate a subsequence $(x_{n_k})$ of $x$ and associate with each $x_{n_k}$ a $y_k$ so that the sequence $(y_k)$ converges and satisfies $X_{n_k}y_k = 1$.

Let $X_k$ be the matrix with coefficients $x_k$. In order to use the classically true sentence (*), the sequence $(x_k)$ should satisfy $\det(X_k) \neq 0$ for every $k$. One can then use Cramer's rule to write explicitly a continuous, vector-valued function $f$ such that $y = f(x_k)$ is the solution to the equation $X_ky = 1$. This further information about the continuous dependence of $y$ on $x$ is what is required for the predicate $G$. (In general, $G$ will not define a single-valued function.) It is now natural to take $y_1 = f(x_1)$, but this choice may not be the correct one. The rate of convergence required for the $(y_k)$ is that $|y_k - y_0| \leq p^{-1}$ (respectively $\leq 1$) for every $k > 1$. Since $f$ is continuous, there will be a $\delta \neq 0$ so that, if $|x_1 - x_k| < |\delta|$, then $|f(x_1) - f(x_k)| \leq p^{-1}$ (respectively $\leq 1$), but there is no guarantee that there is an $x_k$ within distance $|\delta|$ of $x_1$, leaving no obvious way to choose $y_2$. One needs to use the stronger fact that $f$ is uniformly continuous on sets of the form $B = \{z \in \mathbb{Q}_p^n : |\det(Z)| \geq p^{-b_1} \& |z| \leq p^{-b_2}\}$, where $b_1, b_2 \in \mathbb{Z}$. The constructive reading of $\det X \neq 0$ allows one to suppose there is a uniform lower bound on $|\det(X_k)|$. Hence one can find a set $B$ containing $x$ and the sequence $(x_1)$ on which $f$ is uniformly continuous. So there is a $\delta \neq 0$ such that, for any $k, l$, if $|x_k - x_l| < |\delta|$, then $|f(x_k) - f(x_l)| < p^{-1}$ (respectively $\leq 1$). Now we can let $y_1 = f(x_{n_1})$, where $n_1$ is an integer large enough so that $p^{-n_1} < |\delta|$ (respectively $n_1^{-1} < |\delta|$). For then every $x_n$ with $n \geq n_1$ is within $|\delta|$ of $x_{n_1}$, and thus there are possible choices for the next elements of the sequence. To conclude, one remarks that, since $x_{n_k}y_k = 1$ for every $k$, this equality also holds in the limit.

The difficulties that arise in the general case, as compared with this example, deserve some comment. In general, one supposes that $\forall x \ (M(x) \rightarrow \exists y \ G(x, y))$ holds over $\mathbb{Q}_p$. To establish that $\forall x \ (M(x) \rightarrow \exists y \ N(x, y))$ holds over $\mathbb{Q}_p$, one is presented with $x \in \mathbb{Q}_p^n$ such that $M(x)$ holds, and one has to find $y \in \mathbb{Q}_p^n$ such that $N(x, y)$ holds. In order to make use of the assumption, one must have a sequence $(x_k)$ from $\mathbb{Q}_p^n$ converging to $x$ such that $M(x_k)$ holds for each $k$. On the other side of the implication, if $N$ does not define a closed set, one must choose the points $(x_k, y_k)$ obeying $G$ with care to ensure that $N$ holds in the limit. That both of
these can be done when $M$ and $N$ are simple formulae is shown by the crucial Lemma 3.1, which uses the geometry of cylindrical algebraic decompositions to show that a constructive number (real or $p$-adic) can be approximated by a sequence of algebraic numbers with special properties.

The other major difficulty in the general case comes in the adaptation of familiar compactness arguments to obtain uniform versions of the continuity property of $G$ over closed and bounded subsets. These arguments are not, in general, constructively valid. However, it turns out that they are only needed over the algebraic numbers, where, as is shown in Section 2, they can be constructively justified.

The continuity property of $G$ tells us that the other direction of the transfer theorem is not true if interpreted classically. If $\forall x (M(x) \rightarrow \exists y N(x, y))$ holds classically, it does not necessarily follow that $y$ depends continuously on $x$. So the proof of this direction must require the use of some nonclassical principle, and it is natural to turn to intuitionism. Scowcroft [19] has shown that Brouwer's principle for numbers [5] implies a weak form of Brouwer's principle for functions, and it is the latter which is employed in the proof of Theorem 4.3. The difficulty comes in trying to apply the principle, which is stated in terms of functions on Baire space, in this new context. The application requires the existence of continuous functions mapping Baire space onto certain specially defined subsets of $\mathbb{Q}_p^n$ (respectively $\mathbb{R}^n$). The construction of these functions, which is highly technical, is given in Lemma 4.2. Once the machinery is in place, the theorem is proved fairly easily.

This paper aims to present the main ideas involved in the proof of the transfer theorem. Since the method of proof is the same for the reals and the $p$-adics, many of the details have been omitted. These can be found for the reals in [19] and for the $p$-adics in [11]. The proof of the fundamental Lemma 3.1 is given in full, since it illustrates both the type of argument that is needed to give a satisfactory constructive proof and the changes that need to be made in passing from the reals to the $p$-adics. More details in the preliminary work on the $p$-adics have been included, as this material is not available in the literature.

2. The constructive $p$-adics

Before starting work on the transfer theorem, we need to establish some basic facts about the constructive $p$-adic numbers. In this section, the constructive $p$-adics are defined and they are shown to satisfy some of the algebraic properties of $p$-adically closed fields. As a result, the algebraic $p$-adics are a model of the classical theory of $p$-adically closed fields. We then focus on the algebraic $p$-adics, and show that various classical results can be proved constructively in this setting. These include cell decompositions and certain basic results for compact subsets of the algebraic $p$-adics. Theorem 2.11 is crucial to the latter, as it asserts the
existence of limits for bounded definable functions on the algebraic $p$-adics. It is also of independent interest. The proof is fairly technical, so it is postponed to the Appendix.

It will be assumed that the reader knows something of constructive real analysis as presented in [2]. The construction of the completion of an arbitrary metric space $(X, \rho)$ given there could possibly be used for the $p$-adics. The elements of the completion are taken to be those Cauchy sequences from $X$ which converge at the rate $\rho(x_m, x_n) \leq m^{-1} + n^{-1}$ for all positive integers $m$ and $n$. However, the fact that the $p$-adic metric is topologically discrete makes it more natural to proceed with a different rate of convergence. Recall that the $p$-adic valuation, for a fixed prime $p$, is defined on the rationals by writing $0 \neq x \in \mathbb{Q}$ as $x = p^n r/s$, where $n, r, s \in \mathbb{Z}$ and $p \nmid rs$. The $p$-adic valuation is defined to be $|x|_p = p^{-n}$, and it is usual to write $n = \text{ord}(x)$. That this function is a non-Archimedean valuation is easy to show, and additionally it satisfies the ultrametric inequality: for any $x, y \in \mathbb{Q}$, $|x + y|_p \leq \max\{|x|_p, |y|_p\}$. The subscript $p$ will normally be omitted, and $|\cdot|$ will be taken to denote the $p$-adic valuation unless otherwise indicated. The set of $p$-adic numbers is the completion of the rationals with respect to this valuation.

Definition 2.1. A $p$-adic number is a sequence of rationals $(x_n)_{n \geq 1}$ such that

$$|x_n - x_m| \leq p^{-\min(n, m)}, \quad \text{for all } n, m \in \mathbb{Z}^+.$$  

Two $p$-adic numbers $x = (x_n)$ and $y = (y_n)$ are equal, $x = y$, if $|x_n - y_n| < p^{-n}$ for every $n \in \mathbb{Z}^+$, and are apart, $x \neq y$, if there is a positive integer $A$ such that $|x_A - y_A| > p^{-A}$. The set of $p$-adic numbers is denoted by $\mathbb{Q}_p$, and the subset of $p$-adic numbers which are apart from zero is denoted by $\mathbb{Q}_p^*$. The $p$-adic valuation on the rationals can be extended to the $p$-adics in a natural way. For $x \equiv (x_n)$, define

$$|x| = \lim_{n \to \infty} |x_n|,$$

where the limit is understood in the sense of the constructive reals. It is straightforward to show that this is a valuation on $\mathbb{Q}_p$ and satisfies the ultrametric inequality. In particular, if $x \neq 0$, then there is an integer $A$ such that $|x| = |x_A| = |x_1|$ for every integer $n \geq A$. The valuation will be extended to $\mathbb{Q}_p^m$ by setting

$$|x| = |(x_1, \ldots, x_m)| = \max\{|x_1|, \ldots, |x_m|\}.$$  

The classical first-order theory of $p$-adically closed fields can be recursively axiomatised in a language containing the function symbols $+, -, \cdot$, constants $0, 1$, binary predicates $\neq$ and $V$, and a family of unary predicates $\{P_n\}_{n \geq 2}$. The axioms (adapted from [18]) are those for a commutative ring of characteristic zero.
and the universal closures of:

(i) \( x \neq 0 \iff \exists y \ (xy = 1) \land \neg(x \neq 0) \rightarrow x = 0; \)
(ii) \( V(x, y) \land V(y, z) \rightarrow V(x, z); \)
(iii) \( V(x, y) \land V(x', y') \rightarrow V(xx', yy'); \)
(iv) \( V(x, y) \land V(x, y') \rightarrow V(x, y + y'); \)
(v) \( \neg V(p, 1); \)
(vi) \( \neg V(1, x) \rightarrow V(px, 1); \)
(vii) \( V(1, x) \rightarrow \bigvee_{i=0}^{p-1} V(p, x - i); \)
(viii) \( \bigwedge_{i=0}^{n} V(1, x_i) \land V(1, y) \land V\left(p, \sum_{i=0}^{n} x_iy^i\right) \land V\left(\sum_{i=1}^{n} iy_iy'^{-1}, 1\right) \rightarrow \exists w \left[V(1, w) \land V(p, y - w) \land \sum_{i=0}^{n} x_iw^i = 0\right]; \)
(ix) \( y^n = x \rightarrow P_n(x) \land (P_n(x) \rightarrow \exists z \ (z^n = x)); \)
(x) \( x \neq 0 \rightarrow \exists y \bigvee_{i=0}^{a_2} \bigwedge_{p \nmid a} \left(P_n(y) \land ap'y = x\right). \)

Axioms (ii)–(viii) express the fact that \( 1.1 \) is a \( p \)-valuation. (viii) \( n \) is Hensel's Lemma, (ix) \( n \) defines the \( P_n \) predicate, and (x) \( n \) says that the subgroup of \( n \)th powers has finite index in the multiplicative group \( \mathbb{Q}_p^* \). Interpreted constructively, these axioms also hold in \( \mathbb{Q}_p \), as is shown in the next proposition.

**Proposition 2.2.** \( (\mathbb{Q}_p, +, -, \cdot, 0, 1, \neq, V, \{P_n\}_{n \geq 2}) \) is a model for the axioms (i)–(x), when \( x \neq y \) is interpreted as '\( x \) is apart from \( y \)', \( V(x, y) \) is interpreted as \( |x| > |y| \) and for each \( n \geq 2 \), \( P_n(x) \) is interpreted as '\( x \) is an \( n \)th power'.

**Proof.** Addition, subtraction and multiplication are defined in obvious ways to make \( \mathbb{Q}_p \) a commutative ring. It is then straightforward to define the inverse operation on \( \mathbb{Q}_p^* \). The second conjunct of (i) is clear from the definition of apartness. (ii)–(iv) follow from the fact that \(|\cdot|\) is a \( p \)-valuation with the ultrametric property. (v) holds by definition; \(|p| = p^{-1}\) and \(|1| = 1\). (vi) holds because, if \( \neg(|x| \leq 1) \), then \(|x| > 1\) as the \( p \)-adic topology is discrete. So \( x \neq 0 \), so \(|x| = p^r\) for some \( r \geq 1 \), hence \(|px| = p^{r-1} \geq 1\). (vii) follows from the fact that a \( p \)-adic which is apart from 0 can be written as an expansion in powers of \( p \); if \( x \in \mathbb{Q}_p^* \) with \(|x| = p^{-r}\) and \( k \geq r \), then there are \( \bar{x} \in \mathbb{Q}_p \) and integers \( a_j \in \{0, 1, \ldots, p-1\} \) for \( r \leq j < k \) such that \( a_j \neq 0 \), \(|\bar{x}| < p^{-k}\) and \( x = \sum_{j=r}^{k-1} a_jp^j + \bar{x} \). If \( r > 0 \), we can take \( i = 0 \) for (vii), and if \( r = 0 \), we can take \( i = a_0 \). If it is not known if \( x \neq 0 \) or not, then it must be the case that \(|x| < |p|\), so \( i = 0 \) will do. (viii) is a corollary of Hensel's Lemma, proofs of which are usually given in a form which can easily be
made constructive. (ix), holds by definition of $P_n$. (x)$_{n=2}$ can be shown by writing
\[ x = \sum_{j \geq \text{ord}(n)+r} a_j p^j + \hat{x}, \quad |\hat{x}| < p^{-(\text{ord}(n)+r)} \] and $a_j \in \{0, 1, \ldots, p - 1\}$. Let $a = \sum_{j=n}^{\text{ord}(n)} a_j p^j$ and let $i$ be the smallest positive integer such that $n$ divides $r - i$. Then $0 \leq i \leq n - 1$, $1 \leq a \leq p^{\text{ord}(n)+1}$, $p \nmid a$ and the fact that $(ap^i)^{-1} x$ is an $n$th power can be shown using the following lemma.

**Lemma 2.3.** If $a \in \mathbb{Q}_p$ is an $N$th power and $|b - a| < |N|^2 |a|$, then $b$ is an $N$th power.

**Proof.** Apply Hensel's Lemma to the polynomial $f(X) = X^N - ba^{-1}$ ($a$ is invertible as $a \neq 0$), with approximate solution 1. \(\square\)

A first-order formula in the above language will be called a \textit{p-adic algebraic formula}. A \textit{p-adic algebraic formula} is a \textit{simple formula} if it is a finite conjunction
\[ \bigwedge_i \left[ \bigwedge P_{N_i}(f_{ij}(x)) \rightarrow \bigvee_k P_{M_k}(g_{ik}(x)) \right], \]
where the $f_{ij}$ and $g_{ik}$ are polynomials with integer coefficients, $N_i$ and $M_k$ are positive integers and $P_N$ is defined by
\[ P_N(x) \leftrightarrow P_N(x) \land x \neq 0. \]
The transfer theorem applies to formulae constructed from simple formulae. Since classically the theory of \textit{p-}adically closed fields admits elimination of quantifiers [13] and the predicate $V$ can be eliminated in favour of the $P_n$ predicates, every \textit{p-adic algebraic formula} is, classically, equivalent to a simple formula. That this is not true constructively can be seen by considering the formula $(P_2(x^2) \rightarrow \bot) \rightarrow \bot$, which is not constructively equivalent to a simple formula. Corollary 3.5 uses the transfer theorem to show that the class of \textit{p-adic algebraic formulae} which are constructively equivalent to simple formulae is quite large.

To consider a transfer theorem, we need to have a way of discussing the classical theory of \textit{p-adically} closed fields from a constructive standpoint. This is provided by the algebraic \textit{p-adics}; the elements of $\mathbb{Q}_p$ which satisfy a monic polynomial over $\mathbb{Q}$. In Propositions 2.5 and 2.6, it is shown that the algebraic \textit{p-adics} $Q_p$ form a discrete field (that is, $\forall x (x = 0 \lor x \neq 0)$ holds in $Q_p$) and hence conclude that the elementary theory of $Q_p$ is the classical theory of \textit{p-adically} closed fields.

**Definition 2.4.** $Q_p = \{ x \in \mathbb{Q}_p : \exists n \geq 1 \exists a_0, \ldots, a_{n-1} \in \mathbb{Q} (x^n + \sum_{i=0}^{n-1} a_ix^i = 0) \}$. The set of algebraic \textit{p-adics} which are apart from 0 will be denoted by $Q'_p$.

**Proposition 2.5.** $(Q_p, +, - , \cdot, 0, 1, \neq, V, \{P_n\}_{n \geq 2})$ is a decidable substructure of $(\mathbb{Q}_p, +, - , \cdot, 0, 1, \neq, V, \{P_n\}_{n \geq 2})$, and satisfies the axioms (i)-(x).
Proof. This can be proved in the same way as the corresponding result for the reals [19, Fact (A)]. The fact that the $P_N$ predicates are decidable comes from the stronger version of (x):

$$(x)\quad \exists y \left( \bigvee_{i=0}^{p^{2^{\omega d(N)+1}}} \bigwedge_{a \neq 0 \, a \neq 1} (P_N(y) \& a P' y = x) \right),$$

which holds over $Q_p$. □

**Proposition 2.6.** The elementary theory of $Q_p$ is the classical theory of $p$-adically closed fields, and admits elimination of quantifiers.

Proof. Once again, this is proved in the same way as the corresponding result for the reals [19, Fact (B)]. The fact that every prenex existential formula is equivalent to a quantifier-free formula is proved constructively in [10]. □

**Proposition 2.7.** $Q_p$ admits definable Skolem functions.

Proof. This is proved constructively in [18]. □

The purpose of the next few paragraphs is to describe cylindrical algebraic decompositions (c.a.d.s), which are a useful tool for working with both the reals and the $p$-adics. First developed by Collins [8] to partition a real $m$-dimensional space into cells with special geometric properties, the geometry of these partitions can be used to give a constructive proof of quantifier elimination for the theory of real closed fields. Denef [10] used analogously defined cells to give a constructive proof of quantifier elimination for the theory of $p$-adically closed fields. Scowcroft and van den Dries [20] showed that one can construct a finite partition of a $p$-adic $m$-dimensional space into definable cells, and that this partition shares the nice geometric properties of Collins' c.a.d.s. The definition is by induction on $m$. A c.a.d. of $Q_p^1$ is a sequence of cells $\mathcal{C} = (C_i)$, indexed by sequences of length two, and determined by a finite set of points $c_1, \ldots, c_k$. The cells $C_{i,0}$ consist of a single point:

$$C_{i,0} = \{c_i\}.$$  

The cells $C_{i,j}$ with $j \neq 0$ are open sets:

$$C_{i,j} = \{x \in Q_p : |a_{ij1}| \sqcap_{ij1} |x - c_i| \sqcap_{ij2} |a_{ij2}| \& \hat{P}_N(b_j(x - c_i))\},$$

where $a_{ij1}, a_{ij2} \in Q_p$, and may not appear at all, $\sqcap_{ij1}$ and $\sqcap_{ij2}$ are $<$ or $\leq$ ($\sqcap_{ij1}$ is $<$ if $a_{ij1} = 0$), $N$ is fixed for the decomposition and $b_j$ is an element of a fixed set of representatives for the cosets of the $N$th powers. For each cell $C_{i,0}$ the number of cells $C_{i,0}$ may vary. The cells are disjoint, and their union is $Q_p$. The index of a cell in $Q_p^m$ will be a sequence of length $2m$ of nonnegative integers. Given a c.a.d. $\mathcal{C} = (C_o)$ of $Q_p^m$, a c.a.d. of $Q_p^{m+1}$ is obtained by partitioning each cylinder...
$C_\sigma \times Q_p$ using finitely many definable, continuous functions $c_{\sigma,i}: C_\sigma \to Q_p$, which have the property that $c_{\sigma,i}(x) \neq c_{\sigma,j}(x)$ for every $i \neq j$ and $x \in C_\sigma$. The cells are defined as follows:

$$
C_{\sigma, (i,0)} = \{(x, y) \in C_\sigma \times Q_p : y = c_{\sigma,i}(x)\},
$$

$$
C_{\sigma, (i,j)} = \{(x, y) \in C_\sigma \times Q_p : |a_{\sigma,j1}(x)| \cdot |y - c_{\sigma,i}(x)| \leq |a_{\sigma,j2}(x)|\},
$$

for $j \neq 0$,

where $a_{\sigma,j1}, a_{\sigma,j2}: C_\sigma \to Q_p$ are continuous, definable functions which may or may not be present, $a_{\sigma,j1}$ is always or never zero on $C_\sigma$, $a_{\sigma,j1}$ and $a_{\sigma,j2}$ are $<$ or $\leq$ ($\sqcup_{\sigma,j1}$ is $<$ if $a_{\sigma,j1} = 0$), and $b_{\sigma,j}$ is a coset representative. The cells partitioning any one cylinder $C_\sigma \times Q_p$ are disjoint and their union is $C_\sigma \times Q_p$. Hence all the cells of $\mathcal{C}$ are disjoint and their union is $Q_p^{m+1}$. The subscripts $\sigma, i, j$ will be omitted wherever this is possible without ambiguity.

The rank of a cell $C_\sigma$ of a c.a.d. of $Q_p^m$ is the sequence of length $m$ of zeros and ones defined by

$$
(rk(\sigma))_k = \begin{cases} 
1, & \text{if } (\sigma)_k \neq 0, \\
0, & \text{if } (\sigma)_k = 0,
\end{cases}
$$

for $1 \leq k \leq m$, where $(\sigma)_k$ is the $k$th element of the sequence $\sigma$. As members of $\mathbb{2}^m$, the ranks may be ordered lexicographically. The dimension of a cell is defined to be

$$
dim(C_\sigma) = dim(\sigma) = \sum_{k=1}^{m} (rk(\sigma))_k.
$$

A c.a.d. of $Q_p^m$ induces a c.a.d. of $Q_p^n$ for any $1 \leq n \leq m$; the induced c.a.d. can be found using the projection of $Q_p^m$ onto $Q_p^n$ which forgets the last $m-n$ coordinates. Two cells in $Q_p^m$ project onto the same cell in $Q_p^n$ if, and only if, their indices have the same initial segment of length $2n$; this initial segment is the index of the cell in the induced c.a.d. of $Q_p^n$. Another useful projection is $\pi_\alpha: C_\sigma \to Q_p^{\dim(\sigma)}$, the projection of $C_\sigma$ onto those coordinate axes $x_i$ for which $(rk(\sigma))_i = 1$.

A c.a.d. of $Q_p^m$ is said to be invariant with respect to an integer $N$ and a polynomial $p(x) \in Q_p[x_1, \ldots, x_m]$ (or with respect to a $p$-adic algebraic formula $M(x)$) if $p(x)$ takes values in a unique coset of the $N$th powers and is always, or never, zero (or $M(x)$ has constant truth value) on each cell of the c.a.d.

**Theorem 2.8.** For any $k \leq m$ there is a primitive-recursive algorithm which, from any integer $N$, and finite list of polynomials $p_i(x)$ and $p$-adic algebraic predicates $M_j(x)$ produces quantifier-free definitions of the cells of a c.a.d. of $Q_p^k$ induced by a c.a.d. of $Q_p^m$ invariant with respect to the $p_i$'s, $M_j$'s and $N$.

**Proof.** This is a consequence of [20, Lemma 4.1], which is proved using Theorem 1.1 of the same paper and a result of Denef ([9], but proved constructively in
Only one point, in the proof of Theorem 1.1, needs constructive verification. The authors use the fact that an element of the algebraic closure of $\mathbb{Q}_p$ which is not in $\mathbb{Q}_p$ lies some positive distance away from $\mathbb{Q}_p$. This fact can be established constructively for $\mathbb{Q}_p$ as follows. From [14, Theorem VI.3.5], there is a discrete algebraic closure $\mathbb{Q}_p^{\text{alg}}$ of the countable discrete field $\mathbb{Q}_p$. Every element $\alpha$ of $\mathbb{Q}_p^{\text{alg}}$ satisfies a polynomial in $\mathbb{Q}_p[X]$. By [14, Theorem VII.1.8] and Hensel's Lemma (which tell us that $\mathbb{Q}_p$ is factorial), this polynomial can be factored into irreducible components. So we can find a minimal polynomial $m_\alpha(X)$ for each $\alpha$ in $\mathbb{Q}_p^{\text{alg}}$. Hence one can define a valuation on $\mathbb{Q}_p^{\text{alg}}$ in the usual way, by setting $|\alpha|^{\deg(m_\alpha)} = \prod_{i=1}^{\deg(m_\alpha)} |\alpha_i|$, where the $\alpha_i$ are the conjugates of $\alpha = \alpha_1$ over $\mathbb{Q}_p$. For any $x \in \mathbb{Q}_p$, the degree of the minimal polynomial for $\alpha - x$ is the same as the degree of the minimal polynomial for $\alpha$, and $x$ has only itself as conjugates. Hence $|\alpha - x|^{\deg(m_\alpha)} = \prod_{i=1}^{\deg(m_\alpha)} |\alpha_i - x| = |m_\alpha(x)|$.

The next two propositions describe further properties of the cells of a c.a.d. of $\mathbb{Q}_p$. The first shows that the geometry of the cells is, in some sense, very simple, and describes how the cells fit together. The second shows that one may construct continuous functions with special properties relative to a c.a.d. These results correspond to [19, Facts (D) and (J)], respectively.

**Proposition 2.9.** (i) $\pi_\alpha : C_\alpha \rightarrow Q_\mathbb{Q}_p^{\dim(\alpha)}$ is a continuous, continuously invertible mapping of $C_\alpha$ onto $\pi_\alpha(C_\alpha)$, which is open in $Q_\mathbb{Q}_p^{\dim(\alpha)}$.

(ii) $C_\alpha$ is closed in its union with the cells of higher rank, and this union is open in $Q_\mathbb{Q}_p^n$.

**Proof.** The proof depends on properties of cells which are the same for both the reals and the $p$-adics, so does not need to be changed for the $p$-adic case. A proof of this result for the reals is given in [16, Lemma 2].

**Proposition 2.10.** Let $\mathcal{C}$ be a c.a.d. of $Q_\mathbb{Q}_p^{m+n}$, $C_\alpha$ a cell of the induced c.a.d. of $Q_\mathbb{Q}_p^n$, and $C_{\sigma \tau}$ a cell in $\mathcal{C}$. If $(x, y) \in C_{\sigma \tau}$, then there is a continuous, definable
function $F_{\sigma \cdot \tau}$ defined on a neighborhood $A$ of $x$ in $C_{\sigma}$, such that $F_{\sigma \cdot \tau}(x) = y$ and the graph of $F_{\sigma \cdot \tau}$ is contained in $C_{\sigma \cdot \tau}$.

**Proof.** The proof of this result is very similar to the proof of the corresponding result for the reals [16, Lemma 3]. It is worth giving in full here because it illustrates the extra care which is necessitated by the addition of the $\bar{P}_N$ predicates to the definitions of cells. The proof is by induction on $n$. The argument for the base case $n = 1$ is essentially the same as for the general case, so suppose that the result is true for c.a.d.s of $Q_p^{m+n}$ with $m, n \geq 1$, and take $\mathcal{C}$ to be a c.a.d. of $Q_p^{m+n-1}$. Let $C_{\sigma \cdot \tau}(i,j)$ be a cell of $\mathcal{C}$ and $(x, y) \in C_{\sigma \cdot \tau}(i,j)$. For any $z \in Q_p^{n-1}$, let $z_1$ be the projection of $z$ onto the first $n$ coordinates and $z_{n+1}$ the projection of $z$ onto the last coordinate. By the induction hypothesis, there is a continuous, definable function $F_{\sigma \cdot \tau}$ from a neighborhood $A_1$ of $x$ in $C_{\sigma}$ such that $F_{\sigma \cdot \tau}(x) = y$, and the graph of $F_{\sigma \cdot \tau}$ is contained in $C_{\sigma \cdot \tau}$. If $j = 0$, then

$$C_{\sigma \cdot \tau}(i,0) = \{(w, z_1, z_{n+1}) \in C_{\sigma \cdot \tau} \times Q_p^n : z_{n+1} = c(w, z_1)\}.$$  

$F_{\sigma \cdot \tau}(i,0)$ is defined on the neighborhood $A = A_1$ by

$$F_{\sigma \cdot \tau}(i,0)(w) = (F_{\sigma \cdot \tau}(w), c(w, F_{\sigma \cdot \tau}(w))),$$

and the graph of $F_{\sigma \cdot \tau}(i,0)$ is clearly contained in $C_{\sigma \cdot \tau}(i,0)$. If $j \neq 0$, then

$$C_{\sigma \cdot \tau}(i,j) = \{(w, z_1, z_{n+1}) \in C_{\sigma \cdot \tau} \times Q_p^n : |a_i(w, z)| \|_1 |z_{n+1} - c(w, z_1)| \|_2 |a_2(w, z)| \& \bar{P}_N(b(z_{n+1} - c(w, z_1)))\}.$$  

Define

$$F_{\sigma \cdot \tau}(i,j)(w) = (F_{\sigma \cdot \tau}(w), y_{n+1}).$$

We have to find a neighborhood $A \subseteq A_1$ of $x$ such that the graph of $F_{\sigma \cdot \tau}(i,j)$ is contained in $C_{\sigma \cdot \tau}(i,j)$. Since $(x, y) \in C_{\sigma \cdot \tau}(i,j)$, $b(y_{n+1} - c(x, y_1))$ is an $N$th power. By Lemma 2.3, $b(y_{n+1} - c(x, y_1))$ is an $N$th power for any $(w, z) \in C_{\sigma \cdot \tau}$ satisfying

$$|c(w, z) - c(x, y_1)| < |b|^{-1} |N|^2 |y_{n+1} - c(x, y_1)|.$$  

In this case, $|y_{n+1} - c(x, y_1)| = |y_{n+1} - c(w, z)|$, so $|a_1(w, z)| \|_1 |y_{n+1} - c(w, z)| \|_2 |a_2(w, z)|$, provided $|a_i(w, z)| = |a_i(x, y_1)|$ for $i = 1, 2$. This is assured if $a_i$ is identically zero or

$$|a_i(w, z) - a_i(x, y_1)| < |a_i(x, y_1)|,$$

which is possible as the $a_i$ are always or never zero on $C_{\sigma \cdot \tau}$. Since the functions $c$, $a_1$, $a_2$ are continuous, there is a $\delta \in Q_p^*$ such that, if $|(w, z) - (x, y_1)| < |\delta|$, then all of the displayed conditions above hold. $F_{\sigma \cdot \tau}$ is continuous on $A_1$, so there is an open set $A \subseteq A_1$ such that $|(w, F_{\sigma \cdot \tau}(w)) - (x, y)| < |\delta|$ for every $w \in A$. The above discussion then shows that $(w, F_{\sigma \cdot \tau}(i,j)(w)) \in C_{\sigma \cdot \tau}(i,j)$ for every $w \in A$. □
The next theorem corresponds to the result for the reals [19, Fact (G)] that a bounded, definable function from the interval (0, 1] in the algebraic reals has a well-defined limit at 0. One can replace the 'interval (0, 1]' by any bounded definable subset $A$ with the property that $A$ has interior, has 0 as a limit point and is a subset of the set of squares in $R$. The analogy with the $p$-adic result then becomes clear; the proof of Theorem 2.11 shows that a bounded definable function on an open ball in $Q_p$ around 0 has a well-defined limit at 0 on an open subset of the set of $N$th powers, for some $N$. Scowcroft gives a concise proof of his result which does not, however, carry over to the $p$-adics, since it uses the ordering on the reals in an essential way. The proof given here would also work for the reals, but since the proof itself is not essential to what follows, it is postponed to the Appendix.

**Theorem 2.11.** Let $f : U \to Q_p$ be a bounded, definable function whose domain includes a punctured open ball $U \subseteq Q_p$ around the origin. One can find an open set $A \subseteq U$ with $0 \in \text{cl}(A)$ such that $\lim_{x \to 0, x \in A} f(x)$ exists in $Q_p$.

The next two propositions correspond exactly to results for the reals [19, Facts (H) and (I)]. Given Theorem 2.11, the proofs are essentially unchanged. They show that certain classical results on compact sets hold constructively in the algebraic $p$-adics for definable sets.

**Definition 2.12.**
(i) A set $C \subseteq Q^m$ is taken to be compact if it is definable, bounded and closed in $Q^m$.

(ii) A $p$-adic algebraic formula $\varphi(x, y, \delta)$ is said to be monotone in $\delta$ if

$$\forall x, y, \delta, \theta ((0 < |\theta| \leq |\delta| & \varphi(x, y, \delta)) \rightarrow \varphi(x, y, \theta))$$

holds over $Q_p$.

**Proposition 2.13.** If $C \subseteq Q^m$ is compact and $f : C \to Q^*_p$ is a definable, continuous function, then $f(C)$ is compact.

**Proposition 2.14.** If $C \subseteq Q^m$ is compact, $\varphi(x, z, \delta)$ is monotone in $\delta$ and

$$\forall x \in C \exists \delta \in Q^*_p \forall y \in Q_p (|y - x| < |\delta| \rightarrow \varphi(y, z, \delta))$$

holds over $Q_p$, then there is a $\delta \in Q^*_p$ such that

$$\forall x \in C \varphi(x, z, \delta)$$

holds over $Q_p$.

The final result of this section, the so-called 'finiteness theorem' of semi-algebraic geometry, says that an open definable set can be written in a form which makes it obvious that it is open. A constructive proof of this result can be found in [4].
Proposition 2.15. For any open definable set \( S \subseteq Q^m_p \) there is an integer \( N \) such that \( S \) can be written as a finite union of finite intersections of sets of the form \( \{ x \in Q^m_p : \tilde{P}_N(f(x)) \} \), where \( f(x) \) is a polynomial over \( Q_p \).

3. The main constructive theorem

This section shows how one may prove that certain \( p \)-adic algebraic formulae made up of simple formulae are constructively valid.

The following fundamental lemma constructs a link between points \( x \in Q^m_p \) obeying a simple formula \( M \), and sequences of points in \( Q^m_p \) which obey \( M \) and converge to \( x \).

Lemma 3.1. Given a c.a.d. \( \mathcal{C} \) of \( Q^m_p \) and an \( x \in Q^m_p \) one may generate a sequence \( (y_k)_{k \geq 1} \) in \( Q^m_p \) which converges to \( x \) and has the following properties.

(i) \( |y_k - y_l| \leq p^{- \min(k, l)} \) for every \( k, l \geq 1 \).

(ii) If \( y_k \) and \( y_{k+1} \) belong to different cells in \( \mathcal{C} \), then \( y_{k+1} \)'s cell has higher rank than \( y_k \)'s cell.

(iii) If \( y_k \) belongs to a cell \( C_o \), then there is a compact set \( C \subseteq C_o \) such that, for any \( l \geq k \), if \( y_l \in C_o \), then \( y_l \in C \).

(iv) Let \( M(z_1, \ldots, z_m) \) be the predicate

\[
\wedge_i \left[ \bigwedge_j P_{N_i}(f_j(z)) \rightarrow \bigvee_k P_{M_k}(g_{ik}(z)) \right]
\]

\((f_j, g_{ik} \in Q[Z])\) and suppose that \( \mathcal{C} \) is invariant with respect to the polynomials \( f_j \) and \( g_{ik} \), and the integers \( N_i \) and \( M_k \).

(a) If \( M(x) \), then one may generate a subsequence \( (y_{n_k})_{k \geq 1} \) of \( (y_k)_{k \geq 1} \) such that \( M(y_{n_k}) \) holds for every \( k \geq 1 \).

(b) If \( M(y_k) \) for every \( k \geq 1 \), then \( M(x) \).

Proof. The proof of (i)–(iii) is by induction on \( m \). We start with the sequence \( (x_k) \) of rational points with which \( x \) is initially presented. This sequence satisfies (i) but cannot be expected to satisfy (ii), so we choose the sequence \( (y_k) \) to be algebraic points which lie close enough to the sequence \( (x_k) \) that the two sequences have the same limit. To satisfy (ii), each \( y_k \) should be in a cell of minimal rank amongst those cells intersecting a ball of radius \( p^{-k} \) around \( x_k \). This ensures that the rank of cells cannot decrease from \( y_k \) to \( y_{k+1} \). To make sure that \( y_{k+1} \) is not in a different cell of the same rank to that containing \( y_k \), the cell of minimal rank should be unique. This is ensured by introducing a delay factor: \( y_k \) is chosen to lie close to \( x_{k+n} \) for some appropriate \( n \). This method of choosing the cell in which \( y_k \) lies also ensures that \( y_{k+1} \) is only in a different cell to the cell \( C_o \) containing \( y_k \) if the sequence \( (x_k) \) is bounded away from \( C_o \). This makes it possible to satisfy (iii). The basic outline of the proof is the same as that of the
corresponding result for the reals. The details, however, differ enough to make it worthwhile reproducing the argument in full. This will also make it possible to omit details of some of the later proofs.

The case \( m = 1 \) illustrates the process described above very clearly. The set of single point cells of \( \mathcal{C} \) is the discrete set of points \( \{c_1, \ldots, c_r\} \) with \(|c_i - c_j| > \rho^{-a} \), say, for every pair \( i \neq j \). The sequence \( (y_k)_{k \geq 1} \) is defined inductively. If there is an \( i \) such that \(|x_{\alpha+1} - c_i| \leq \rho^{-(\alpha+1)} \), then let \( y_1 = c_i \). (It is easy to see that \( c_i \) is unique, so \( y_1 \) is well-defined.) As long as \(|x_{\alpha+k} - c_i| \leq \rho^{-(\alpha+k)} \), let \( y_k \) be \( c_i \). If \( y_k = c_i \) and \( y_{k+1} = c_j \), it follows from the ultrametric property and the definition of \( \alpha \) that \( c_i = c_j \). Thus, this part of the sequence satisfies (ii). If there is an integer \( l \) for which \(|x_{\alpha+l} - c_i| > \rho^{-(\alpha+l)} \) for every \( i \), one can define

\[
l_0 = \mu l \geq 1 \left[ \prod_{i=1}^{n} |x_{\alpha+l} - c_i| > \rho^{-(\alpha+l)} \right],
\]

and \( k_0 = l_0 + 2n \), where \( n = \text{ord}(N) \) and \( N \) is the integer (a least common multiple of the \( N_i \)'s and \( M_i \)'s) which appears as the \( P_N \) predicate in the definition of the cells of \( \mathcal{C} \). Let

\[
y_k = x_{\alpha+2n+k} \quad \text{for every } k \geq l_0.
\]

The claim is that the sequence \( (y_k)_{k \geq l_0} = (x_{\alpha+k})_{k \geq k_0} \) lies in one cell of \( \mathcal{C} \). Suppose \( C_a = \{z \in \mathbb{Q}_p^n: |a_1| \sqcap_1 |z - c_1| \sqcap_2 |a_2| & P_N(b(z-c_j))\} \) is the cell containing \( x_{\alpha+k_0} \). Since for every \( k \geq k_0 \),

\[
|x_{\alpha+k} - x_{\alpha+k_0}| \leq \rho^{-(\alpha+k_0)} = \rho^{2n} \rho^{-(\alpha+l_0)} < |N|^2 |x_{\alpha+k_0} - c_j|
\]

(by definition of \( l_0 \)), and \( b(x_{\alpha+k_0} - c_j) \) is a nonzero \( N \)th power, it follows from Lemma 2.3 that \( b(x_{\alpha+k} - c_j) \) is a nonzero \( N \)th power. It also follows that \(|x_{\alpha+k} - c_j| = |x_{\alpha+k_0} - c_j| \) and hence \(|a_1| \sqcap_1 |x_{\alpha+k} - c_j| \sqcap_2 |a_2| |x_{\alpha+k_0} - c_j|\) for \( k \geq k_0 \). Thus \( x_{\alpha+k} \in C_a \) for every \( k \geq k_0 \) and the claim is shown. Hence the sequence \( (y_k)_{k \geq 1} \) satisfies (ii). The fact that the sequence satisfies (i) is immediate from the construction. To show that (iii) holds for this sequence, one may let \( C = \{c_i\} \) as long as \( y_k = c_i \). For \( k \geq l_0 \),

\[
y_k \in C = \{z \in \mathbb{Q}_p^n: |z - c_j| = |x_{\alpha+k_0} - c_j| & P_N(b(z-c_j))\},
\]

which is a compact subset of \( C_a \).

Assume now that \( m \geq 1 \) and that (i)-(iii) hold for c.a.d.s of \( \mathbb{Q}_p^n \) when \( k \leq m \). To extend the result to c.a.d.s of \( \mathbb{Q}_p^{m+1} \), the idea is to apply the above argument to the last coordinate of \( x \). Let \( \Pi_0: \mathbb{Q}_p^m \to \mathbb{Q}_p^m \) be projection onto the first \( m \) coordinate axes, and \( \Pi_1: \mathbb{Q}_p^{m+1} \to \mathbb{Q}_p^m \) be projection onto the last coordinate axis. Let \( x = (x_k) \) and apply the induction hypothesis to get a sequence \( (y_k) \) which converges to \( \Pi_0(x) \) and obeys (i)-(iii) relative to the c.a.d. of \( \mathbb{Q}_p^m \) induced by \( \mathcal{C} \). Letting \( z_k = \Pi_1(x_k) \), for \( k \geq 1 \), it is easy to show that the sequence \( ((y_k, z_k))_{k \geq 1} \) converges to \( x \) at the required rate. The process of finding a new sequence \((w_k)\)
which will obey (i)–(iii) is started using information about the cell containing \( y_i \). If the sequence \( (y_k) \) changes cell, the process is iterated with information about the new cell. (ii) ensures that this happens only finitely many times.

Let \( C_\alpha \) be the cell containing \( y_1 \), and let \( C \) be the compact subset which contains all of the \( y_k \)'s which lie in \( C_\alpha \). Since the continuous functions \( c_i : C_\alpha \to \mathbb{Q}_p \) are apart, by Proposition 2.14 there is a positive integer \( \alpha \) such that, for every \( u \in C \) and \( j \neq i \), \( |c_i(u) - c_j(u)| > p^{-\delta} \). Similarly, the continuous functions \( c_i \) are uniformly continuous on \( C \), so there is a positive integer \( \delta \) such that, for every \( i \) and every \( u, v \in C \), if \( |u - v| < p^{-\delta} \), then \( |c_i(u) - c_i(v)| < p^{-\delta} \). Furthermore, by taking a subsequence if necessary, one can assume that \( |c_i(y_k) - c_i(y_j)| \leq p^{-\min(k, l)} \) for any \( y_k, y_l \in C_\alpha \).

To start computing the \( w_k \)'s, let \( k_0 = \max\{ \alpha, \delta \} \). If \( y_{k_0+1} \notin C_\alpha \), then start again with the cell \( C_\tau \) containing \( y_{k_0+1} \); find the new \( \alpha, \delta, k_0 \) and proceed as below. As long as \( y_{k_0+k} \in C_\alpha \), \( w_k \) is computed by setting

\[
w_k = (y_{k_0+k}, c_i(y_{k_0+k})), \quad \text{where } |z_{k_0+k} - c_i(y_{k_0+k})| \leq p^{-(k_0+k)},
\]

if there is such an \( i \). If there is no such \( i \), then \( w_k \) is given in the next paragraph.

As for the \( m = 1 \) case, it follows from the ultrametric property and the definition of \( k_0 \) that \( w_k \) is well-defined and, as long as \( w_k \) is defined in this way, the sequence does not change cell. The \( w_k \) are contained in the graph of \( c_i \) on \( C \) which is a compact set by Proposition 2.13, as \( C \) is compact.

Now suppose there is a least \( k, 3 1 \) such that \( y_{k_0+k} \in C_\alpha \) and \( |z_{k_0+k_1} - c_i(y_{k_0+k_1})| > p^{-(k_0+k_1)} \), for every \( i \). Then define

\[
w_k = (y_{k_0+2n+k}, z_{k_0+2n+k})
\]

for every \( k \geq k_1 \) such that \( y_{k_0+2n+k} \in C_\alpha \) (where still \( n = \text{ord}(N) \)). The claim is that the sequence \( (w_k) \) stays in the same cell as long as the sequence \( (y_{k_0+2n+k}) \) stays in the same cell. Suppose \( (y_{k_0+2n+k}, z_{k_0+2n+k}) \in C_{\alpha}(i,j) \) where

\[
C_{\alpha}(i,j) = \{(y, z) \in C_\alpha \times \mathbb{Q}_p : |a_i(y)| \leq |z - c_i(y)| \leq |a_2(y)| \}
\]

Since \( b(z_{k_0+2n+k}) - c_i(y_{k_0+2n+k}) \) is a nonzero \( N \)th power and

\[
|b(z_{k_0+2n+k} - c_i(y_{k_0+2n+k}))| = |b(z_{k_0+2n+k} - c_i(y_{k_0+2n+k}))| \\
\leq |b| p^{-(k_0+2n+k)} \\
< |b| p^{-2n} |z_{k_0+2n+k} - c_i(y_{k_0+2n+k})|
\]

(by the ultrametric property and the assumptions on the rate of convergence of the sequence \( (c_i(y_k)) \) in \( C_\alpha \)), it follows from Lemma 2.3 that \( b(z_{k_0+2n+k} - c_i(y_{k_0+2n+k})) \) is an \( n \)th power. It also follows that

\[
|z_{k_0+2n+k} - c_i(y_{k_0+2n+k})| = |z_{k_0+2n+k} - c_i(y_{k_0+2n+k})|
\]

Since the functions \( a_1 \) and \( a_2 \) are continuous (and \( a_1 \) is always or never zero on \( C_\alpha \)), they are uniformly continuous on \( C \), so there is a \( \delta \in \mathbb{Q}_p^* \) such that, if
\( |y - y' | < |\delta| \) for any \( y, y' \in C \), then \( |a_1(y)| = |a_1(y')| \) and \( |a_2(y)| = |a_2(y')| \). Let \( k_2 \geq 2n \) be such that \( p^{-(k_0+k_1+k_2)} \leq |\delta| \). Adjust the definition of \( w_k \) to include \( k_2 \):

\[
 w_k = (y_{k_0+k_2+k}, z_{k_0+k_2+k})
\]

for \( k \geq k_1 \) such that \( y_{k_0+k_2+k} \in C_\sigma \). Then

\[
|a_1(y_{k_0+k_2+k})| \leq |z_{k_0+k_2+k} - c_i(y_{k_0+k_2+k})| \leq |a_2(y_{k_0+k_2+k})|,
\]

and hence \( w_k \in C_\sigma \). The above argument shows further that \( w_k \) is in the compact set \( C' \subseteq C_\sigma \) defined by

\[
C' = \{(y, z) \in C \times \mathbb{Q}_p : |z - c_i(y)| = |z_{k_0+k_1+k_2} - c_i(y_{k_0+k_1+k_2})| < \mathbb{P}_N(b(z - c_i(y)))\}.
\]

This part of the sequence thus satisfies (ii) and (iii).

Once \( y_{k_0+k_2+k} \notin C_\sigma \), the construction of the sequence \( (w_k) \) continues as at the beginning of this argument. Provided \( (y_k) \) remains in the same cell, the construction so far shows that the sequence \( (w_k) \) only changes cell to a cell of higher rank. If \( (y_k) \) changes cell, then by the induction hypothesis it changes to a cell of higher rank, and hence the sequence \( (w_k) \) changes to a cell of higher rank (recall that the ranks are ordered lexicographically). Thus (ii) holds. That (iii) holds is given in the construction, so it only remains to check (i). This follows easily from the rate of convergence of the sequence \( ((y_k, z_k)) \), the uniform continuity of the functions \( c_i \) and the fact that a point \( c_i(y_k) \) is only used if it is sufficiently close to \( z_k \). This finishes the proof of (i)–(iii).

To prove (iv)(a), we construct a subsequence \( (y_{k_r})_{r \geq 1} \) of \( (y_k)_{k \geq 1} \), every term of which obeys \( M \). Suppose \( y_k \) obeys \( M \) for all \( r < s \) and the problem is to find \( k_r \) so that \( M(y_{k_r}) \). Let \( u = y_{k_{r-1}+1} \) (or \( y_1 \) if \( s = 1 \)). If \( M(u) \), then \( k_r = k_{r-1} + 1 \) (or 1 if \( s = 1 \)). If \( \neg M(u) \), then, since \( u \in \mathbb{Q}_p^\sigma \) and \( Th(\mathbb{Q}_p) \) is decidable, there is an \( i \) for which

\[
\forall f_i, g_i. \left( \mathbb{P}_N(f_i(u)) \rightarrow \mathbb{P}_M(g_i(u)) \right)
\]

holds in \( \mathbb{Q}_p \), and hence

\[
\bigwedge_i \mathbb{P}_N(f_i(u)) \& \bigwedge_i \neg \mathbb{P}_M(g_i(u)).
\]

If \( \mathbb{C} \) is \( u \)'s cell in \( \mathbb{C} \), (iii) provides a compact \( C \subseteq C_\sigma \) containing \( u \) and all subsequent \( y_k \)s which are in \( C_\sigma \). Because \( \mathbb{C} \) is invariant with respect to the \( f \)'s, \( g \)'s, \( N \)'s and \( M \)'s,

\[
\bigwedge_i \mathbb{P}_N(f_i(y_k)) \& \bigwedge_i \neg \mathbb{P}_M(g_i(y_k))
\]

for every \( y_k \in C_\sigma \). Thus, it seems as though it might not be possible to find another \( y_k \) for which \( M(y_k) \), as the sequence might not change cell again. However, one can show that the sequence must change cell, by considering
\( y_\alpha = \lim_{k \to \infty} y_k \). Notice that \( y_\alpha = y_\alpha \) if there is an integer \( a \) such that \( y_{\alpha+1} \in C_\alpha \) and \( \text{rk}(\alpha') > \text{rk}(\alpha) \). The next paragraphs show that there is such an \( a \).

For every \( y_k \in C \), \( f_j(y_k) \neq 0 \) for every \( j \). Since \( C \) is compact, there is an integer \( \alpha \) such that \( |f_j(y_k)| > p^{-\alpha} \) for every \( j \) and every \( y_k \in C \). Taking limits, \( |f_j(y_\alpha)| > p^{-\alpha} \). Thus, since \( f_j(y_\alpha) \neq 0 \), taking limits again gives that \( \hat{P}_{M_\alpha}(f_j(y_\alpha)) \), for every \( j \). Since \( \bigcap_j \hat{P}_{M_\alpha}(g_{\beta j}(y_k)) \) is a closed condition, this also holds in the limit. So

\[
\bigcap_j \hat{P}_{N_\alpha}(f_j(y_\alpha)) \& \bigcap_j \hat{P}_{M_\alpha}(g_{\beta j}(y))
\]

holds, and hence \( \neg M(y_\alpha) \). Since \( M(x) \) holds, clearly \( \neg(x - y_\alpha) \). This is not quite enough, however, because one needs to know \( k \) for which \( y_k \) jumps to a new cell.

Since \( f_\beta \) is continuous, by Lemma 2.3 one can find an integer \( \beta \) such that, if \( |z - y_{\alpha}| \leq p^{-\beta} \), then \( \bigcap_j \hat{P}_N(f_\beta(z)) \). If \( |x - y_\alpha| > p^{-\beta} \), then also \( |y_\alpha - y_\beta| > p^{-\beta} \), as \( |x - y_\beta| \leq p^{-\beta} \), so \( y_\beta \) must be in a different cell, by definition of \( y_\alpha \). Then one can take \( k = \beta \), if \( M(y_\beta) \) and otherwise repeat the arguments. If \( \neg(|x - y_\alpha| > p^{-\beta}) \), then, since the \( p \)-adic topology is discrete, \( |x - y_{\alpha}| \leq p^{-\beta} \), so \( \bigcap_j \hat{P}_{N_\alpha}(f_j(x)) \) holds. Since \( M(x) \) holds, there is an \( l \) such that \( \hat{P}_{M_\beta}(g_{\beta l}(x)) \) holds. \( g_{\beta l}(x) = p^{-\beta} \) for some integer \( \alpha \). Since \( g_\beta \) is continuous, one can find an integer \( \gamma \) such that, if \( |z - x| \leq p^{-\gamma} \), then \( |g_{\beta l}(z) - g_{\beta l}(x)| < p^{-\alpha} |M_\beta|^2 \leq p^{-\alpha} \). If \( |x - y_{\alpha}| \leq p^{-\gamma} \), then \( |g_{\beta l}(y_\alpha)| = |g_{\beta l}(x)| = p^{-\alpha} \) and, by Lemma 2.3, \( g_{\beta l}(y_\alpha) \) is an \( M_\beta \)-th power. But since \( \neg \hat{P}_{M_\beta}(g_{\beta l}(y_\alpha)) \) holds, it must be the case that \( |x - y_\alpha| > p^{-\gamma} \). So, as before, \( y_\gamma \) is in a different cell, and one can put \( k_\gamma = \gamma \) if \( M(y_\gamma) \). If not, then the argument can be repeated. Since the sequence can only change cell at most \( 2^n - 1 \) times, eventually one will find \( k_\gamma \).

(iv)(b) is proved by a similar argument. If \( \bigcap_j \hat{P}_{N_\alpha}(f_j(x)) \), then there is an integer \( \alpha \) such that, if \( |z - x| \leq p^{-\alpha} \), then \( \bigcap_j \hat{P}_{N_\alpha}(f_j(z)) \). For \( k = \alpha + 1 \), \( y_k \) lies in this region. Let \( C_\alpha \) be the cell containing \( y_{\alpha+1} \), and \( C \) the compact set given by (iii). Since \( M(y_{\alpha+1}) \) holds, there is an \( l \) such that \( \hat{P}_{M_\beta}(g_{\beta l}(y_{\alpha+1})) \), and since \( \beta \) is invariant with respect to the \( f \)'s and \( g \)'s, this holds throughout \( C \). Let \( y_\alpha = \lim_{k \to \infty} y_k \in C_\alpha \). As \( C \) is compact, the function \( g_{\beta l}(y_k) \) is bounded away from zero on \( C \), so the property of being a nonzero \( M_\beta \)-th power carries over to the limit, i.e., \( \hat{P}_{M_\beta}(g_{\beta l}(y_\alpha)) \). There is an integer \( \beta \) such that \( |z - y_\alpha| \leq p^{-\beta} \), then \( \hat{P}_{N_\beta}(g_{\beta l}(z)) \). Thus, if \( |x - y_\alpha| \leq p^{-\beta} \), then \( \hat{P}_{M_\beta}(g_{\beta l}(x)) \), and so \( M(x) \) holds, as required. If \( |x - y_\alpha| > p^{-\beta} \), then \( x \neq y_\alpha \) and so \( y_\beta \) must be in a new cell. As the sequence can only change cell at most \( 2^n - 1 \) times, eventually one gets \( M(x) \) to hold.

It is useful to note, for later reference, that (iv) does not depend on the specific rate of convergence in (i). Once the sequence \( (y_k) \) is known to converge, (iv) follows from (ii) and (iii).

The next lemma describes an algorithm which, from simple formulae \( M(x) \) and \( N(x, y) \), produces a \( p \)-adic algebraic predicate \( G(x, y) \). \( G \) has a continuity property which \( N \) may lack, and it is this continuity which will characterize what is required for the sentence \( \forall x \ (M(x) \to \exists y \ N(x, y)) \) to hold over \( \mathbb{Q}_p \).
Lemma 3.2. Let $M(x_1, \ldots, x_m)$ and $N(x_1, \ldots, x_m, y_1, \ldots, y_n)$ be $p$-adic algebraic formulae and $\mathcal{C}$ be a c.a.d. of $Q_p^{m+n}$ invariant with respect to $M$ and $N$. From $M$ and $N$ one can generate a formula $G(x, y)$ and a c.a.d. $\mathcal{C}^*$ which have the following properties. $\mathcal{C}^*$ refines $\mathcal{C}$ and if $(x_0, y_0) \in Q_p^{m+n}$ and $x_0$ belongs to a cell $C_0$ of the c.a.d. of $Q_p^n$ induced by $\mathcal{C}^*$, then $Th(Q_p)$ implies that

$$G(x_0, y_0) \iff M(x_0) \& N(x_0, y_0) \& \forall \varepsilon \neq 0 \exists \delta \neq 0 \forall u \left[ |u - x_0| < |\delta| \& M(u) \& -D_o(u) \rightarrow \exists v (|v - y_0| < |\varepsilon| \& G(u, v)) \right],$$

(1)

where $D_o(x)$ is a $p$-adic algebraic definition of $C_0$. Any c.a.d. of $Q_p^{m+n}$ which refines $\mathcal{C}^*$ also obeys (1).

Proof. The proof of this lemma depends only on properties of c.a.d.s which are the same for both the reals and the $p$-adics, so I shall only give an outline here. The detailed construction of $G$ is originally given in [17, p. 282], and the proof that it satisfies (1) is given in [19, Appendix 1]. These arguments are amalgamated in [11]. The proof is by induction on $m$, the number of free $x$-variables in the formulae $M$ and $N$. At each inductive step, one uses a downward induction on $\theta$, the ranks of cells in the c.a.d. $\mathcal{C}'$ of $Q_p^m$ induced by $\mathcal{C}$, to define increasingly refined sequences $(\mathcal{C}_\theta)$ of c.a.d.s of $Q_p^{m+n}$ and $(G_\theta)$ of $p$-adic algebraic formulae. $G_\theta$ is chosen to satisfy (1) with respect to $\mathcal{C}_\theta$ for points $x_0$ in cells of $\mathcal{C}_\theta$ of rank greater than or equal to $\theta$. The required $\mathcal{C}^*$ and $G$ are thus given by $\mathcal{C}_\theta$ and $G_\theta$. If $x_0$ is in a cell $C$ of rank $\theta < 1$, then $\dim(C) = d < m$. The trick is to quantify out the $m - d$ coordinates of $x_0$ which are given by continuous functions of the other coordinates, and consider two new formulae $\tilde{M}(\tilde{x})$ and $\tilde{N}(\tilde{x}, y)$ with only $d$ free $x$-variables. The new formula $\tilde{M}(\tilde{x})$ is defined to hold if $x$ is in a cell of rank $\theta$ and $M(x)$ holds. The new formula $\tilde{N}(\tilde{x}, y)$ states the condition (1) which $G(x, y)$ should satisfy for points $(x, y)$ with $x$ in a cell of rank $\theta$. Since the $\tilde{M}$ and $\tilde{N}$ have only $d$ free $x$-variables, the induction hypothesis on $m$ gives a c.a.d. $\hat{\mathcal{C}}$ of $Q_p^{d+n}$ and a formula $\hat{G}$ which satisfy the statement of the lemma. $\mathcal{C}_\theta$ is now taken to be a c.a.d. which is a refinement of $\mathcal{C}_{\text{succ}(\theta)}$ (where succ($\theta$) is the successor of $\theta$ in the lexicographic ordering of $\theta$) and is invariant with respect to the formulae defining the cells of $\hat{\mathcal{C}}$. $\hat{G}_\theta$ combines in an obvious way the formulae $\hat{G}$ for each cell of rank $\theta$ and it is straightforward, though lengthy, to check that $\mathcal{C}_\theta$ and $G_\theta$ are as required. □

The proof of Theorem 3.4 actually uses the following property of $G$, known as $G$'s continuity property. The proof is immediate from Lemma 3.2 and Proposition 2.10.

Corollary 3.3. In the same situation as the previous lemma,

$$G(x_0, y_0) \iff M(x_0) \& N(x_0, y_0) \& \forall \varepsilon \neq 0 \exists \delta \neq 0 \forall u \left[ |u - x_0| < |\delta| \& M(u) \rightarrow \exists v (|v - y_0| < |\varepsilon| \& G(u, v)) \right].$$
The machinery is now in place to prove the main constructive result. Let \( M(x) \) and \( N(x, y) \) be simple formulae and \( G(x, y) \) the formula generated in Lemma 3.2, where \( x = (x_1, \ldots, x_m) \) and \( y = (y_1, \ldots, y_n) \).

**Theorem 3.4.** If
\[
\forall x \ (M(x) \rightarrow \exists y \ G(x, y)) \tag{2}
\]
holds over \( \mathbb{Q}_p \), then
\[
\forall x \ (M(x) \rightarrow \exists y \ N(x, y)) \tag{3}
\]
holds over \( \mathbb{Q}_p \).

**Proof.** Once again, the proof is very similar to the proof of the corresponding result for the reals. The details differ somewhat because of the differences between the real and \( p \)-adic valuations, but these changes are easy to make by comparing the real and \( p \)-adic proofs of Lemma 3.1. In outline, the proof is as follows.

Let \( \mathcal{C} \) be a c.a.d. of \( \mathbb{Q}_p^{-\infty} \), invariant with respect to \( G \) and the terms and \( r \)th power conditions in \( M \) and \( N \). Consider \( x \in \mathbb{Q}_p^n \) such that \( M(x) \) holds. By Lemma 3.1, there is a sequence \( (x_k) \) from \( \mathbb{Q}_p^n \) converging to \( x \) such that \( M(x_k) \) holds for each \( k \). By hypothesis, there is a sequence \( (y_k) \) (not necessarily convergent) from \( \mathbb{Q}_p^n \) such that \( G(x_k, y_k) \) holds and so, in particular, \( N(x_k, y_k) \) holds. Suppose for a moment that all of the \( x_k \) lie in one cell \( C_\sigma \) of the c.a.d. \( \mathcal{C}' \) of \( \mathbb{Q}_p^n \) induced by \( \mathcal{C} \). Then by Proposition 2.10 there is a continuous function \( F \) whose graph is contained in a cell \( C_\sigma^{-\infty} \) of \( \mathcal{C}' \) on which \( N \) holds. Since the \( x_k \)'s in \( C_\sigma \) are contained in a compact subset \( C \) of \( C_\sigma \), \( F \) is uniformly continuous on \( C \) (Proposition 2.14) and the graph of \( F \) is a compact subset of \( C_\sigma^{-\infty} \) (Proposition 2.13). So one can choose a subsequence \( (x_{k_i}) \) of \( (x_k) \) so that the sequence \( (F(x_{k_i})) \) converges with the required rate of convergence for (i) of Lemma 3.1. The sequence \( (x_{k_i}, F(x_{k_i})) \) then satisfies (i)–(iii) of Lemma 3.1, so the fact that \( N(x_{k_i}, F(x_{k_i})) \) holds for each \( k \) implies, by Lemma 3.1(iv)(b), that \( N(x, y) \) holds, where \( y = \lim_{k \to \infty} F(x_{k_i}) \).

The argument is complicated by the fact that the \( x_k \) need not all lie in one cell. Instead of a single function \( F \), we use Proposition 2.10 repeatedly to construct a sequence \( (F_k) \) of functions whose graphs lie in cells where \( G \) holds. If \( x_k \) and \( x_{k+1} \) lie in the same cell, then \( F_k = F_{k+1} \). When \( x_k \) jumps to a new cell, the function \( F_k \) changes, but in such a way that \( |F_k(x_k) - F_{k+1}(x_{k+1})| \) remains small. (For the \( p \)-adics, 'small' means 'less than \( p^{-k} \).') The fact that \( G(x_k, F_k(x_k)) \) holds ensures that this can be done. This method produces a sequence \( (x_k, F_k(x_k)) \) satisfying (i)–(iii) of Lemma 3.1, so as before, \( N(x, y) \) holds in the limit. \( \square \)

Theorem 3.4 establishes a condition for sentences built from simple formulae to be constructively valid. The scope of Theorem 3.4 can be extended by showing that the class of formulae equivalent over \( \mathbb{Q}_p \) to simple formulae is closed under...
certain operations. This is done by using Theorem 3.4 to prove a stronger version of Lemma 3.1(iv)(a). In describing classes of $p$-adic algebraic formulae, a condition '$P_n(x)$' is called a weak $N$th power condition and '$\tilde{P}_n(x)$' is called a strict $N$th power condition. Two classes of formulae are distinguished. $F_1$ is the class of all formulae equivalent over $Q_p$ to simple formulae, and $F_2$ is the class of all formulae equivalent over $Q_p$ to conjunctions of disjunctions of strict $n$th power conditions.

**Corollary 3.5.** $F_2$ contains the strict $N$th power formulae, and is closed under $\&$, $\lor$ and $\exists$ relativised to a formula in $F_1$. $F_1$ contains identities, weak $N$th power formulae and all members of $F_2$, and is closed under $\&$, $\lor$ relativised to a formula in $F_1$, and the formation of conditionals with antecedents in $F_2$.

**Proof.** Using similar methods to those in the proof of Lemma 3.1(iv), the proof of the corresponding result in the reals [19, Corollary 1] can be adapted to prove this result. $\square$

### 4. The intuitionistic theorem

We now want to consider the status of simple formulae $M(x)$ and $N(x, y)$ for which the sentence $\forall x (M(x) \lor \exists y G(x, y))$ fails over $Q_p$. A converse to Theorem 3.4 would say that, in this case, $\forall x (M(x) \lor \exists y N(x, y))$ fails to hold over $Q_p$. That this implication does not hold classically can be seen in an example where there is no condition $M$, and $N$ defines the closure of the graph of the function taking $x \neq 0$ to its $n$th power coset representative. The second implication above holds classically, but points $(x, y)$ obeying $N$ need not vary continuously with $x$, so the first does not. This section uses principles of intuitionism to prove an intuitionistic converse to Theorem 3.4.

Brouwer's principle for numbers [12] states that, if $A \subseteq (\omega^\omega) \times \omega$ and

$$\forall p \in \omega \exists k ((p, k) \in A),$$

then there is a continuous function $h : \omega^\omega \to \omega$ such that

$$\forall p \in \omega \exists q \in \omega ((p, h(p)) \in A).$$

The principle is not as strong as Brouwer's principle for functions, but Scowcroft [19] has shown that restricted versions of the principle for functions can be derived from the principle for numbers, as in the following lemma.

**Lemma 4.1** (Scowcroft [19, Lemma 3]). Assume Brouwer's principle for numbers. If $A \subseteq (\omega^\omega)^2$ is closed and

$$\forall p \in \omega \exists q \in \omega ((p, q) \in A),$$

then there is a continuous function $h : \omega^\omega \to \omega$ such that

$$\forall p \in \omega \exists q \in \omega ((p, h(p)) \in A).$$
then there is a continuous function $h : \omega \omega \to \omega \omega$ such that

$$\forall p \in \omega \omega \ ( (p, h(p)) \in A).$$

The following notation is useful. If $S(x)$ is a $p$-adic algebraic formula, $S^* = \{ x \in \mathbb{Q}_p^m : S(x) \}$ and $S = S^* \cap Q^m_p$. For any $x \in Q^m_p$ and $r \in \mathbb{Q}_p^+$, $B(x, r) = \{ u \in \mathbb{Q}_p^m : |x - u| < |r| \}$ and $B_{Q_p}(x, r) = B(x, r) \cap Q^m_p$.

Suppose that $\forall x (M(x) \land 3y N(x, y))$ holds over $K_1$. In order to prove an intuitionistic converse to Theorem 3.4, we want to show that $\forall x (M(x) \land 3y G(x, y))$ holds over $\mathbb{Q}_p$. Recall the definition of $G(x, y)$ from Lemma 3.2. Given a c.a.d. of $Q_p^{m+n}$, let $x$ be an element of a cell $C_\alpha$ of the induced c.a.d. of $Q_p^m$ such that $M(x)$ holds. In order to show $3y G(x, y)$, we have to be able to say something about the sets $A^* \cap B(x, r)$ for every $r$ such that $B(x, r)$ is contained in the union of $C_\alpha$ with the cells of higher rank. Furthermore, we want to relate these sets to $\omega \omega$ in order to apply the intuitionistic result of Lemma 4.1. These are both done in Lemma 4.2.

**Lemma 4.2.** Let $M(x_1, \ldots, x_n)$ be a simple formula, $\mathcal{C}$ a c.a.d. of $Q_p^m$ invariant with respect to the terms and $n$th power conditions appearing in $M$, and $C_\alpha$ a cell of $\mathcal{C}$ contained in $\mathcal{M}$. If $x \in C_\alpha$, $r \in \mathbb{Q}_p^+$ and $B_{Q_p}(x, r)$ is contained in the union of $C_\alpha$ with the cells of higher rank, then there is a continuous, surjective, relatively open map

$$F : \omega \to \mathcal{M}^* \cap B(x, r),$$

where ‘relatively open’ means that $F$ maps open subsets of $\omega \omega$ onto subsets of $\mathbb{Q}_p^m$ which are open in $\mathcal{M}^*$.

**Proof.** The proof follows the same general outline as the proof of the corresponding result for the reals [19, Lemma 4]. The following outline of the proof mentions the changes which need to be made to adapt to the $p$-adic topology. $F$ is constructed by downward induction on the rank of the cell $C_\alpha$ containing $x$, and $F$ is given as the limit of a function $\varphi$ mapping sequences from $\omega \omega \to Q_p^m$. $\varphi$ is defined so that the sequences $(\varphi(t \upharpoonright n))_n$ satisfy properties (i)–(iii) of Lemma 3.1. Hence, if $F$ is defined by $F(t) = \lim_{n \to \omega} \varphi(t \upharpoonright n)$ for every $t \in \omega \omega$, $F$ is well-defined and continuous, and if $\varphi(t \upharpoonright n) \in \mathcal{M}$ for every $n$, then also $F(t) \in \mathcal{M}^*$. Thus the substance of the proof is in the definition of $\varphi$. In fact, for every integer $k$ we construct a $\varphi$ which satisfies the stronger convergence property $|\varphi(\gamma) - \varphi(\gamma^\delta)| < p^{-k-h(\delta)}$ for every $\gamma, \delta \in \omega \omega$.

Let $d = \dim (C_\alpha)$. By Proposition 2.9(i), there is a continuous, continuously invertible function $\pi_\alpha$ mapping $C_\alpha$ and $C_\alpha \cap B_{Q_p}(x, r)$ to open subsets of $Q_p^d$. Using the fact that continuous functions are uniformly continuous on compact subsets of their domains (Proposition 2.14) we can form the collection $A$ of closed balls in $\pi_\alpha(C_\alpha \cap B_{Q_p}(x, r))$ whose inverse images under $\pi_\alpha$ have diameter less than $p^{-k}$. Let $b : \omega \to A$ enumerate $A$ and define chains $l$ of balls in $A$ inductively.
$l(\langle i \rangle) = b(i)$ and given $l(\tau)$, let $b_{\tau} : \omega \rightarrow A$ enumerate those members of $A$ contained in the interior of $l(\tau)$ whose inverse images under $\pi_\sigma$ have diameter less than $p^{-(k + \text{th}(\tau))}$. Then $l(\tau^{\langle i \rangle}) = b_{\tau}(i)$. Although a $p$-adic ball does not have a uniquely defined center, we can define functions $c : \omega \rightarrow Q_p$ and $p : \omega \rightarrow Q_p$ to satisfy $l(\tau) = B_{Q_p}(c(\tau), p(\tau))$. The points $y_{\tau} = (\pi_\sigma \upharpoonright C_\sigma)^{-1}c(\tau)$ satisfy $|y_{\tau} - y_{\tau}^{\langle i \rangle}| < p^{-(k + \text{th}(\tau))}$, and the inverse image of $l(\tau)$ under $\pi_\sigma$ is contained in the intersection of $C_\sigma$ with $B_{Q_p}(x, r)$ and $B_{Q_p}(y_{\tau}, p^{k + \text{th}(\tau)})$. We can now define $q(\tau)$.

If every entry of $\tau$ is even — $\tau = 2 \cdot \delta$ — then $q(\tau) = y_{\delta}$. If $\tau$ has some odd entry — $\tau = (2 \cdot \delta)^{-1}(2i + 1)^{-1}y$ — then $q(\tau) = y_{\tau}^{-1}(2i + 1)^{-1}y$, unless the ball $B_{Q_p}(y_{\tau}, p^{k + \text{th}(\tau)})$ contains points in a cell of higher rank than $\text{rk}(C_\sigma)$ which lie in $\mathcal{M} \cap B_{Q_p}(x, r)$. In this case, the value of $q(\tau)$ is given by a function defined at an earlier stage of the induction. This alternation of cases ensures that $F$ will be onto $\mathcal{M}^* \cap B(x, r)$.

To show that $F$ is surjective and relatively open is fairly lengthy. Given a point $z \in \mathcal{M}^* \cap B(x, r)$, let $(z_n)$ be a sequence in $\mathcal{M}$ given by Lemma 3.1; we can assume the sequence is in $B_{Q_p}(x, r)$. If the first term of the sequence is not in $C_\sigma$ then, by (ii) and (iii) of Lemma 3.1, the sequence is bounded away from $C_\sigma$ and the properties of the function defined at an earlier stage of the induction on $\text{rk}(\sigma)$ can be invoked to show that $z \in \text{ran}(F)$. If the first term of the sequence is in $C_\sigma$, then we use an inductive procedure to construct a sequence $q \in \omega^\omega$ such that $\lim_{n \rightarrow \omega} q(\langle q \downarrow n \rangle) = \lim_{n \rightarrow \omega} z_n$. This serves as the basis of an inductive procedure to construct $t \in \omega^\omega$ such that $F(t) = z$. Similar constructions establish that the images of open sets in $\omega^\omega$ under $F$ are relatively open sets in $\mathcal{M}^*$.

One can now prove Theorem 4.3, using Lemmas 4.1 and 4.2, and the results of Section 3. Let $M(x_1, \ldots, x_m)$ and $N(x_1, \ldots, x_m, y_1, \ldots, y_n)$ be simple formulae, and $G(x, y)$ the formula generated from $M$ and $N$ in Lemma 3.2.

**Theorem 4.3.** Assume Brouwer's principle for numbers. If

$$\forall x \ (M(x) \rightarrow \exists y \ N(x, y))$$

holds over $Q_p$, then

$$\forall x \ (M(x) \rightarrow \exists y \ G(x, y))$$

holds over $Q_p$.

**Proof.** Once again, only an outline of the proof will be given. To start the proof, notice that we are only interested in $G$ over $Q_p$. Since every $p$-adic formula is equivalent over $Q_p$ to a simple formula, we can assume that $G$ is a simple formula. By Lemma 3.2 there is a c.a.d. $\mathcal{C}$ of $Q_p^{\omega^\omega}$ which is invariant with respect to the terms and $r$th power conditions appearing in $M$, $N$ and $G$, and with respect to which $G$ has the continuity property.
We can define two different continuous functions from \( \omega \) into \( \mathbb{Q}_p^m \). On the one hand, given \( x \in M \), Lemma 4.2 provides a continuous, relatively open function \( F \) from \( \omega \) onto \( B(x, \varepsilon) \cap M^* \) where \( \varepsilon \) is chosen so that \( B_{\mathcal{O}_p}(x, \varepsilon) \) is contained in the union of \( x \)’s cell (in the c.a.d. of \( \mathbb{Q}_p^m \) induced by \( \mathcal{C} \)) with the cells of higher rank. On the other hand, consider all finite sequences \( (x_1, y_1, \ldots, x_k, y_k) \), with \( x_i \in M \) and \( (x_i, y_i) \in N \), which satisfy properties (i)-(iii) of Lemma 3.1. By enumerating these sequences and taking limits, one can define functions \( (X, Y) : \omega \rightarrow \mathbb{Q}_p^m \). Properties (i)-(iii) ensure that \( X \) and \( Y \) are well-defined and continuous, while the rest of Lemma 3.1 ensures that \( (X(s), Y(s)) \in N^* \) for every \( s \in \omega \) and that \( X \) maps onto \( M^* \). Thus, for every \( p \in \omega \) there is \( q \in \omega \) such that \( F(p) = X(q) \). Brouwer’s principle for numbers and Lemma 4.1 provide a continuous function \( h_0 : \omega \rightarrow \omega \) so that the diagram

\[
\begin{array}{c}
\omega \\
\downarrow_{h_0} \\
\omega
\end{array} 
\xrightarrow{\mathcal{F}} 
\begin{array}{c}
\mathbb{Q}_p^m \\
\downarrow \\
\mathbb{Q}_p^m
\end{array}
\]

commutes.

Fix \( p \in \omega \) such that \( x = F(p) = Xh_0(p) \). The problem is to find a \( y \in \mathbb{Q}_p^m \) such that \( (x, y) \in \mathcal{G} \). By definition of \( X \) and \( Y \), \( (Xh_0(p), Yh_0(p)) \) is given by a sequence \( (x_k, y_k) \) satisfying properties (i)-(iii) of Lemma 3.1. If this sequence lies in \( \mathcal{G} \), then the limit is also in \( \mathcal{G}^* \), by Lemma 3.1(iv)(b). This is not quite enough, however, as \( Yh_0(p) \in \mathbb{Q}_p^m \) but not necessarily in \( \mathcal{G} \). But if the sequence \( (x_k) \) is constant and \( (x_k, y_k) \in \mathcal{G} \) for each \( k \), then this says exactly that \( (Xh_0(p), y_k) \in \mathcal{G} \) for each \( k \). Since \( Xh_0(p) \in \mathbb{Q}_p^m \), this situation can be forced by refining the c.a.d. \( \mathcal{C} \) to a c.a.d. with \( \{Xh_0(p)\} \) as a cell. Property (ii) of Lemma 3.1 then requires that eventually the sequence \( (x_k) \) is constant.

The only problem remaining is to show that a subsequence of \( (x_k) \) can be chosen to lie in \( \mathcal{G} \). This is done by an inductive procedure. If \( (x, y_k) \notin \mathcal{G} \) for some \( k \), one can use the fact that \( F \) is relatively open (recalling that \( x = F(p) \)) to find an integer \( n > k \) at which the sequence changes cell to a cell of higher rank. Since there are only finitely many cells, eventually the sequence lies in \( \mathcal{G} \). \( \square \)

In [19], Scowcroft discusses how one can weaken the hypothesis of his Theorem 2, the analogue to my Theorem 4.3. The version of the principle for functions from Lemma 4.1 implicitly allows the use of choice-sequence parameters in the predicate defining \( A \). In both the reals and the \( p \)-adics, the lemma is applied to predicates of the form \( F(s) = X(t) \), where \( F \) and \( X \) are continuous functions, definable in second-order arithmetic, whose definitions do not use extra choice-sequence parameters. Scowcroft shows [19, Lemma 5] that this weaker corollary to Lemma 4.1 can be established using a weaker form of Brouwer’s principle for numbers, monotone bar induction and relativised dependent choice. As a result, one can obtain the conclusion of Theorem 3.4 with these weaker hypotheses.
Appendix

This section contains the proof of Theorem 2.11. For convenience, the theorem is stated again here.

**Theorem 2.11.** Let \( f : U \to \mathbb{Q}_p \) be a bounded, definable function whose domain includes a punctured open ball \( U \subset \mathbb{Q}_p \) around the origin. One can find an open set \( A \subseteq U \) with \( 0 \in \text{cl}(A) \) such that \( \lim_{x \to 0, x \in A} f(x) \) exists in \( \mathbb{Q}_p \).

**Proof.** Since \( f \) is a definable function, there is a polynomial \( g(X, Y) \) such that, for every \( x \in U \), \( g(x, f(x)) = 0 \). As noted in the proof of Theorem 2.8, \( \mathbb{Q}_p \) is a factorial field, so by [14, Theorem IV.4.9], \( \mathbb{Q}_p[X] \) is also factorial. Thus we can write \( g(x, Y) = g_1(X, Y) \cdots g_r(X, Y) \) as a product of irreducible polynomials in \( \mathbb{Q}_p[X, Y] \). As in the discussion of Theorem 2.8, there is a discrete algebraic closure \( \mathbb{Q}_p^{\text{alg}} \) of \( \mathbb{Q}_p \). Over \( \mathbb{Q}_p^{\text{alg}} \), the procedure of [21, IV, §3] gives an algorithm for computing the roots of the \( g_i(X, Y) \) as formal Laurent series in fractional powers of \( X \):

\[
g_i(X, Y) = g_{m_i}(X) \prod_{i=1}^{\alpha_i} (Y - \alpha_i(X)), \quad \alpha_i(X) \in \bigcup_{s=1}^{\infty} \mathbb{Q}_{p^{s}}((X^{1/s})).
\]

(Walker’s argument is nonconstructive only at the point where he confirms that there is a finite bound on the size of the denominators which appear in the fractional powers. For irreducible polynomials, this point can be made constructive using the comment in [21, p. 105 (Dover edition)] and properties of the discriminant.) One can choose a sufficiently large denominator \( s \), such that each \( \alpha_i(X) \) can be written as \( \alpha_i(X) = \sum_{i=M_i}^{\infty} \alpha_{ij}X^{M_i} \), where \( M_i \in \mathbb{Z} \). For each \( 1 \leq i \leq r \), let \( G_i = \{ x \in U : g_i(x, f(x)) = 0 \} \). The \( G_i \) are definable sets and \( \bigcup_{i=1}^{r} G_i = \{ x \in U : g_i(x, f(x)) = 0 \} \). Hence there is \( 1 \leq i_0 \leq r \) such that \( G_{i_0} \) has nonempty interior [20, Lemma 1.2] and \( 0 \in \text{cl}(G_{i_0}) \). Take \( V \) to be an open definable subset of \( G_{i_0} \) with \( 0 \in \text{cl}(V) \) and let \( g_{i_0}(X, Y) = q(X, Y) \). Then, adapting the notation so that \( q_n(X) = g_{m_n}(X) \) and so on, \( q(X, Y) = q_{n}(X) \prod_{i=1}^{n} (Y - \alpha_i(X)) \),

\[
\alpha_i(X^l) = \sum_{i=M_i}^{\infty} \alpha_{ij}X^l
\]

and for any \( x \in V \), \( q(x, f(x)) = 0 \). Since \( q_n(X) \) has only isolated zeros, we can assume that \( q_n(x) \neq 0 \) for \( x \in V \). Consider \( q(X, Y) \) as a polynomial over \( \mathbb{Q}_p^{\text{alg}}(X) \), which is a discrete subfield of the ring \( \mathbb{Q}_p^{\text{alg}}((X^{1/s})) \). The roots \( \alpha_i(X) \), \( \ldots \), \( \alpha_n(X) \) are algebraic over \( \mathbb{Q}_p^{\text{alg}}(X) \), and it is straightforward to show that \( \mathbb{Q}_p^{\text{alg}}((X^{1/s})) \) satisfies the hypotheses of [14, Theorem VI.1.9], and hence \( \mathbb{Q}_p^{\text{alg}}(X)[\alpha_1(X), \ldots, \alpha_n(X)] \) is discrete. As \( q(X, Y) \) is irreducible, the roots \( \alpha_i(X) \) are apart in \( \mathbb{Q}_p^{\text{alg}}(X)[\alpha_1(X), \ldots, \alpha_n(X)] \). Since the apartness relation is given by comparing coefficients, this means that one can find a nonnegative integer \( N \) such that, for every \( 1 \leq i \neq j \leq n \), there is \( l \leq N \) with \( \alpha_{il} \neq \alpha_{jl} \).
Let $h(x) = f(x^i)$ and $\beta_i(X) = \alpha_i(X^i)$ for each $1 \leq i \leq n$. So $q(X^i, Y) = q^n(X^i) \prod_{i=1}^n (Y - \beta_i(X))$ and $q(x^i, h(x)) = 0$ for every $x$ with $x \in W = \{x : x^i \in V\}$. If one can find an open definable set $B \subseteq W$ with $0 \in \text{cl}(B)$ such that $\lim_{x \to 0, x \in B} h(x)$ exists in $Q_p$, this is enough to prove the theorem; for if

$$A = \{z \in Q_p : \exists x \in B (x^i = z)\},$$

then

$$\lim_{z \to 0, x \in A} f(z) = \lim_{x \to 0, x \in B} h(x) \in Q_p.$$ 

One only needs to check that $A$ is open and $0 \in \text{cl}(A)$. $A$ is the inverse image of $B$ under all branches of the function which takes a number to an $s$th root. Since the number of $s$th roots of any nonzero $s$th power $x$ is constant and independent of $x$ (a simple corollary to [15, Lemma 2.5]), one can use [20, Theorem 1.1] to show that every branch of the $s$th root function is continuous away from 0. Hence, since $B$ is open and $0 \in \text{cl}(B)$, also $A$ is open and $0 \in \text{cl}(A)$.

Thus, it remains to find $B$. The idea is to have $h(x) = \beta_i(x)$ for some $i$ and every $x$ in $B$. For then, $\lim_{x \to 0, x \in B} h(x) = \lim_{x \to 0, x \in B} \beta_i(x)$. We must first ensure that the $\beta_i$ which is chosen has a well-defined limit at 0, and that the limit is in $Q_p$. Using the valuation on $Q'_p$ described in the discussion of Theorem 2.8, one can form the completion $\bar{Q}_p$ of $Q'_p$ as in [2]. An argument similar to that in [7, XXX, §18] shows that each $\beta_i(x)$ is convergent (in $\bar{Q}_p$) in a punctured neighbourhood of 0. Taking the smallest of these neighbourhoods, one can say that $\beta_i(x)$ is convergent for $1 \leq i \leq n$ if $0 < |x| < |\delta_i|$ and $x \in W$. Since $f(x)$ is bounded on $V$ and therefore also $h(x)$ is bounded on $W$, there is $K \in Q_p^*$ such that $|h(x)| < |K|$ for $0 < |x| < |\delta_i|$. If $M_i < 0$ for some $1 \leq i \leq n$, then $|\beta_i(x)| = |\alpha_{il} X^M_i| \geq |K|$ for sufficiently small nonzero $x$ in $Q_p$. Hence $h(x) \neq \beta_i(x)$ if $0 < |x| < |\delta_i|$, so one can omit for consideration those $\beta_i(X)$ for which $M_i < 0$. Similarly, if $\alpha_{il} \notin Q_p$ for some $i$ and $0 \leq l \leq N$, then, as in the discussion of Theorem 2.8, $|\alpha_{il} - \gamma| > p^{-i}$ for some integer $t$ and every $\gamma \in Q_p$. If $l$ is the first integer with $\alpha_{il} \notin Q_p$, then

$$\beta_i(X) = \sum_{k=0}^{l-1} \alpha_{ik} X^k + X^t \left(\alpha_{il} + \sum_{k=l+1}^{\infty} \alpha_{ik} X^{k-l}\right).$$

For sufficiently small nonzero $x$ in $Q_p$, $|\sum_{k=l+1}^{\infty} \alpha_{ik} X^{k-l}| < p^{-i}$, so $x^t(\alpha_{il} + \sum_{k=l+1}^{\infty} \alpha_{ik} X^{k-l})$ is not in $Q_p$. Since $\sum_{k=0}^{l-1} \alpha_{ik} X^k \in Q_p$, $\beta_i(x) \notin Q_p$. Hence, for $0 < |x| < |\delta_i| < |\delta_2|$, $h(x) \neq \beta_i(x)$ if $\alpha_{il} \notin Q_p$ for any $1 \leq l \leq N$, and one can omit these roots from consideration. Relabel so that the remainder are $\{\beta_i(x)\}_{i=1}^r$.

Now we would like to say that, since $W = \bigcup_{i=1}^r \{x : h(x) = \beta_i(x)\}$ is open, one of the sets in this union must itself be open and can be taken for $B$. However, this is not obviously a union of definable sets, so we must proceed more carefully. The polynomials $\sum_{l=0}^N (\alpha_{il} - \alpha_{jl}) x^l$ for $1 \leq i < j \leq r$ are all nonzero by the choice of $N$, 
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so one can find \( \varepsilon \in \mathbb{Q}_p^* \) and \( \delta_4 \in \mathbb{Q}_p^* \) such that
\[
\left| \sum_{i=0}^{N} (\alpha_{ii} - \alpha_{ij}) x^i \right| \geq |\varepsilon| |x^N| \tag{4}
\]
on \( \{ x \in W: 0 < |x| < |\delta_4| \} \). Without loss of generality one can assume that
\( |\delta_4| < |\delta_3| \) and so
\[
\left| \beta_i(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| = \left| \sum_{i=N+1}^{\infty} \alpha_{ji} x^i \right| = |x^N| \left| \sum_{i=1}^{\infty} \alpha_{i(i+N)} x^i \right|
\]
on \( \{ x \in W: 0 < |x| < |\delta_4| \} \). \( \sum_{i=1}^{\infty} \alpha_{i(i+N)} x^i \) is convergent on this set, and is zero when \( x = 0 \), so one can find \( 0 \neq |\delta_5| < |\delta_4| \) such that
\[
\left| \beta_i(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| < |\varepsilon| |x^N| \tag{5}
\]
on \( \{ x \in W: 0 < |x| < |\delta_5| \} \) for every \( 1 \leq i \leq r \). Define
\[
B_i = \left\{ x \in W: 0 < |x| < |\delta_5| \& \right| h(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| < |\varepsilon| |x^N| \right\},
\]
for \( 1 \leq i \leq r \). If \( x \in B_i \), then \( h(x) = \beta_i(x) \); for if \( |h(x) - \beta_j(x)| < |\varepsilon| |x^N| \) for some \( j \neq i \), then
\[
\left| h(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| \leq \max \left\{ |h(x) - \beta_j(x)|, \left| \beta_j(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| \right\} < |\varepsilon| |x^N|
\]
by (5). Hence
\[
\left| h(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| = \max \left\{ |h(x) - \beta_j(x)|, \left| \beta_j(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| \right\} \geq |\varepsilon| |x^N| \tag{4},
\]
which contradicts \( x \in B_i \). Thus \( |h(x) - \beta_j(x)| > 0 \) for any \( j \neq i \), so \( h(x) \neq \beta_j(x) \). Since \( q(x^i, h(x)) = 0 \), it must be the case that \( h(x) = \beta_i(x) \). Thus for any \( 1 \leq i \leq r \),
\[
\lim_{x \to 0, x \in B_i} h(x) = \lim_{x \to 0, x \in B_i} \beta_i(x) = \beta_i(0) \in \mathbb{Q}_p^* \tag{6}.
\]
To finish the proof, notice that \( q_n(x^i) \prod_{i=1}^{r} (h(x) - \beta_i(x)) = 0 \) and \( q_n(x^i) \neq 0 \) for every \( x \in W \), so for at least one \( 1 \leq i \leq r \), \( |h(x) - \beta_i(x)| < |\varepsilon| |x^N| \). Thus
\[
\left| h(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| \leq \max \left\{ |h(x) - \beta_j(x)|, \left| \beta_j(x) - \sum_{i=0}^{N} \alpha_{ji} x^i \right| \right\} < |\varepsilon| |x^N|
\]
if \( |x| < |\delta_5| \). Hence \( \bigcup_{i=1}^{r} B_i = \{ x \in W: 0 < |x| < |\delta_5| \} \), which is open. Since the \( B_i \) are open definable sets, at least one of them, say \( B \), has nonempty interior and 0 as a limit point. This \( B \) is as required. \( \Box \)
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