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Abstract

In parallel/distributed computing systems, the all-to-all personalized communication (or com-
plete exchange) is required in numerous applications of parallel processing. In this paper, we
consider this problem for logN stage Multistage Interconnection Networks (MINs). It is proved
that the set of admissible permutations for a MIN can be partitioned in Latin Squares. Since
routing permutations belonging to a Latin Square provides the all-to-all personalized communi-
cation, a method to realize the complete exchange with time complexity O(N ), that is optimal,
can be derived. This method, compared with other ones in literature, does not necessitate of
neither pre-computation nor memory allocation to record the Latin Square, because an explicit
construction of it is not required; furthermore it is applicable to any logN stage multistage
networks since it is independent of the topology.
? 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

In a parallel/distributed computing system, processors often need to communicate
with each other. According to the number of processors involved, communication
can be one-to-one (unicast), one-to-many (multicast), one-to-all (broadcast), and
all-to-all.

� A preliminary version was published in Proceedings of the International Conference of Communications
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In all-to-all communication every processor in a processor group sends a message
to all other processors in the group. According to type of message to be sent all-to-all
communications can be classi@ed in all-to-all broadcast and all-to-all personalized. In
all-to-all broadcast every processor sends the same message to all other processors, in
all-to-all personalized communication each processor sends a distinct message to every
other processor. The all-to-all personalized communication (or complete exchange) is
a relevant communication pattern and it plays an important role in many applications
such as matrix transposition, fast Fourier transform (FFT) and distributed table lookup.

All-to-all personalized communication problem has been extensively studied for many
networks topologies. Many results have been reported for meshes [2,4,6,9] and tori
[10,11,8], that are network models with a simple and regular topology, a bounded
node degree and present a good scalability. All-to-all personalized communication al-
gorithms with time complexity O(N 3=2) on 2D meshes and tori and algorithms with
time complexity O(N (k+1)=k) for k-dimensional meshes and tori, see for example [7],
have been proposed. An optimal complete exchange algorithm for an N -node hyper-
cube with O(N logN ) and O(N ) time complexity for one-port model and all-port node,
respectively, is given in [5]. A drawback of using high-dimensional hypercubes is the
unbounded node degree, a feature that implies a poor scalability.

In this paper, we consider as interconnecting scheme for multiprocessor systems
multistage interconnection networks (MINs) of size N (with N inputs and N outputs)
consisting of logN stages, each composed of N=2 nodes (2 × 2 switching elements).
Examples of topologies for logN stage MINs are Omega, Flip, Baseline and Reverse
Baseline, ButterFy and Reverse ButterFy that are all topologically equivalent [1,3].
LogN stage MINs are banyan, that is a unique path exists between any input and
any output in the network, and present attractive advantages such as eGcient routing
algorithms, partitionability, small number of switching elements. These MINs are not
rearrangeable, that is cannot realize all the N ! possible permutations, but only a subset
of them, then are suitable for a specialized use, as in the case of the all-to-all person-
alized communication problem, for which a full permutation capability is not required.

Given N processors, a logN stage MIN can be used for communication among
processors as shown in Fig. 1. This network model has been already considered by
Yang and Wang in [13,14,12,15]. Yang and Wang developed a generic method for
decomposing all-to-all personalized exchange patterns into some permutations which
are realizable in multistage networks and present an optimal algorithm, ATAPE, with
O(N ) time complexity. Namely the all-to-all personalized communication is realized
by routing a set of N permutations forming a Latin Square. The algorithm ATAPE
exploits the decomposition of an admissible permutation in basic permutations (inter-
stage permutations and stage permutations). Although Baseline, Omega and indirect
binary-cube networks are equivalent, in paper [13] each network is discussed sepa-
rately, since the algorithm depends on interstage permutations, that is on the network
topology. The Latin Square is generated by means of an oL-line algorithm run at the
time the network is built. Then this realization is speci@c for the size of the network
and provides only one particular Latin Square. The requirement to realize the complete
exchange with this method is to keep in memory a matrix of size N × N containing
the destination tags for the N permutations.
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Fig. 1. Communications among N processors using a MIN of size N .

In this work, we prove in a constructive way that the set of admissible permutations
for a MIN can be partitioned in sets that are Latin Squares, that is, we provide a
method to obtain all the possible Latin Squares. Furthermore, starting from any net-
work con@guration we can use this method to generate all the N permutations that
form a Latin Square. Then, we propose a realization of all-to-all personalized commu-
nication, suitable for any size MIN, that can utilize any Latin Square of the partition.
The proposed procedure does not need a pre-computation and does not require the
recording of the matrix of permutations to be realized, because an explicit computation
of permutations belonging to a Latin Square is not necessary.

2. Preliminary de�nitions

A logN stage MIN (in the following simply MIN) has N inputs and N outputs
and consists of n = logN stages of N=2 nodes that are 2 × 2 switches. Each node
belonging to stage j; 0¡j¡ logN − 1 is connected with two nodes of stage j − 1
and two nodes of stage j+ 1, according to a rule depending on the network topology.
Each node in stage j = 0 is connected with a pair of inputs and each node in stage
j= logN − 1 is connected with a pair of outputs. In Fig. 2 a butterFy of size N =8 is
depicted.

Each node of the MIN can assume the state straight or cross as shown in
Fig. 3.

The network con2guration of a MIN is de@ned by the switch setting of its nodes, that
is by specifying the state of each node of the network. A given network con@guration
can be represented as a matrix M = (mh;k); h = 0; : : : ; N=2 − 1; k = 0; : : : ; logN − 1,
in which the entry mh;k represents the hth node in stage k. Entry mh;k belongs to set
{0; 1} and its value is 0 if the node is set to straight and 1 if the node is set to
cross.
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Fig. 2. A ButterFy of size N = 8.
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Fig. 3. Set of function of a node (2 × 2 switch).

Permutations realizable by a MIN are called admissible permutations. A MIN of
size N can realize 2(N=2)log N = NN=2 permutations, each corresponding to one of the
2(N=2)log N possible network con@gurations (since a MIN consists of (N=2)logN
nodes).

A Latin Square is de@ned as an N ×N matrix A= (ai; j); i; j= 0; : : : ; N − 1, where
entries ai; j belong to set {0; 1; : : : ; N − 1} and no two entries in a row or a column
have the same value. In particular, for all i and j; 06 i; j6N − 1, the entries of
each row i in the matrix ai;0; ai;1; : : : ; ai;N−1 form a permutation(

0 1 : : : N − 1

ai;0 ai;1 : : : ai;N−1

)

and the entries of each column j in the matrix a0; j ; a1; j ; : : : ; aN−1; j form a permutation.(
0 1 : : : N − 1

a0; j a1; j : : : aN−1; j

)

In this work, a column of A represents a permutation p realized by the MIN and the
elements ai; j of column j; i= 0; : : : ; N − 1, represent input tags of information arrived
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Fig. 4. Example of permutation represented by means of input tags, on a ButterFy of size N = 8.

at output i (and not the destination tag as often used), see Fig. 4. Note that, given a
permutation, de@ned in terms of input tags

(
0 1 : : : N − 1

p(0) p(1) : : : p(N − 1)

)

it is possible to obtain the representation with destination tags by simply computing
the composition p(p(i)) (and in the same way it is possible to obtain the input tag
representation from the destination tag one).

The realization of the N permutations belonging to a Latin Square by means of
a MIN provides the all-to-all personalized communication; the lower bound on the
maximum communication delay is given by the following lemma [13]:

Lemma 1. The maximum communication delay of all-to-all personalized communica-
tion in a logN stage MIN of size N is at least �(N + logN ).

In fact each message must pass through logN stages from the source processor to
the destination processor and each processor must receive one message from all other
N − 1 processors.

In the following section, we prove that the set of admissible permutations P for a
MIN can be partitioned in 2(N=2)log N

N = N (N=2)−1 sets Pl; l = 0; : : : ; N (N=2)−1 − 1, each
consisting of N permutations in such a way permutations belonging to a set Pl form
a Latin Square, as illustrated in the example below for a MIN with N = 4.

Example 1. Two ways of partitioning admissible permutations for a ButterFy of size
N = 4 are shown in the following tables. The binary matrix representing the network
con@guration that produces each permutation, is speci@ed. Each column of tables is a
Latin Square.
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3. Canonical partition of admissible permutations in Latin Squares

In this section, we describe a method to obtain a partition of set P of admissible
permutations for a MIN in sets Pl; l= 0; : : : ; N (N=2)−1 − 1, and we prove that the sets
obtained are Latin Squares. We call the partition obtained with this method canonical.
In the example above the canonical partition is Partition 1.

The method provides a way to generate all the sets Pl; l = 0; : : : ; N (N=2)−1 − 1,
sequentially with respect to l, starting from l= 0.

Let S be the set of all possible binary matrices of size N=2× logN , and let Sl be the
set of binary matrices that produce permutations belonging to the set Pl. The method
gives the N binary matrices providing the network con@gurations that produce the N
permutations belonging to a set Pl, that is for each l=0; : : : ; N (N=2)−1 − 1 provides the
set Sl.

Note that any permutation corresponds to one and only one network con@guration,
then there is a one-to-one mapping between elements of P (sets Pl) and elements of
S (sets Sl) and between elements of Pl (permutations) and sets Sl (matrices), then it
is equivalent to refer to Pl or Sl.

3.1. LS construction method

Once the index l of the set Sl to be built is chosen, one of the N binary matri-
ces belonging to Sl is implicitly @xed, namely the matrix which sequence of rows
r0; r1; : : : ; r(N=2)−1 provides the binary representation of l. Since the matrix size is

(N=2) × logN and l = 0; : : : ; 2(N=2)log N

N − 1 = N (N=2)−1 − 1, this matrix has its @rst row
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consisting of 0’s. Let us denote it Ml;0, and let Ml;x; x = 1; : : : ; N − 1, be the other
matrices belonging to Sl.

To generate all the sets Sl, we start from l=0 and for each value of l we determine
the matrix Ml;0 from the binary representation of l, then we construct the matrices
belonging to Sl performing the XOR phase described below, by using Ml;0.

XOR phase: The XOR phase consists of N−1 steps, XOR steps, each of which pro-
duces a matrix Ml;x; x= 1; : : : ; N − 1. Let xlog N−1 : : : x1x0 be the binary representation
of x.

XOR step x: Each row i of Ml;x; rl;xi , is obtained from row i of Ml;0; rl;0i , as

rl;xi = rl;0i XOR xlog N−1 : : : x1x0

or, equivalently, each entry ml;xi; j of matrix Ml;x is obtained from entry ml;0i; j of matrix
Ml;0 as

ml;xi; j = ml;0i; j XOR xlog N−1−j:

The XOR operation performed in the XOR step implies that column j of matrix
Ml;0 is Fipped if bit xlog N−1−j of the binary representation of x is 1.

By applying the XOR step for all possible value of x from 1 up to N − 1, to a
given matrix Ml;0, the XOR phase is performed and all matrices belonging to the set
Sl are generated. By executing the XOR phase for l = 0 up to N (N=2)−1 − 1 all the
sets Sl partitioning S are obtained.

Note that, since the @rst row of Ml;0 consists of all 0s, the @rst row of Ml;x provide
the binary representation of x. For this reason and for the meaning of l in Ml;0, we
call this partition canonical.

Example 2. Two elements of the partition obtained with the LS construction method
in the case N = 8 are shown in the tables on the following page. These tables show
Pl and Sl for l= 18 and l= 235 respectively.

Lemma 2. The LS construction method provides a partition of P as P = {Pl | l =
0; : : : ; N (N=2)−1 − 1} by partitioning the set S of binary matrices of size N=2 × logN
as S = {Sl | l= 0; : : : ; N (N=2)−1 − 1}.
Proof. Sets Sl; l= 0; : : : ; N (N=2)−1 − 1 are generated starting from l= 0. By de@nition,
matrix Ml;0, which row sequence r0r1 : : : r(N=2)−1 provides the binary representation of
l, belongs to Sl. The remaining N − 1 elements Ml;x; x = 1; : : : ; N − 1, of Sl are
generated sequentially starting from x = 1.

By varying l from 0 up to N (N=2)−1 − 1 and x from 1 up to N − 1, it is guaranteed
that all the possible binary matrices of size N=2 × logN are generated.

It is obvious that if l1 �= l2; 06 l1; l26N (N=2)−1 − 1, then Ml1 ;0 �= Ml2 ;0.
To generate Ml;x ∈ Sl; x=1; : : : ; N − 1, the logical operation XOR between all rows

of Ml;0 and the binary representation of x is performed bitwise. It follows that if
x1 �= x2 then Ml;x1 �= Ml;x2 . Therefore, elements belonging to Sl are all diLerent, that
is elements in Pl are all diLerent.
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Furthermore, basing on properties of binary representation and logical operation XOR
we have that Ml1 ; x1 = Ml2 ; x2 if and only if l1 = l2 and x1 = x2. Then a matrix Ml;x

can belong only to one set Sl. Hence, by applying this method a partition of S, and
consequently a partition of P, is obtained.

Lemma 3. Permutations belonging to set Pl, obtained by means of network con2g-
urations given by binary matrices in Sl, form a Latin Square, for any l = 0; : : : ;
N (N=2)−1 − 1.

Proof. The set Pl can be represented as a matrix Al of size N ×N which columns are
the N permutations in Pl. To prove Al is a Latin Square we have to prove that any
row and any column is a permutation.

Columns correspond to permutations by de@nition.
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Row i of Al; i = 0; : : : ; N − 1, represents the sequence of input tags of information
arrived on output i for each of the N permutations belonging to Pl; row i is a per-
mutation if any element ai;h ∈{0; : : : ; N − 1}; h= 1; : : : ; N , appears only once. Due to
the banyan property of logN stage MINs, an information reaches its destination by
means of a unique path; a path is given by the sequence of crossed nodes and their
state (straight or cross). Due to the fact that matrices Ml;x; x=0; : : : ; N − 1, belonging
to the set Sl are all diLerent and, in particular, corresponding rows of all matrices in
a set Sl are diLerent, since they are obtained by means of the application of the XOR
step, (i.e. rl;x1i �= rl;x2i for any x1; x2 ∈{0; : : : ; N − 1}—see proof of Lemma 2) we have
that N diLerent paths arriving to output i are de@ned, that is N diLerent starting inputs
are used to reach output i. Then, any row in Al is a permutation.

Hence matrix Al is a Latin Square.

From Lemmas 2 and 3 the following theorem immediately derives:

Theorem 1. The LS construction method gives a partition of the set P of admissible
permutations for a MIN in Latin Squares.

It is interesting to observe that if the construction of only one Latin Square is
required, it is not necessary to derive all the Latin Squares of the partition. This is
stated in the following theorem that gives a way to obtain a Latin Square starting from
any network con@guration.

Theorem 2. Given any binary matrix M of size N=2 × logN , the set Sl to which it
belongs to can be obtained by applying to it the XOR phase of the LS construction
method.

Proof. Due to properties of the logical operation XOR, all elements of Sl can be gen-
erated by applying the XOR phase to the given binary matrix M . Note that the binary
representation of index l is provided by the XOR between the sequence r0r1 : : : r(N=2)−1

of rows of the given matrix M and the sequence r0r0 : : : r0, where r0 appears N=2 times,
performed bitwise. Ml;0 is obtained when the XOR step with x= r0 (r0 is the @rst row
of the given matrix M) is performed. Due to properties of the logical operation XOR,
all elements of Sl can be generated by applying the XOR phase to the given binary
matrix.

Observe that if an admissible permutation for the MIN is given and we want to
construct the Latin Square to which it belongs to, we can easily derive the network
con@guration that produce that permutation by using a self-routing algorithm and then
apply the XOR step for x = 1; : : : ; N − 1.

4. Realizing all-to-all personalized communication

The realization of the all-to-all personalized communication on a MIN can be ob-
tained by realizing the N permutations belonging to any of the sets Pl of the
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partition. Then, it is not necessary to realize a particular Latin Square, that means
it is not necessary to compute and record the N permutations belonging to a particular
Pl.

In view of Theorem 2 all binary matrices producing permutations of a Latin Square
can be generated starting from any given matrix applying to it the XOR phase of the
LS construction method. Since a binary matrix represents a network con@guration, The-
orem 2 can be used to derive an implementation method for the all-to-all personalized
communication.

For the sake of homogeneity, we can generalize the XOR phase by performing
the XOR step also for x = 0, since this operation leaves the binary matrix (network
con@guration) unchanged.

To generate the N network con@gurations needed to realize the N permutations
of a Latin Square (and implementing the all-to-all personalized communication), the
self-routing capability of MINs is not used, but switches are set according to the value
obtained from the XOR between a given initial network con@guration and the binary
representation of numbers 0; 1; : : : ; N − 1, performed sequentially.

All-to-all personalized communication network procedure

• The binary representations of numbers 0; 1; : : : ; N − 1 are sequentially generated and
messages starting from every input of the MIN are equipped with the current binary
representation.

• When information passes through a node of stage logN − 1− j, the switch is set to
straight or cross according to the value, 0 or 1, respectively, of the XOR between
the binary value associated with the switch itself and the jth bit of the binary
representation associated with the information.

• When information leaves the switch, it is necessary to recon@gure the switch to
its initial value, because for each new binary representation considered, the XOR
between it and the value of the initial switch con@guration must be computed; then
a further application of the XOR with the already used binary representation is
needed to recon@gure the switch to its initial value.

The information Fux passes through the stages of the network in a synchronous way,
then when N messages leave a stage, other new N messages can enter the switches
of this stage, that is the N permutations can be realized in pipeline fashion and the
procedure proposed for the all-to-all personalized communication problem takes O(N+
logN ) = O(N ) time, that is optimal.

In Table 1 (see also [13]) the time complexity for all-to-all personalized communica-
tion, the node degree, the diameter and the topological complexity (number of nodes)
for diLerent network models are shown.

From the table, one can see that MINs and hypercubes achieve the minimum time
complexity, but MINs present the advantage to have a bounded node degree that reFects
a better scalability of this network model.
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Table 1
Comparison of diLerent network models

Network model Node degree Diameter Topol. compl. Time compl.

Hypercube one-port logN logN O(N ) O(N logN )
Hypercube all-port logN logN O(N ) O(N )
2D mesh/torus 4 O(N (1=2)) O(N 2) O(N (3=2))
3D mesh/torus 6 O(N (1=3)) O(N 3) O(N (4=3))
MIN 4 logN O(N logN ) O(N )

5. Conclusions

In this work an optimal procedure for the all-to-all personalized communication prob-
lem on logN stage MINs has been proposed. These MINs are network models suitable
for interprocessor communication (if a complete permutation capability is not required),
for the short latency time, due to their moderate depth, and for their scalability.

The LS construction method described in Section 3.1 provides a partition of ad-
missible permutations for logN stage MINs in Latin Squares. Since a Latin Square
represents a set of permutations which realization provides the all-to-all personalized
communication, from this method we derive a simple procedure to con@gure the net-
work to obtain this complete exchange. Starting from any network con@guration, it is
possible to realize the N permutations forming a Latin Square by setting the switches
of the MIN by performing the logical XOR between the initial node con@guration and
the binary representation of numbers from 0 the N − 1.

This method, compared with that presented in [13,14,12,15], does not necessitate
of neither pre-computation nor memory allocation for a pre-computed Latin Square,
because an explicit construction of it is not required. Furthermore, algorithms described
in [13] provide only one Latin Square (corresponding to set P0 obtained with the
LS construction method), whereas the LS construction method gives all the possible
Latin Squares obtainable from admissible permutations for a MIN. Finally, each of
the equivalent logN stage banyan MINs requires an “ad hoc” decomposition in basic
permutations, since the algorithm to obtain the Latin Square depends on the network
topology. On the contrary, the algorithm derived from the LS construction method
presented in this work is applicable on any logN stage banyan MINs.

Finally, as shown in Example 1, the partition of admissible permutations in Latin
Squares is not unique, then could be interesting to @nd other way to obtain partitions
of admissible permutations for logN stage banyan MIN in Latin Squares.
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