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Abstract

Objective: Balance of prognostic factors between treatment groups is desirable because it improves the accuracy, precision, and cred-
ibility of the results. In cluster-controlled trials, imbalance can easily occur by chance when the number of cluster is small. If all clusters are
known at the start of the study, the “best balance™ allocation method (BB) can be used to obtain optimal balance. This method will be

compared with other allocation methods.

Study Design and Setting: We carried out a simulation study to compare the balance obtained with BB, minimization, unrestricted
randomization, and matching for four to 20 clusters and one to five categorical prognostic factors at cluster level.

Results: BB resulted in a better balance than randomization in 13—100% of the situations, in 0—61% for minimization, and in 0—88%
for matching. The superior performance of BB increased as the number of clusters and/or the number of factors increased.

Conclusion: BB results in a better balance of prognostic factors than randomization, minimization, stratification, and matching in most
situations. Furthermore, BB cannot result in a worse balance of prognostic factors than the other methods.

© 2012 Elsevier Inc. Open access under the Elsevier OA license.
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In any trial, it is desirable to have a similar distribution
of prognostic factors in all treatment groups [1—4]. A good
balance of prognostic factors improves the accuracy and
precision of the results and enhances the credibility and
acceptance of the results [4—7]. Randomization is an
often-applied method to obtain a good balance of prognos-
tic factors. However, random allocation may produce sub-
stantial imbalances between treatment groups, especially
in small trials or when there are many prognostic factors.
In cluster-controlled trials (CCTs), complete social
units, or clusters of individuals (such as families or medical
practices), are randomized over the treatment arms of
a study [8]. Such trials are being used more and more fre-
quently in health services research [9], mostly because of
feasibility considerations or to prevent contamination [8].
Especially when the number of clusters is small, simply
randomizing clusters over the treatment arms can easily re-
sult in unequally distributed cluster characteristics because
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However, these methods have serious limitations when
the number of clusters is small. Matching results in a loss
of efficiency [10], and stratification can be used to balance
only a limited number of prognostic factors [6].

An alternative allocation approach is minimization [11].
This method allocates subjects with any number of charac-
teristics to treatment groups to make the groups most nearly
balanced. Minimization has been shown to improve balance
better than other allocation methods in individually ran-
domized trials. In addition, it allows for balancing on more
prognostic factors than, for example, stratification [3,12].

Minimization can also be used in CCTs. The assignment
of a cluster by this method to a treatment group is originally
conceived as sequential, so based on the order in which clus-
ters enter. Each subsequent cluster will be assigned to the
treatment arm that produces the least imbalance [1,11].
However, in CCTs, the clusters are often known at the start
of the study, so the allocation of clusters to treatment groups
can be done all at the same time. In this situation, we pro-
pose the best balance method (BB): a method that divides
clusters over two groups in all possible ways and selects
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What is new?

e We compare five important methods to obtain bal-
ance of prognostic factors in cluster-controlled tri-
als with small numbers of clusters: the best balance
allocation method, minimization, unrestricted ran-
domization, matching, and stratification.

e The best balance allocation method results in a bet-
ter balance of prognostic factors than randomiza-
tion, minimization, matching, and stratification
when all clusters are known in advance.

e In cluster-controlled trials with limited numbers of
clusters, the best balance allocation method is
a preferable method of treatment allocation.

an allocation scheme in which the groups are optimally
balanced [7].

The objective of this article is to compare BB with un-
restricted randomization, minimization, matching, and
stratification in terms of achievable balance in CCTs with
small numbers of clusters. Comparisons between the allo-
cation methods will be illustrated with an example.

2. Methods
2.1. Measure of imbalance

An imbalance measure must be computed for each cate-
gory of each factor. The category imbalance measure is the
difference between the numbers of clusters in each treatment
group that are in that category. This imbalance measure re-
quires that the factors are categorical, so continuous factors
should be categorized first. (Although minimization based
on ranks is also possible for continuous factors [13,14].)
The overall imbalance is then defined as the sum of the
squared category imbalances. For example, suppose that
the variable “ward” has two categories—surgical wards
and internal medicine wards. If there are three surgical wards
and two internal medicine wards in treatment group A and
there are two surgical wards and three internal medicine
wards in treatment group B, then the difference in surgical
wards is 3 —2 = 1 and the difference in internal medicine
wards is 2 — 3 = —1. If “ward” is the only factor, then the
overall quadratic imbalance is (1)2 + (—1)2 = 2. This type
of imbalance measure is also used in the variance method
of minimization [1,3].

2.2. Best balance method

The BB method calculates the imbalance for all possible
allocation schemes. Then, the allocation schemes that show
the least imbalance are selected. Finally, one of these

schemes is randomly chosen for implementation [7] (the
R-code of this procedure can be found at http://ebh-
research.ruhosting.nl/Best-Balance/).

2.3. Simulation study

We performed a simulation study to compare BB with
unrestricted randomization, minimization, and matching.
Trial data sets were generated in which the number of clus-
ters and the number of factors varied. The numbers of clus-
ters were 4, 6, 8, 10, 16, and 20, and the number of factors
ranged from one to five, with two categories per factor. For
every number of factors, all possible configurations were
obtained. For example, if we have two factors with cate-
gories coded A and B, then there are four configurations
possible: AA, AB, BA, and BB. Next, configurations were
randomly drawn (with replacement) from this set and
assigned to the clusters, which resulted in a data set. Ten
thousand—trial data sets were generated for every combina-
tion of number of clusters and number of factors.

BB, minimization, unrestricted randomization, and
matching were then used to divide the clusters over two
treatment arms in every trial data set. Minimization allo-
cated the clusters one by one in the order of the data set.
For matching, 10,000 random matchings were performed
for every data set. Then, one of the best matching schemes
was chosen at random. The quadratic imbalance was calcu-
lated for all methods and compared with the imbalance ob-
tained with BB.

3. Results

The results of the simulation study are shown in Table 1.
This table shows the percentage of data sets in which BB
resulted in less imbalance than randomization, minimiza-
tion, and matching, respectively. Because the BB method
involves choosing from among the allocations with the low-
est quadratic imbalance, it can never result in a higher
imbalance than the other methods. So, in the remaining per-
centage of the data sets, the other methods showed the same
imbalance as BB.

In the case of four clusters and one prognostic factor, BB
resulted in less imbalance than randomization in 13% of the
trial data sets. As the number of factors increased, the per-
centage of data sets in which BB resulted in less imbalance
also increased, up to 42% for four clusters and five factors.
The same trend was found for larger numbers of clusters.
Additionally, it can be seen that as the number of clusters
increased, BB resulted in less imbalance than randomiza-
tion in an increasing percentage of data sets, even up
to 100%.

Minimization and BB performed equally well if there is
only one prognostic factor. However, as the number of fac-
tors increased, BB resulted in a better balance than minimi-
zation in 3—61% of the data sets. This result also depends
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Table 1. Results of simulation study: percentage of situation in which BB shows less imbalance than randomization, minimization, and matching

BB shows less imbalance

BB shows less imbalance BB shows less imbalance

N clusters N factors than randomization? than minimization® than matching®

4 1 13 0 0
2 25 0 4

3 32 9 8

4 38 15 12

5 42 20 16

6 1 23 0 0
2 40 3 6

3 54 16 18

4 61 29 29

5 67 37 37

8 1 74 0 0
2 92 4 7

3 98 19 20

4 99 35 34

5 100 48 46

10 1 100 0 0
2 100 4 5

3 100 19 23

4 100 38 43

5 100 52 57

16 1 100 0 0
2 100 6 12

3 100 22 43

4 100 38 65

5 100 57 79

20 1 100 0 0
2 100 8 28

3 100 25 58

4 100 40 76

5 100 61 88

Abbreviation: BB, best balance.
@ BB will never result in a higher imbalance.

on the number of clusters. The effect became larger as the
number of clusters increased.

The comparison between matching and BB produced es-
sentially the same results as the comparison between min-
imization and BB. As the number of prognostic factors
increased, the percentage of data sets in which BB shows
less imbalance than matching also increased. This effect
became larger as the number of clusters increased. The re-
sults for minimization and matching were almost the same
with up to eight clusters. However, with more than eight
clusters, matching performs worse in more data sets than
minimization, both in comparison to BB.

Table 2 shows the median and maximum quadratic im-
balances of the trial data sets. The median imbalances of
the data sets are almost the same for BB, minimization,
and matching. Only with larger number of clusters and fac-
tors, the medians of minimization and matching are higher
than those of BB. In general, the medians for randomization
are substantially larger than those of BB.

The maximum quadratic imbalance in the trial data sets
was compared as well. BB showed a smaller maximum
quadratic imbalance than the other allocation methods.

Especially with increasing numbers of factors and clusters,
the maximum imbalance resulting from randomization
became very high. The same effect was found for matching,
although to a lesser extent than for randomization. The
maximum imbalance of minimization was just somewhat
higher than the maximum imbalance found for BB.

4. Example: Safe or Sorry? study

Patients in hospitals and nursing homes are at risk of de-
veloping often-preventable adverse events, which threaten
patient safety. van Gaal et al. [15] developed an integral pa-
tient safety program that addresses several adverse events
simultaneously. These events are pressure ulcers, falls,
and urinary tract infections. The program was tested in
a CCT in 10 hospital wards and 10 nursing home wards.
The primary outcome measure was the incidence of adverse
events on every ward. Patient characteristics, length of stay,
and nurse characteristics differed between hospitals and
nursing homes; so it was decided before the start of the
study that the results would be analyzed separately.
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Table 2. Median and maximum quadratic imbalances of the generated data sets obtained by BB, randomization, minimization, and matching

BB Randomization Minimization Matching
N clusters N factors Median Maximum Median Maximum Median Maximum Median Maximum

4 1 1 2 2 8 1 2 1 2
2 2 4 2 16 2 4 2 8

3 4 8 4 24 4 10 4 10

4 4 10 7 26 6 12 4 16

5 6 12 8 28 6 18 6 18

6 1 2 2 2 18 2 2 2 2
2 2 4 4 36 2 8 2 8

3 2 8 8 34 4 12 4 20

4 4 10 12 46 6 20 6 22

5 6 12 14 54 8 24 8 30

8 1 0 2 4 34 0 2 0 2
2 2 4 8 54 2 10 2 8

3 4 8 16 64 4 12 4 20

4 4 10 20 70 6 26 6 36

5 6 12 30 82 10 30 8 38

10 1 0 2 10 58 0 2 0 2
2 2 4 24 84 2 8 2 8

3 4 6 36 100 4 18 4 20

4 4 8 49 98 6 30 6 36

5 5 10 62 132 10 28 12 44

16 1 0 2 10 80 0 2 0 2
2 2 4 26 122 2 10 2 18

3 2 6 44 162 4 20 6 32

4 4 8 59 254 6 24 12 58

5 4 10 78 190 10 36 16 60

20 1 2 2 10 106 2 2 2 2
2 2 4 32 138 2 8 4 20

3 4 6 50 162 4 20 10 52

4 4 8 68 252 6 24 14 62

5 4 10 86 230 10 34 22 106

Abbreviation: BB, best balance.

For the sake of simplicity, we will focus on the hospitals
only. The program was tested in four internal medicine wards
and six surgical wards. It was expected that the incidence of
adverse events would differ per type of ward. Therefore, bal-
ancing on this factor was recommended. Other prognostic
factors were the percentage of patients who were at risk of
falling per ward (<20% vs. >20%), the average of nurses’
knowledge about risk assessment and effective preventive
care per ward (test score <7 vs. >7), and the main level of
nurses’ education per ward (intermediate vs. higher voca-
tional training/university). Table 3 shows the scores on every
factor per cluster.

Allocating the clusters to a treatment and a control
groups using the four methods described above gave the
following results. BB resulted in one group containing
wards 1, 5, 7, 8, and 10 and a second group containing
the other wards with an imbalance of 4. There were 16
other allocation schemes with the same imbalance, but as
previously explained, only one (optimal) scheme was ran-
domly selected.

The imbalance was calculated as follows. Under the cur-
rent allocation scheme, the number of wards with a certain

characteristic per group is given in Table 4. The difference
is calculated (group A — group B) for every category of
every factor. Then, the total imbalance is the sum of the

Table 3. Ward characteristics used as balancing criteria

Ward number Type® Risk of falling® Test score® Education level®

—
—
—

OoONOOTPH WN
H R RFE PP NNDN -
O O+HOF,F,F OO
QOO+ OORFrH+
OO Or—OFO

10

N

@ Type of ward: 1 = surgical, 2 = internal medicine.

b Percentage patients with risk of falling: O = less than 20%,
1 =20% or more.

¢ Test of knowledge: O = mean score <7, 1 =mean score 7 or
higher.

9 Education level: 0 = intermediate vocational training, 1 = higher
vocational training/university.
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Table 4. Distribution of prognostic factors of the Safe or Sorry study
over treatment groups A and B after BB

Prognostic factor Group A Group B Difference

Type of ward

Surgical 3 3 0
Internal medicine 2 2 0
Risk of falling (%)
<20 2 3 -1
>20 3 2
Test score
<7 2 3 -1
>7 3 2 1
Education level
Intermediate vocational training 3 3 0
Higher vocational training/university 2 2 0

Abbreviation: BB, best balance.

squared differences. So, the total imbalance = 0% +0%+
(=D + P24+ (=1 +1°+0>°+0°=4.

Unrestricted randomization resulted in a group contain-
ing wards 1, 2, 6, 7, and 9 and the remaining wards in an-
other group, resulting in an imbalance of 52. This
imbalance is largely attributable to the fact that all internal
medicine wards were assigned to the same group. Further-
more, most of the wards with a low mean test score were
also grouped together. So, the distribution of prognostic
factors was very dissimilar between the two groups.

Minimization resulted in the same imbalance as BB.
With the wards 1, 4, 6, 8, and 10 in one group and the re-
maining wards in the other, the imbalance was 4.

Next, matching was applied. From the 10,000 matchings
that were performed, one of the best matching schemes
(including randomization within pairs) was chosen at ran-
dom. This gave the following pairs: wards 1 and 7, wards
2 and 10, wards 3 and 6, wards 4 and 5, and wards 8 and 9.
The randomization within pairs resulted in the same groups
of wards as minimization. So, the imbalance of matching
was also 4.

Finally, stratification was applied on type of ward and
risk of falling because these factors were thought to be most
important. Stratifying on a third factor was impossible be-
cause this would lead to empty cells or cells containing just
one cluster. Randomizing wards within strata resulted in
one group containing wards 1, 3, 5, 7, and 8 and a second
group containing the remaining wards. This allocation
scheme gave an imbalance of 12.

So, in this example, BB, as well as minimization and
matching, resulted in an optimal allocation scheme (i.e.,
one with the smallest imbalance). As mentioned earlier,
BB must always result in the smallest imbalance. However,
this does not hold for the other methods. All other alloca-
tion methods could have ended up with one of the 17 opti-
mal allocation schemes as well, but the probability that this
would happen is much smaller for them than that for BB.
With unrestricted randomization, for example, this proba-
bility is only 0.13 (17 of 126 different allocation schemes).

5. Discussion and conclusion

The aim of this study was to compare BB with unre-
stricted randomization, minimization, stratification, and
matching in terms of achievable balance in CCTs with
small numbers of clusters.

A simulation study was performed to compare BB with
minimization, randomization, and matching. The results
showed that a better balance can be obtained with BB than
with the other methods. This effect becomes larger as the
number of clusters and number of factors increase.

The results of randomization vs. BB may seem some-
what counterintuitive because randomization is thought to
produce treatment groups in which the distributions of
prognostic factors are similar, especially when the number
of units to randomize is large. However, as the number of
clusters increases, so does the number of possible alloca-
tion schemes. Therefore, the probability that randomization
will result in the best allocation scheme, that is, the one
with the best balance of factors, becomes smaller as the
number of clusters increases. BB, on the other hand, always
searches through all possible allocation schemes. There-
fore, the probability of finding the best allocation scheme
with this method does not depend on the number of
clusters.

We did not evaluate stratification. However, stratification
can only take a limited number of factors into account [6].
According to Therneau [6], the maximum number of fac-
tors for studies with 4, 8, or 16 clusters is 2, 3, and 4, re-
spectively. The performance of stratification with respect
to the obtained balance lies between the performance of un-
restricted randomization and minimization, so the balance
it achieves will be equal to minimization at best.

Thus, BB is a highly effective method for obtaining bal-
ance in prognostic factors over treatment arms. This applies
not only to small trials but also to larger trials. However,
because the BB method considered here requires all units
to be enrolled before allocation, this method is only useful
in CCTs where clusters can be identified in advance. If not
all, but a substantial part of the clusters is known from the
beginning, BB could be used initially. Clusters enrolling
later could then be allocated using minimization. This rea-
soning also applies to studies where individuals are the
units of allocation. However, these studies often need large
sample sizes. So, it may not be feasible to know all individ-
uals in advance, which makes BB impossible.

The argumentation in this article is based on prognostic
factors with only two categories. Nevertheless, the results
also apply to factors with more categories. As the number
of categories per factor increases, the probability to obtain
a good balance will decrease, especially when randomiza-
tion, stratification, or matching is used. Stratifying on factors
with more than two categories will be more difficult and fur-
ther limits the number of factors that can be taken into ac-
count. Matching will also become harder because it will
become more difficult to find a good match for all clusters.
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BB, on the other hand, is able to take the additional cate-
gories into account very well.

The described BB method requires categorization of
continuous prognostic factors. Thought should be given to
the best limits for the categories because categorization re-
sults in a loss of information. Furthermore, the eventual al-
location scheme might differ if the limits are chosen
differently. If all or most of the factors are categorical from
the beginning, the way continuous factors are categorized
will be rather unimportant. However, if there are many con-
tinuous prognostic factors, minimization based on ranks
may be a better method [13,14].

In this study, BB was limited to two treatment arms, but
BB can easily be extended to more treatment arms (e.g., if
two new treatments are to be compared with a standard
treatment). Furthermore, the allocation was limited to
a 1:1 ratio. However, the BB algorithm can easily be adap-
ted to other ratios. The key point in each case is to identify
the set of all possible allocation schemes and define the im-
balance measure, which can be straightforwardly extended
from the two-arm 1:1 allocation trial.

In conclusion, BB is a highly effective alternative treat-
ment allocation method in CCTs with small numbers of
clusters. Therefore, we advocate the use of this method in
such trials.
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