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ABSTRACT Genes in eukaryotic cells are typically regulated by complex promoters containing multiple binding sites for a variety of transcription factors, but how promoter dynamics affect transcriptional dynamics has remained poorly understood. In this study, we analyze gene models at the transcriptional level, which incorporate the complexity of promoter structure (PS) defined as transcriptional exits (i.e., ON states of the promoter) and the transition pattern (described by a matrix consisting of transition rates among promoter activity states). We show that multiple exits of transcription are the essential origin of generating multimodal distributions of mRNA, but promoters with the same transition pattern can lead to multimodality of different modes, depending on the regulation of transcriptional factors. In turn, for similar mRNA distributions in the models, the mean ON or OFF time distributions may exhibit different characteristics, thus providing the supplemental information on PS. In addition, we demonstrate that the transcriptional noise can be characterized by a nonlinear function of mean ON and OFF times. These results not only reveal essential characteristics of promoter-mediated transcriptional dynamics but also provide signatures useful for inferring PS based on characteristics of transcriptional outputs.

INTRODUCTION

Gene expression involves transcription, translation, chromatin remodeling, histone modifications, alternative splicing, and recruitment of transcription factors (TFs), and polymerases. These biochemical processes inevitably lead to stochastic fluctuations (or the noise) in expression levels (1–4). This noise is essential for many cellular functions (5,6) and has been identified as a key factor underlying the observed phenotypic variability of genetically identical cells in homogeneous environments (7). Although recent advances in experimental methods allow direct observations of real-time fluctuations in gene expression levels in individual live cells (8–12), there is considerable interest in theoretically understanding how different molecular mechanisms of gene expression affect variations in mRNA and protein levels across a population of cells. Quantifying the contributions of different sources of noise using stochastic models of gene expression is an important step toward understanding fundamental cellular processes and variations in cell populations (13–30).

Transcription is a key step during gene expression, where the transcription machinery is responsible for transcribing DNA to RNA and initiating mRNA transcripts (31). Biochemical processes associated with transcription often involve a variety of TFs, which bind to multiple sites on regulatory DNA in response to intracellular or extracellular signals. When bound to these sites, the TFs either inhibit or enhance transcription through interactions with RNA polymerase and other TFs. Most regulatory sequences called as “promoters” contain several operator sequences, each of which is often recognized with different affinities by more than one type of TF. For bacterial cells, the promoters that are viewed as simple can exist in a surprisingly large number of regulatory states. For example, the PRM promoter of phage lambda in E. coli is regulated by two different TFs binding to two sets of three operators that can be brought together by looping out the intervening DNA. As a result, the number of regulatory states of the PRM promoter is 128 (32). In contrast, eukaryotic promoters are more complex, involving nucleosomes competing with or being removed by TFs (33). In addition to the conventional regulation by TFs, the eukaryotic promoters can be also epigenetically regulated via histone modifications (34–36). Such regulation may lead to very complex promoter structure (PS) (37). To help readers understand how a PS is formed, we simply introduce three molecular mechanisms (38): 1) nucleosome occupancy that promoter-DNA condensation into chromatin may lead to long-lived, silenced or OFF, promoter states, which are followed by rapid, short-lived initiation events; 2) TATA box that activates the promoter by helping assemble the pre-initiation complex; 3) TF binding sites for which the molecular mechanism has not been well understood.

Transcription takes place often in a bursting manner. Single-cell experimental measurements have provided evidence for transcriptional bursting both in bacteria (8) and in eukaryotic cells (9,39). Although the sources of the transcriptional burst remain poorly understood (40), several lines of evidence (3,4,10,11,41–45) point to transitions among the ON and OFF states of the promoter as an important source of noise in gene expression, which is responsible for generating cell-to-cell heterogeneity in the response of genetically identical cells to the same stimulus. Complex promoters with more than two activity states are not the exception but the rule as combinatorial control of gene
regulation by multiple TFs is widespread (46). In two relevant studies, an experiment in yeast cells demonstrated that high levels of cell-to-cell variability, originated by promoter state fluctuations, may confer cell colonies with an enhanced probability of cell survival when subjected to external stress (47); another experiment showed that a stable transcription scaffold that regulates the rate of transitions between ON and OFF states of the promoter can result in “bursts” of gene expression beneficial to increasing cell-to-cell variability (5). In particular, all three of the molecular mechanisms (described above) for the formation of PS can lead to transcriptional bursting. In fact, rapid, short-lived initiation events taking place in nucleosome occupancy can lead to bursting synthesis of mRNA (4); in the TATA box case, it was experimentally demonstrated that mutations that weaken the strength of the TATA box of the PHO5 gene in yeast cells result in a reduction in gene expression noise (4); in the case of TF binding sites, experiments have shown that the number of binding sites for TFs can significantly affect the gene expression noise (10,48).

Given the complexity of most PSs, quantitative models play an important role in testing molecular mechanisms of transcriptional regulation, helping to connect these biochemical models of transcription with experimental measurements of gene expression in vivo (26). Thus far, many theoretical models have been developed. A class of gene models developed in response to bulk experiments focused on computing the steady-state occupancies of different operators by TFs (49,50) and can be used to well predict the equilibrium probability of each promoter state and therefore the average transcriptional output. These models, although very useful for computing average gene expression levels at steady state, have nothing to say about the dynamics of gene regulation, that is, which promoter states are kinetically connected, and how often the promoter makes transitions from one state to another. To address these questions, another class of gene models have been also developed during the past decade (24,25,41,51–55), which are specifically tailored to tackle transcription from arbitrarily complex promoters at the single-cell level. In particular, for analytically solvable gene models such as the common ON-OFF model (14,17,19,22,56–58), and multi-OFF models (also called as gene models of promoter progression (59,60), which are often used to model DNA looping), the mechanisms of transcriptional dynamics have been basically revealed from the analytical distributions available in these models (26). However, for multi-ON gene models for which we can find their prototypes in natural and synthetic systems (48), how promoter dynamics affect transcriptional dynamics remain poorly understood, although an experiment combined with model analysis showed that a TF can result in bursty expression, enabling rapid individual cell responses in the transient and increased cell-cell variability at steady state (47).

A related yet interesting question is how multimodality is generated in gene models. As is well known, bimodal or multimodal gene expression (i.e., the mRNA or protein distribution exhibits two or multiple peaks) is a cause of phenotypic diversity in genetically identical cell populations, and it is critical for population survival in a fluctuating environment (61,62). In some instances, the effect of noise can be amplified by the presence of multistability in a genetic network, thus leading to multiple phenotypes coexisting in a cell population. Individual cells can make transitions between these phenotypes driven by fluctuations in the expression of certain key genes in the network, so as to better adapt them to changes in environments. Given this importance, studying the mechanism of generating multimodality including bimodality is of biological significance.

In this study, we investigate a general gene model, which incorporates the complexity of PS, e.g., multiple ON states. By analysis and simulation, we find that unlike the multi-OFF mechanism (i.e., the promoter has more than one OFF states but only one ON state) that can lead to at most two peaks in the mRNA distribution, the multi-ON mechanism (i.e., the promoter has multiple ON states) can lead to mRNA multimodal distributions with different modes depending on transition and transcription rates, implying that multiple exits of transcription are the essential source of multimodality. Similar mRNA distributions do not necessarily imply that the average ON and OFF time distributions have similar characteristics; the PS can tune the mRNA noise in a nonlinear manner where the nonlinearity depends mainly on the transcriptional rates. These results not only uncover essential characteristics of promoter-mediated transcriptional dynamics but also provide signatures useful for inferring PS based on characteristics of transcriptional outputs.

RESULTS

Multiple exits of transcription are the essential mechanism of generating multimodality

In spite of the complex nature of multistate gene models, one can learn many things from the corresponding master equations. For instance, we used a master equation for the mRNA probability density ever function to show whether multimodality (i.e., distributions with three or more modes) can emerge in a gene model of multiple OFF states; we did not find it in parameter regimes under our investigation but found that the region of parameter space (defined by the kinetic rates between promoter states) for which bimodality is observed can be made smaller by having multiple promoter states (59). In particular, slow transitions between promoter states, which can lead to a bimodal mRNA distribution in the common two-state gene model, can result in a unimodal mRNA distribution when the number of promoter states is larger than two. This might explain why bimodal protein distributions appear to be rare in nature. In addition, we also
found slight differences in shape between the mRNA distribution generated by multistate promoters and the one generated by two-state promoters, e.g., the former is flatter than the latter. However, we did not find that multimodality can emerge in a gene model where the promoter has one ON state and multiple OFF states that together constitute a loop. These imply that the multi-OFF mechanism is not the main source of generating multimodality including bimodality.

To clearly show how bimodality or multimodality is generated because of PS, we consider only a simple gene model, where the promoter comprises three activity states that may be either ON or OFF but form a loop. The time-dependent distribution of the mRNA number, denoted by \( P(m; t) \), can be computed according to the following:

\[
P(m; t) = \sum_{n=m}^{\infty} (-1)^{n-m} \binom{n}{m} b_n(t)
\]

where \( \binom{n}{m} \) is the combinatorial number of choosing \( m \) from \( n \); \( b_n \) represent binomial moments, seeing the Model and Method section for their computation. The numerical simulation has verified that the results obtained by Eq. 1 are in good accord with those obtained by the Gillespie algorithm (63) after the time is sufficiently large (data are not shown). Therefore, we may consider steady-state distributions only. In the Supporting Material, we derive analytical distributions in gene models with specific PS, which include all the distributions in the existing literature as their particular cases. Interestingly, we find that if all the promoter states are ON with the same transcriptional rate, then mRNA follows a Poisson distribution, independently of PS; in other cases, the mRNA distributions can be in general expressed as an algebraic sum of confluent hypergeometric functions. These results themselves are interesting facts, not shown in previous references.

By numerical simulation, we find that the presence of bimodality or multimodality is mainly because of multiple exits of transcription. Moreover, we find that modes of multimodal distribution depend on the transition rates and the transition pattern among promoter activity states. Fig. 1 shows a related example where the promoter comprises several activity states that together form a loop. This gene model can demonstrate six modes of the mRNA distribution, including one peak close to zero, one nonzero peak (hereafter by nonzero peak we mean that the mRNA number corresponding to the peak is an integer of more than one), the combination of the former two, two nonzero peaks, both one peak close to zero and two nonzero peaks, and three nonzero peaks. We observe that the mRNA distribution may exhibit one peak of two different shapes, two peaks of two different shapes, and three peaks with one peak close to zero, depending on transition rates. However, the mRNA distribution in this model cannot exhibit three nonzero peaks as observed in the gene model with three exits of transcription (comparing two distributions indicated by red in the second row of Fig. 1). In other words, the mRNA distribution in models of two ON states exhibits at most two nonzero peaks. The similar conclusion also holds for other similar gene models. All these imply that the multi-ON mechanism is the essential cause of generating multimodality including bimodality.

Mean waiting time distributions exhibit different characteristics albeit similar mRNA distributions

Experiments that reveal the dynamics of transcription initiation at promoters can reveal molecular mechanisms of transcription regulation (64). Several such experiments, where the synthesis of new mRNA molecules was visualized in live cells using single-molecule resolution technology, have been carried out in bacteria or eukaryotic cells.
(8,9,39), demonstrating that transcription occurs in a burst fashion. In these experiments, the spatial distribution of polymerases along a gene may bear the fingerprint of the time series of transcription initiation events, which is in turn determined by promoter dynamics. In response to experiments that probe transcription dynamics in single cells, in this study we consider how regulatory architecture modifies the probability distribution of mean waiting times between transcription initiation events. These times are experimentally testable. Here the goal is to provide experimental signatures predicted by theory that are capable of distinguishing between different mechanisms of transcriptional regulation.

First, we give the analytical results. Consider a gene model with the transition matrix among promoter activity states, denoted by \( A = \begin{pmatrix} A_{00} & A_{10} \\ A_{01} & A_{11} \end{pmatrix} \), where \( A_{00} \) describes the internal transitions between OFF states and the transitions from some ON states to OFF states; \( A_{10} \) and \( A_{01} \) describe transitions from ON to OFF states and from OFF to ON states, respectively; and \( A_{11} \) describes the internal transitions between ON states and the transitions from some OFF states to ON states. Then, the distribution functions for the mean ON and OFF times are computed according to the following formulæ:

\[
\begin{align*}
    f_{off}(\tau) &= u_L A_{01} \exp(A_{00}\tau) A_{10} u_K^T; \\
    f_{on}(\tau) &= u_K A_{10} \exp(A_{11}\tau) A_{01} u_L^T
\end{align*}
\]  

(2)

and, the mean waiting times at OFF and ON states are given by the following:

\[
\begin{align*}
    \langle \tau_{off} \rangle &= \frac{1}{u_L A_{01} u_L^T} u_L A_{01}(A_{00})^{-2} A_{10} u_K^T; \\
    \langle \tau_{on} \rangle &= \frac{1}{u_K A_{10} u_K^T} u_K A_{10}(A_{11})^{-2} A_{01} u_L^T
\end{align*}
\]  

(3)

where the row vectors \( u_L = (1, 1, \ldots, 1) \) and \( u_K = (1, 1, \ldots, 1) \) with \( L \) and \( K \) being the order of \( A_{00} \) and \( A_{11} \), respectively. See the Model and Method section for their derivation. The above formulæ indicate that mean ON and OFF time distributions as well as mean ON and OFF times are easily computed as long as the transition matrix \( A \) is determined. For example, for a gene model where the promoter has two ON states and one OFF state that together constitute a loop, we have the following:

\[
\langle \tau_{off} \rangle = \frac{1}{-a_{11}}, \quad \langle \tau_{on} \rangle = \frac{1}{-a_{11}} (c_2 + c_3)
\]  

(4)

where \( c_i \) is the algebraic complement of the diagonal element \( a_{ii} \) of the transition matrix \( A \) (\( i = 1, 2, 3 \)).

Then, we perform numerical simulation. Consider two gene models with different PSs (see insets in Fig. 2A and B). We observe that two mRNA distributions exhibit the similar bimodal shape with two nontrivial peaks (the bimodality in Fig. 2A is generated because of two distinct transcription exits whereas the one of two peaks in Fig. 2B, which is closed to the y axis, is generated because of the cumulating effect of multiple inactive states and the other peak results from the transcription exit), but the mean ON and OFF times display different characteristics. Specifically, for the model in Fig. 2A, the peak for the mean OFF time is close to zero whereas for the model in Fig. 2B, the peak for the mean OFF time is away from zero (i.e., nontrivial peak); the mean ON time distributions exhibit different shapes for the time close to zero. Moreover, the time series of the ON states display different dynamical behaviors (compare the insets of Fig. 2A and B).

The above results indicate that on the one hand, the PS determines the mean ON and OFF times and their distributions; on the other hand, the characteristics of mean ON and
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OFF time distributions or those of the time series of ON and OFF states or both can provide the additional information on PS, thus enabling a remedy when the characteristics of mRNA distributions are insufficient to infer the PS.

### Mean ON and OFF times together can characterize the transcriptional noise

For a gene model, the mRNA noise has two origins: one from the promoter fluctuations (called as the promoter noise) attributable to stochastic transitions among promoter activity states, and the other from stochastic synthesis and degradation of mRNA. The former is called the mRNA external noise whereas the latter the mRNA internal noise. The noise of the two kinds would together contribute to the generation of cell-to-cell variability.

For a multistate gene model, the mRNA internal noise is easy to describe since it can be characterized by the inverse of the mean mRNA number under our assumption. In contrast, describing the mRNA external noise is more difficult because of the complex PS. Therefore, we will focus on the promoter noise in the following.

Note that for the common ON-OFF model, the formula for computing the mRNA noise intensity, denoted by $\eta_m$, is the following:

$$\eta_m^2 = \frac{1}{\langle m \rangle} + \frac{\langle \tau_{	ext{off}} \rangle^2}{\langle \tau_{	ext{on}} \rangle + \langle \tau_{	ext{off}} \rangle} + \frac{\langle \tau_{	ext{on}} \rangle \langle \tau_{	ext{off}} \rangle}{\langle \tau_{	ext{on}} \rangle + \langle \tau_{	ext{off}} \rangle}$$

where the first term on the right side of Eq. 5 represents the internal noise of mRNA from transcription, which is the inverse of the mRNA mean; the second term describes the promoter noise, denoted by $\eta_{\text{promoter}}^2$, which is a nonlinear function of mean ON and OFF times, denoted by $F(\langle \tau_{	ext{on}} \rangle, \langle \tau_{	ext{off}} \rangle)$. In the Model and Method section, we show that for any gene model, the intensity of the noise in mRNA can be computed according to the following:

$$\eta_m^2 = \frac{1}{b_1} + \frac{2b_2 - b_1^2}{b_1^2}$$

where $b_1$ and $b_2$ represent the first- and second-order binomial moments, respectively. Note that $b_1$ is the mRNA mean $\langle m \rangle$. Therefore, in analog to Eq. 5, it is reasonable to adopt the following formula to compute the intensity of the promoter noise:

$$\eta_{\text{promoter}}^2 = \frac{2b_2 - b_1^2}{b_1^2}$$

According to the Model and Method section, this formula indicates that the promoter noise depends not only on transition matrix among promoter activity states but also on the transcription matrix since $b_1$ and $b_2$ depends on transition and transcription rates except in particular cases, e.g., all the transcription rates are precisely the same.

For example, consider the gene model studied in the previous subsection, i.e., the one where the promoter has two ON states and one OFF state. We can show the following:

$$b_1 = \frac{\langle \tau_{\text{off}} \rangle}{\langle \tau_{\text{on}} \rangle + \langle \tau_{\text{off}} \rangle} (\mu_2 c_2 + \mu_3 c_3)$$

$$b_2 = \frac{1}{2 \det(I - A)} (c_1 + c_2 + c_3)$$

$$\left[ c_2 \mu_1 A_{22}^{(1)} + \mu_2 (c_2 A_{23}^{(1)} + c_3 A_{33}^{(1)}) + c_3 \mu_2 A_{33}^{(1)} \right]$$

where $A_{ij}^{(1)}$ are elements of the transposed matrix $(I - A)^T$, $i, j = 2, 3, 5$. See the next section for their derivation. Therefore, $\eta_{\text{promoter}}^2$ depends in general on transcription rates $\mu_1$ and $\mu_2$ unless $\mu_1 = \mu_2$. Note that Eqs. 4, 8, and 9 are easily extended to the case that the promoter has one OFF and multiple ON states that together form a loop or one ON and multiple OFF states that together constitute a loop as well.

Next, we perform numerical analysis for the promoter noise. Fig. 3 plots the dependence of the promoter noise intensity ($\eta^2$) computed by Eq. 7 in combination with Eqs. 8 and 9 on the referred quantity $F(\langle \tau_{\text{on}} \rangle, \langle \tau_{\text{off}} \rangle)$ with Eq. 4. In this figure, different symbols correspond to different PSs whereas the same symbols correspond to different transition patterns with the fixed promoter state number and the fixed transcription rates. More precisely, for a fixed PS and transcription rates, we have different dependences of $\eta^2$ on $F(\tau_{\text{ON}}, \tau_{\text{OFF}})$ as the transition rates are randomly changed.

We observe that the differences among transcription rates have important influences on the deviation of the indicated symbols from the line with the slope equal to 1. Specifically, if all the promoter states are ON and all the transcription rates are precisely the same, then there is no promoter noise. In fact, in this case we can show that the corresponding mRNA number follows a Poisson distribution with the characteristic parameter being the common transcription rate, which is independent of the PS (see the Supporting Material). If a part of promoter states are ON and all the corresponding transcription rates are precisely the same, then the dependence of $\eta^2$ on $F(\tau_{\text{ON}}, \tau_{\text{OFF}})$ is basically orientated on this slope, depending on transition rates regardless of the transition pattern among promoter activity states. This case implies that Eq. 7 can be used to quantify the promoter noise whose level is determined completely by the mean ON and OFF times. In other cases, we find that the larger the differences among transcription rates are because of, e.g., the regulation of TFs, the greater is the deviation of the indicated symbols from the line with the slope equal to 1, implying that the Eq. 7 cannot be used to approximate the promoter noise intensity. Such a nonlinear relationship can provide useful information on PS.
Two matrices \( A, \) and \( A_0 \) describe transitions among the active states and among the inactive states, respectively. The matrix \( A_{10} \) describes how the active states transition to the inactive states, and similarly for matrix \( A_{01} \). These matrices, called as the transition matrices, together describe the PS and the mRNA noise, thus providing signatures useful for inferring PS.

**MODEL AND METHOD**

For the convenience of applications, in this section we consider a general gene model where the promoter has several ON and OFF states among which transitions may exist, and we give general formulae for computing steady-state mRNA distributions, mean waiting times, and waiting time distributions. These formulae are very useful and contain previous results obtained in simple gene models (e.g., the common ON-OFF model (14,17,19,22,56–58) and gene models of promoter-progression (25,26)) as their particular cases.

**Model description**

Assume that the promoter has \( N \) states, \( L \) states of which are active (denoted by \( A_i \)) and the other \( K = N - L \) are inactive (denoted by \( I \)). Let matrices \( A_{1i} \) and \( A_{0i} \) describe transitions among the active states and among the inactive states, respectively. The matrix \( A_{10} \) describes how the active states transition to the inactive states, and similarly for matrix \( A_{01} \). These matrices, called as the transition matrices, together describe the PS partially. Denote by \( m \), the number of mRNA molecules, and let \( P_i(m) \) represent the distribution that mRNA has \( m \) molecules at state-\( k \) of the promoter and let \( P = (P_1, \cdots, P_N) \) represent the column vector. Denote by \( \lambda_{ij} \), the transition rate from state-\( i \) to state-\( j \) (\( \lambda_{ij} = 0 \) means that no transition occurs), the size of which may be regulated by TFs. Denote by \( A = (\lambda_{ij}) \), the \( N \times N \) transition matrix, which consist of four block matrices \( A_{11}, A_{10}, A_{01}, A_{00} \); and let \( A = \text{diag}(\lambda_1, \cdots, \lambda_N) \) describe the exits of transcription (called transcription matrix) with \( \lambda_0 \) representing the transition rate of mRNA in state-\( i \) (\( \lambda_0 = 0 \) means that no transcription takes place). Two matrices \( A \) and \( \Lambda \) together describe the PS completely. Then, the biochemical master equation describing mRNA dynamics takes the following form:

\[
\frac{dP(m; t)}{dt} = AP(m; t) + \delta(E - I)[mP(m; t)] + \Lambda(E^{-1} - I)[P(m; t)]
\]

where \( E \) and \( E^{-1} \) are shift operators, and \( I \) is the identity operator. Clearly, the first term in Eq. 10 describes dynamics of the promoter with the transition matrix \( A \) that is actually an M-matrix (since the sum of every column elements is equal to zero); the second term describes the degradation dynamics of mRNA with the degradation matrix \( \delta \) that is a diagonal matrix (throughout this paper, we consider only the same degradation rate for simplicity, and denote it as \( \delta \)); and the third term describes the exits of transcription with the transcription matrix \( \Lambda \). We point out that the model in Eq. 10 includes all previously studied mRNA expression models as its particular cases.

**Computation of mRNA distributions**

To solve Eq. 10, we introduce probability-generating functions of the vector form \( G = (G_1, \cdots, G_N) \) with every component \( G_i(z; t) = \sum_{m=0}^{\infty} P_i(m; t) \) for the distributions of the vector form \( P(m; t) \). Then, from Eq. 10, we can derive the following linear system of partial differential equations:

\[
\frac{\partial G}{\partial t} = AG - s\frac{\partial}{\partial s}G + s\Lambda G
\]

where \( s = z - 1 \) is taken as a new variable, and all the system parameters are rescaled by \( \delta \). Note that Eq. 11 is an equivalent version of the biochemical master equation in Eq. 10 because of the relationship between the probability distribution and the generating function. This equivalence can help us find solutions to Eq. 11. Now, we expand every generating function as \( G_i(z; t) = \sum_{m=0}^{\infty} a^{(i)}_m z^m), \) where \( m \) \( = \sum_{i=0}^{N} m \) \( \binom{m}{k} \) represents the common binomial coefficient. Therefore, the fixed \( a^{(i)}_m(t) \) are called as binomial moments (65,66) corresponding to the probability \( P_i(m; t) \). In particular, \( b_k = \sum_{i=m}^{N} a^{(i)}_m \) are the total binomial moments.
moments corresponding to the total probability \( P = \sum_{m=0}^{\infty} P_m \). Note that \( b_0 = 1 \) because of the conservative condition \( \sum_{m=0}^{\infty} P(m) = 1 \). Denote \( \mathbf{a}_n = (a_0^{(n)}, a_1^{(n)}, \ldots, a_k^{(n)})' \). Then, from Eq. 11 we attain the following:

\[
\frac{d}{dt} \mathbf{a}_n = -(nI - \mathbf{A})\mathbf{a}_n + \mathbf{A} \mathbf{a}_{n-1} \tag{13}
\]

which is a linear ordinary differential equation that is easily solved. Once all \( a_k^{(n)}(t) \) are given, then the distribution \( P(m; t) \) is computed according to the following:

\[
P_i(m; t) = \sum_{k=m}^{\infty} (-1)^{k-m} \binom{k}{m} a_k^{(n)}(t) \tag{14}
\]

In particular, we can give analytical results at steady state. In fact, if we denote the total steady-state generating function \( G(s) = \sum_{m=0}^{\infty} G_m(s) \) with \( G(0) = 1 \) and Taylor expand \( G(s) = \sum_{m=0}^{\infty} b_m s^m \), then it is not difficult to show \( \mu_a G_a(s) + \cdots + \mu_L G_L(s) = G(s) \) since \( \mathbf{A} \) is an M-matrix. We find that \( b_n \) takes the following form:

\[
b_n = \frac{1}{n!} \sum_{k=0}^{\infty} \frac{1}{k!} b_k \mathbf{a}_k(1) = \frac{1}{n!} \mathbf{u}_n \mathbf{A} \mathbf{a}_{n-1} \tag{15}
\]

which is useful for deriving analytical distributions, where \( \mathbf{u}_0 = (1, 1, \ldots, 1) \) is a row vector and \( \mathbf{a}_n = (a_0^{(n)}, a_1^{(n)}, \ldots, a_k^{(n)})' \) is a column vector. Substituting the expansions of \( G_m(s) \) into Eq. 11 at steady state, we see that the vector \( \mathbf{a}_n \) satisfies the following algebraic equations:

\[
(nI - \mathbf{A})\mathbf{a}_n = \mathbf{A} \mathbf{a}_{n-1}, \quad n = 1, 2, \ldots \tag{16}
\]

where \( \mathbf{a}_0 \) can be analytically given (see the Supporting Material). When Eq. 16 is combined with Eq. 15, then \( b_n \) can be formally expressed as the following:

\[
b_n = \frac{1}{n!} \prod_{k=0}^{n-1} \det((kI - \mathbf{A})' \mathbf{A}) \mathbf{u}_n \prod_{k=n}^{\infty} ((kI - \mathbf{A})' \mathbf{A}) \mathbf{a}_0, \tag{17}
\]

where \((kI - \mathbf{A})'\) and \(\det((kI - \mathbf{A})'\) are the adjacency matrix and the determinant of \((kI - \mathbf{A})'\), respectively; \(\mathbf{a}_0\) is given in the Supporting Material. Such a formal expression of \( b_n \) does not impose any condition on the transition matrix \( \mathbf{A} \) and the transition matrix \( \mathbf{A} \).

Equation 17 indicates that Eq. 11 at steady state is solvable. Furthermore, Eq. 10 at steady state is also solvable. In some cases, the steady-state distributions can be expressed by confluent hypergeometric functions (67–70). Refer to the Supporting Material. In any case, \( P(m) \) can be approximately computed up to a desired accuracy because \( b_0 \to 0 \) as \( n \to \infty \) (65).

We point out that such a binomial moment method can be generalized to \( q_i^{(0)}(\tau) \) and \( q_i^{(1)}(\tau) \) take the following form:

\[
\frac{dQ_i^{(0)}(\tau)}{d\tau} = A_{00} Q_i^{(0)}(\tau) \tag{18}
\]

\[
\frac{dQ_i^{(1)}(\tau)}{d\tau} = A_{11} Q_i^{(1)}(\tau)
\]

respectively, where \( Q_i^{(0)}(\tau) = (Q_i^{(0)}(\tau), \ldots, Q_k^{(0)}(\tau))' \), \( Q_i^{(1)}(\tau) = (Q_i^{(1)}(\tau), \ldots, Q_k^{(1)}(\tau))' \). The solution to Eq. 18 can be expressed as the following:

\[
Q_i^{(0)}(\tau) = \exp(A_{00}\tau) Q_i^{(0)}(0)
\]

\[
Q_i^{(1)}(\tau) = \exp(A_{11}\tau) Q_i^{(1)}(0)
\]

Thus, for two given sets of initial survival probabilities \( \{Q_i^{(0)}(0), \ldots, Q_k^{(0)}(0)\} \) and \( \{Q_i^{(1)}(0), \ldots, Q_k^{(1)}(0)\} \), the distribution functions for the dwell times \( \tau \) at the OFF and ON states are given by the following:

\[
\tilde{f}_{\text{off}}(\tau) = u_i A_{00} Q_i^{(0)}(0) = u_i A_{00} \exp(A_{00}\tau) Q_i^{(0)}(0)
\]

\[
\tilde{f}_{\text{on}}(\tau) = u_i A_{10} Q_i^{(1)}(0) = u_i A_{10} \exp(A_{11}\tau) Q_i^{(1)}(0)
\]

From Eq. 20, we can see that each of two distribution functions is in general a linear combination of exponential functions of the form \( e^{\lambda \tau} \), so the result is an extension of that found in previous studies (71–73). Furthermore, the mean OFF and ON times can be computed by substituting \( \tilde{f}_{\text{off}}(\tau), \tilde{f}_{\text{on}}(\tau) \) into the general expression \( \tau = \int_0^\infty e^{\tau} f(\tau) d\tau \), which attains the following:

\[
\tilde{\tau}_{\text{OFF}} = \int_0^\infty u_i A_{00} \exp(A_{00}\tau) Q_i^{(0)}(0) d\tau
\]

\[
\tilde{\tau}_{\text{ON}} = \int_0^\infty u_i A_{10} \exp(A_{11}\tau) Q_i^{(1)}(0) d\tau
\]

However, Eq. 21 is not the resulting mean waiting times at OFF and ON states since the initial survival probabilities \( Q_i^{(0)}(0) \) and \( Q_i^{(1)}(0) \) depend on the transition pattern among ON and OFF states. For a given PS, to obtain the total OFF and ON dwell times, we have to average \( \tilde{\tau}_{\text{OFF}} \) or \( \tilde{\tau}_{\text{ON}} \) over all such ON states that transition to OFF states or over all such OFF states that transition to ON states. For example, to compute the resulting \( f_{\text{off}}(\tau) \), one should choose \( Q_i^{(0)}(0) = \sum_{j=0}^{\infty} \sum_{l=0}^{\infty} \tilde{f}_{\text{off}}(\tau) \cdot Q_i^{(0)}(0) = \sum_{j=0}^{\infty} \sum_{l=0}^{\infty} \tilde{f}_{\text{off}}(\tau) \cdot Q_i^{(0)}(0) \) as the initial conditions, where \( \delta_{ij} \) is the Kronecker delta; and for clarity and convenience, we let \( a_{ik}^{(0)} \) represent the transition rate from the \( k \)th OFF state to the \( i \)th ON state (similarly, \( a_{ik}^{(0)} \) and \( a_{ik}^{(0)} \)). The resulting distributions for the mean OFF and ON times are computed according to the following:

\[
f_{\text{off}}(\tau) = u_i A_{00} \exp(A_{00}\tau) A_{10} u_i'
\]

\[
f_{\text{on}}(\tau) = u_i A_{10} \exp(A_{10}\tau) A_{00} u_i'
\]

whereas the resulting mean dwell times at OFF and ON states are given by the following:

\[
\langle \tau_{\text{OFF}} \rangle = \int_0^\infty u_i A_{00} \exp(A_{00}\tau) A_{10} u_i' d\tau
\]

\[
\langle \tau_{\text{ON}} \rangle = \int_0^\infty u_i A_{10} \exp(A_{10}\tau) A_{00} u_i' d\tau
\]

**CONCLUSIONS AND DISCUSSIONS**

Transcription is a complex biochemical process, involving recruitment of TFs and DNA polymerases, chromatin
remodeling, and a sequence of transitions between activity states of the promoter. Previous studies have shown that transcription occur either as pulsatile bursts or as Poisson-like accumulations, but how promoter dynamics quantitatively and qualitatively affect transcriptional dynamics remains to be fully explored. In this study, we have analyzed gene models that incorporate the complexity of PS, focusing on the effects of the multi-ON mechanism on transcriptional dynamics. We have shown that multiple exits of transcription are the essential source of generating multimodal mRNA distributions (Fig. 1). In addition, we have demonstrated that in the (log $F_n^2$) plane, the larger the differences among transcription rates are, the higher is the nonlinearity describing the dependence of the transcriptional noise on PS (Fig. 3). These qualitative characteristics that still hold in more complex gene models reveal the essential mechanism of how promoter dynamics affect transcriptional dynamics.

In a previous study (59), we demonstrated that slow transitions between promoter states that can lead to a bimodal distribution of the mRNA copy number as observed in the two-state promoter model can also result in a unimodal distribution when the number of promoter states is larger than two. In this study, we have shown that multiple exits of transcription can lead to multimodal mRNA distributions, but there are exceptions, e.g., when all the promoter states are ON with the same transcription rate, which result in a Poisson distribution independent of PS. A more careful investigation of this issue would clarify whether distributions from multistate promoters can be clearly distinguished from those produced by two-state ON/OFF promoters, and how many events would be needed to see the difference in the experimental data. If it were found that two-state and multistate promoters cannot be clearly distinguished by virtue of the distribution, it would call into the question of how seriously we should take the fitting parameters extracted from fitting experimental distributions of mRNA numbers. We would like to point out that our model cannot exhibit bistability in the deterministic case but can exhibit stochastic multimodality including bistability in the stochastic case according to the definition in a previous study (74).

For gene models with more complex PS, which would correspond to complicated mathematical forms expressed in the master equation, the first- and second-order moments of mRNA can be derived using the same simple method used to compute the moments in the two-state promoter model. In fact, the formulas for the moments apply to any other promoter model as well, regardless of the number of promoter states. In addition, the focus of the analysis in this study is on mRNA noise, but the mathematical approaches to compute mRNA statistics can be easily extended to compute protein distributions and their moments as well. For instance, for a promoter switching between two different states, in the limit when mRNA lifetime is much shorter than protein lifetime, the ratio of variance over mean for protein takes the form very similar to that for mRNA. At least in this limit, all of the conclusions about how complex promoter dynamics affect mRNA noise would be qualitatively true for protein noise. In other words, all the related extension and computation are easily carried out in the case that TFs do not temporally regulate transition rates among the promoter activity states (47). However, the regulation of TFs is often dynamic and noisy. In this case, what is the dependence relationship between transcriptional output and TFs (as inputs) or how the latter affects the former deserves further study since analytical results (e.g., analytical distributions as derived in this paper) are in general unavailable. If the gene promoter has only one ON and one OFF state (i.e., the common gene model), one can use the input-associated Signed Activation Time (iSAT) index introduced in another study (75), which concisely captures an intrinsic temporal property at either the ON or OFF state, to characterize the input-output relation including the transcriptional noise. In the case of complex PS (i.e., the promoter has multiple ON or OFF states or both), the iSAT index would be still effective in quantifying this relation but its definition seems to need modification. By analyzing this modified index, it is possible to reveal which of the multiple ON and OFF mechanisms is dominant in buffering the transcriptional noise. In particular, it is possible that there is a tradeoff between achieving good noise buffering in the ON versus the OFF states as shown in a previous study (75). The further study is under way.

Finally, as with any quantitative model, especially one attempting to describe processes within a living cell, it is important to understand the limitations of the chemical master equation description of transcription presented in this paper. Particular care has to be taken when using mathematical models in conjunction with experimental data to test specific hypotheses about biological mechanisms. Even for most informative models, there would be a discrepancy between the model predictions and experimental data. This offers the opportunity to discard incorrect assumptions about the mechanisms of interest. But to reach such strong conclusions, we must have some degree of certainty that the discrepancy between the model predictions and experimental outcomes is because of the deficiencies in our understanding of the underlying biological mechanism, and not because of spurious experimental effects that have nothing to do with the biological process of interest. This is a particularly challenging problem when using cell-to-cell or temporal variability of cellular outputs as the experimental signature of a biological process because there are typically multiple sources of this variability, and we are interested in the only one of them. For example, if the variability of the transcriptional output of a single cell is used as the experimental signature of promoter dynamics, then we must make sure that this is indeed the dominant source of the observed fluctuations.
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