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Could saturation effects be visible in a future electron–ion collider?

E.R. Cazaroto a, F. Carvalho a, V.P. Gonçalves b, F.S. Navarra a,∗
a Instituto de Física, Universidade de São Paulo, C.P. 66318, 05315-970 São Paulo, SP, Brazil
b High and Medium Energy Group (GAME), Instituto de Física e Matemática, Universidade Federal de Pelotas, Caixa Postal 354, CEP 96010-900, Pelotas, RS, Brazil

a r t i c l e i n f o a b s t r a c t

Article history:
Received 19 May 2008
Received in revised form 8 November 2008
Accepted 13 December 2008
Editor: J.-P. Blaizot

PACS:
12.38.-t
24.85.+p
25.30.-c

Keywords:
Quantum chromodynamics
Collinear factorization
Nuclear parton distributions
Saturation effects

We expect to observe parton saturation in a future electron–ion collider. In this Letter we discuss this
expectation in more detail considering two different models which are in good agreement with the
existing experimental data on nuclear structure functions. In particular, we study the predictions of
saturation effects in electron–ion collisions at high energies, using a generalization for nuclear targets of
the b-CGC model, which describes the ep HERA quite well. We estimate the total, longitudinal and charm
structure functions in the dipole picture and compare them with the predictions obtained using collinear
factorization and modern sets of nuclear parton distributions. Our results show that inclusive observables
are not very useful in the search for saturation effects. In the small x region they are very difficult to
disentangle from the predictions of the collinear approaches. This happens mainly because of the large
uncertainties in the determination of the nuclear parton distribution functions. On the other hand, our
results indicate that the contribution of diffractive processes to the total cross section is about 20% at
large A and small Q 2, allowing for a detailed study of diffractive observables. The study of diffractive
processes becomes essential to observe parton saturation.

© 2008 Elsevier B.V. Open access under CC BY license.
The search for signatures of parton saturation effects has been
subject of an active research in the last years (for recent reviews
see, e.g. [1]). It has been observed that HERA data in the small
x and low Q 2 region can be successfully described with satura-
tion models [2–6]. Moreover, the experimentally measured total
cross sections present the property of geometric scaling [7], which
appears naturally in the framework of the color glass condensate
(CGC) formalism. This property was considered as an evidence of
saturation. However, very recently [8] it has been shown that ge-
ometric scaling may also be derived from the DGLAP equations.
Another prediction which follows naturally from saturation models
is the suppression of high pT hadron yields at forward rapidities in
dAu collisions [9–13]. This suppression has been observed at RHIC
[14]. However, also in this case, alternative explanations [15,16],
not based on saturation physics, could account for the experimen-
tal data. Taken together, these results provide some evidence for
saturation at HERA and RHIC. However, more definite conclusions
are not possible due to the small value of the saturation scale
in the kinematical range of HERA and due to the complexity of
dAu collisions, where we need to consider the substructure of the
projectile and the target, as well as the fragmentation of the pro-
duced partons. So far, other models (without saturation included)
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are able to describe the same set of data (see e.g. Refs. [17,18]). In
order to discriminate between these different models and test the
CGC physics, it would be very important to consider an alterna-
tive search. To this purpose, the future electron–nucleus colliders
are ideal [19–22], because they can probably determine whether
parton distributions saturate or not.

After the eRHIC was proposed [20], it became crucial to have
some quantitative estimates of the impact of saturation effects on
observables. Some of these estimates can be found in [21,23–25].
In particular, in [23] we calculated several inclusive observables
(F A

2 , F A
L , F c,A

2 and their logarithmic slopes), while in [24] the be-

havior of the diffractive structure function F D(3)
2 and the diffractive

cross section σ diff were studied in detail. An interesting conclusion
from Ref. [24] was related to the growth of Rσ = σ diff/σ tot with
the atomic number of the target, especially in the small x and low
Q 2 region. This ratio could be as large as 0.3–0.4. This is very
large compared to the corresponding ratio in ep collisions which is
of the order of 0.10–0.15. Such a large value of Rσ was anticipated
long ago in Ref. [26] but the investigation of this enhancement was
not further developed. Literally, our result implies that in 30–40%
of the e A collisions the nucleus escapes intact! This phenomenon
is so spectacular that it deserves further investigation.

Our goal in this Letter is twofold. Firstly, to improve our pre-
vious estimates for the inclusive observables at e A colliders con-
sidering a more realistic model for the nuclear dipole cross section
which allows us to describe the scarce experimental data on nu-
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clear structure functions. This can give us more confidence about
the behavior predicted by the saturation model for F A

2 , F A
L and

F c,A
2 at the small x. Secondly, to compare these predictions with

those obtained using collinear factorization and the parametriza-
tions of the nuclear parton distributions. These improved calcu-
lations should allow us to give a partial answer to the question
posed in the title of the Letter.

In order to study the behavior of the observables of deep in-
elastic scattering (DIS) at small x and to include saturation effects,
it is useful to describe the photon–hadron scattering in the dipole
frame, in which most of the energy is carried by the hadron, while
the photon has just enough energy to dissociate into a quark–
antiquark pair before the scattering. This description contrasts
with the usual description in the infinite momentum frame of the
hadron, based on collinear factorization, where the photon scatters
a sea quark, which is typically emitted by the small-x gluons in
the hadron. The QCD description of DIS at small x can be inter-
preted as a two-step process [27]. The virtual photon (emitted by
the incident electron) splits into a qq̄ dipole, with transverse sepa-
ration r, which subsequently interacts with the target. In terms of
virtual photon-target cross sections σT ,L for the transversely and
longitudinally polarized photons, the nuclear F2 structure function

is given by F A
2 (x, Q 2) = Q 2

4π2αem
σtot, with [27]

σtot = σT + σL and

σT ,L =
∫

d2r dz
∣∣�T ,L

(
r, z, Q 2)∣∣2

σ A
dip(x, r), (1)

where �T ,L is the light-cone wave function of the virtual photon
and σ A

dip is the dipole nucleus cross section describing the inter-
action of the qq̄ dipole with the nucleus target. In Eq. (1) r is the
transverse separation of the qq̄ pair and z is the photon momen-
tum fraction carried by the quark (for details see e.g. Ref. [28]).
Moreover, the nuclear longitudinal structure function is given by
F A

L (x, Q 2) = (Q 2/4π2αem)σL and the charm component of the

nuclear structure function F c,A
2 (x, Q 2) is obtained directly from

Eq. (1) isolating the charm flavor and considering mc = 1.5 GeV.
The main input for the calculations of inclusive observables in

the dipole picture is σ A
dip(x, r) which is determined by the QCD

dynamics at small x. In the eikonal approximation it is given by

σ A
dip(x, r) = 2

∫
d2b N A(x, r, b), (2)

where N A(x, r, b) is the forward scattering amplitude for a dipole
with size r and impact parameter b which encodes all the infor-
mation about the hadronic scattering, and thus about the non-
linear and quantum effects in the hadron wave function. It can
be obtained by solving the BK (JIMWLK) evolution equation in the
rapidity Y ≡ ln(1/x) [1]. Many groups have studied the numerical
solution of the BK equation [29], but several improvements are still
necessary before using the solution in the calculation of observ-
ables. In particular, one needs to include the next-to-leading order
corrections into the evolution equation and perform a global analy-
sis of all small x data. It is a program in progress (for recent results
see [30]). In the meantime it is necessary to use phenomenologi-
cal models for N A which capture the most essential properties of
the solution.

In [23,24] we assumed that the impact parameter dependence
of N A can be factorized as N A(x, r, b) = N A(x, r)S(b) and pro-
posed a generalization for the nuclear case of the IIM model [5]
which was, at that time, the most sophisticated one. In other
words, we have disregarded the impact parameter dependence
of the scattering amplitude and assumed that the dipole nucleus
scattering amplitude is related to the dipole proton one by a sim-

ple modification in the saturation scale: Q 2
s,p(x) → Q 2

s,A = A
1
3 ×
Q 2
s,p(x). This naive model is useful to obtain some idea about the

magnitude of the saturation effects in e A processes in comparison
to the linear case. However, in order to get more reliable predic-
tions we should use a phenomenological model which describes
the current scarce experimental data on the nuclear structure func-
tion as well as includes the impact parameter dependence in the
dipole nucleus cross section. A model which satisfies these require-
ments was proposed some years ago in Ref. [31]. In this model the
forward dipole–nucleus amplitude was parametrized as follows

N A(x, r, b) = 1 − exp

[
−1

2
AT A(b)σ

p
dip

(
x, r2)], (3)

where T A(b) is the nuclear profile function, which is obtained from
a 3-parameter Fermi distribution for the nuclear density normal-
ized to unity (for details see, e.g., Ref. [32]). The above equation,
based on the Glauber–Gribov formalism [33], sums up all the mul-
tiple elastic rescattering diagrams of the qq pair and is justified
for large coherence length, where the transverse separation r of
partons in the multiparton Fock state of the photon becomes a
conserved quantity, i.e. the size of the pair r becomes eigenvalue
of the scattering matrix. It is important to emphasize that for very
small values of x, other diagrams beyond the multiple Pomeron ex-
change considered here should contribute (e.g. Pomeron loops) and
a more general approach for the high density (saturation) regime
must be considered. However, we believe that this approach al-
lows us to estimate the magnitude of the high density effects in
the RHIC and LHC kinematic range.

In [31] the author has assumed that σ
p

dip was given by the GBW
model. However, in the last years an intense activity in the area
resulted in more sophisticated dipole proton cross sections, which
had more theoretical constraints and which were able to give a
better description of the more recent HERA data [10–13,34,35]. In
what follows we will use the b-CGC model proposed in Ref. [34],
which improves the IIM model [5] with the inclusion of the impact
parameter dependence in the dipole proton cross sections. The pa-
rameters of this model were recently fitted to describe the current
HERA data [35]. Following [34] we have

σ
p

dip

(
x, r2) ≡

∫
d2b̄

dσ
p

dip

d2b̄
, (4)

where

dσ
p

dip

d2b̄
= 2N p(x, r, b̄) = 2 ×

{
N0(

r Q s,p
2 )2(γs+ ln(2/r Q s,p )

κλY ), r Q s,p � 2,

1 − exp−a ln2(br Q s,p), r Q s,p > 2,

(5)

with Y = ln(1/x) and κ = χ ′′(γs)/χ
′(γs), where χ is the LO BFKL

characteristic function. The coefficients a and b are determined
uniquely from the condition that N p(x, r) and its derivative with
respect to r Q s are continuous at r Q s = 2. In this model, the proton
saturation scale Q s,p now depends on the impact parameter

Q s,p ≡ Q s,p(x, b̄) =
(

x0

x

) λ
2
[

exp

(
− b̄2

2BCGC

)] 1
2γs

. (6)

The parameter BCGC was adjusted to give a good description of
the t-dependence of exclusive J/ψ photoproduction. Moreover the
factors N0 and γs were taken to be free. In this way a very good
description of F2 data was obtained. The parameter set which is
going to be used here is the one presented in the second line of
Table II of [35]: γs = 0.46, BCGC = 7.5 GeV−2, N0 = 0.558, x0 =
1.84 × 10−6 and λ = 0.119.

In Fig. 1 we compare with the E665 data [36] the predictions
for the ratio R F2 = 2F A

2 /A F D
2 obtained using the b-CGC model as

input in our calculations. It is worth recalling that if the nucleus
were a mere superposition of nucleons, this ratio and also the
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Fig. 1. Ratio R F2 ≡ 2F A
2 /A F D

2 for A = Pb and A = Ca. Although joined by a line the results of the saturation models have been computed for the (〈x〉, 〈Q 2〉) of the data points
from the E665 Collaboration [36].

Fig. 2. Comparison between the predictions for R F2 of the saturation models (b-CGC and GBW) and the collinear ones (DS and EPS08) for two different values of Q 2 and
A = Pb.
equivalent ones constructed for F L and F c
2 would be equal to one.

For comparison we also show the predictions obtained using the
GBW model. As expected, both models fail to describe the large x
region. However, both models describe quite well the scarce exper-
imental data in the region of small values of x and low Q 2. The
basic difference between the predictions occur in the normaliza-
tion of the ratio, with the b-CGC model predicting a large nuclear
effect at small x. It is important to emphasize that after the choice
of the model for the dipole proton cross section our predictions are
parameter free. Since our model for the dipole nuclear dipole cross
section, Eq. (3), describes reasonably well the experimental data
for the nuclear structure function, we feel confident to compare its
predictions with those obtained using the collinear factorization as
well as in extending it to the calculation of the longitudinal and
charm structure functions.

In Fig. 2 we present our predictions for the x dependence of
the ratio R F2 for two different values of the photon virtuality Q 2.
The two saturation models predict a similar behavior in the small
x region, yielding values of ≈ 0.7 for x = 10−4 and Q 2 = 2.5 GeV2.
This value grows to ≈ 0.8 for Q 2 = 10 GeV2. For comparison we
also show the predictions obtained using the collinear factoriza-
tion and nuclear parton distributions resulting from the global
analysis of the nuclear experimental data using the DGLAP evolu-
tion equation (for a recent discussion see [37]). Here we consider
two different sets of nuclear parton distributions: the DS [38] and
EPS 08 [39] nuclear parametrizations. They represent a lower and
an upper bound for the magnitude of the nuclear effects, respec-
tively. In particular, in the analysis of Ref. [39] the authors include
data on hadron production in the forward region at RHIC [14]. As
a result the amount of nuclear shadowing is considerably larger
than the one obtained in other parametrizations. It is important to
emphasize that the collinear predictions do not include dynamical
effects associated to non-linear (saturation) physics, since they are
based on the linear DGLAP dynamics. Therefore, the comparison
between the saturation and collinear predictions could, in princi-
ple, tell us if the observable considered can be used to discriminate
between linear and non-linear dynamics. The results shown in
Fig. 2 demonstrate that this is not the case of the nuclear structure
function. Although the predictions of the two collinear models are
similar for large x (� 10−2), where there exist experimental data,
the predicted behavior at small x is very distinct. This difference
is a consequence of the choice of different experimental data used
in the global analysis and of the assumptions related to the behav-
ior of the nuclear gluon density [37]. The difference between the
collinear predictions is so large at small x that it is not possible
to extract any information about the presence or not of new QCD
dynamical effects from the study of the nuclear structure function.

Let us now consider the behavior of the nuclear longitudinal
structure function. It is believed that this observable can be used
to constrain the QCD dynamics at small x in ep collisions at HERA
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Fig. 3. Comparison between the predictions for RL ≡ 2F A
L /A F D

L of the saturation models (b-CGC and GBW) and the collinear ones (DS and EPS08) for two different values of
Q 2 and A = Pb.

Fig. 4. Comparison between the predictions for RC ≡ 2F c,A
2 /A F c,D

2 of the saturation models (b-CGC and GBW) and the collinear one (DS and EPS08) for two different values
of Q 2 and A = Pb.
(see, e.g. [40]). One of our goals is to verify if this assumption is
also valid in e A collisions. Our results are show in Fig. 3. The pre-
dictions of saturation models are, as in the case of R F2 , contained
within the uncertainty range of the collinear models. On the other
hand, the difference between the two collinear models is bigger. In
this case the results for large x are distinct too. This is due to the
strong dependence of F A

L on the nuclear gluon distribution, which
is very different in the two models considered [37].

Finally, we show in Fig. 4 our results for the ratio RC ≡
2F c,A

2 /A F c,D
2 , which is determined by the charm component of the

nuclear structure function. In this case the saturation model pre-
dictions and the DS collinear ones are similar, while the EPS08 one
is very distinct. Similarly to the RL case, this behavior is associated
to the large magnitude of nuclear effects present in the nuclear
gluon distribution predicted by the EPS08 parametrization, which
has the strongest shadowing. We did not include in the plots the
somewhat older but very well-known EKS parametrization. Its pre-
dictions for R F2 , RL and RC would always lie between the GBW
and EPS08 curves. So we can say that, even neglecting the EPS08
parametrization (which is the most extreme), the predictions of
saturation models overlap with those from collinear models.

All the results obtained so far rely on the validity of Eq. (1).
This formula can be derived from perturbative QCD in leading log-
arithm approximation. This was done in the pioneering works by
Nikolaev and Zakharov [27] and also by Mueller [41]. These works
introduced the correspondence between the kT factorization pQCD
approach (based on unintegrated gluon distribution functions) and
the color dipole approach (based on dipole-target cross sections).
Later, it was shown in [44] that in next to leading order there
are differences between the two approaches. In order to access
the uncertainties in each approach separately and the differences
between them we would need complete and extensive NLO calcu-
lations, which are not yet available (see related discussion in [45]).
In the dipole approach there are some recent papers [46] where a
NLO analysis is performed. Our curves obtained with the collinear
factorization approach are leading order results. In order to go be-
yond LO we would need to know, at the NLO level, the nuclear
parton distribution functions (nPDFs), the DGLAP evolution equa-
tions and the expressions for F2, F L and F2c . There are already
some NLO analyses of the nPDFs. In the one performed by de Flo-
rian and Sassot [38] the authors conclude that the NLO corrections
change the LO results by 20% or less. This is smaller than the main
uncertainties, which are caused by different choices of the data
sets to be fitted. In particular, at low x it is crucial to decide if one
includes or not the RHIC data on forward hadron production in
deuteron-gold collisions. If one includes these data, the amount of
nuclear shadowing is much larger. By comparing two extreme dis-
tributions, DS and EPS (which have the weakest and the strongest
nuclear shadowing respectively) which differ from each other by
a factor two in the low x domain, we are already taking into ac-



E.R. Cazaroto et al. / Physics Letters B 671 (2009) 233–239 237
count the major source of uncertainties in the collinear approach.
In view of our results, a NLO analysis would be important for a
corroboration, but its absence does not prevent us from drawing
some conclusions. In fact, since all the curves tend to be close and
even to overlap each other, our conclusion is that these observ-
ables, F2, F L and F2c , are not very efficient for discriminating the
non-linear from the linear physics. In view of the strength of the
corrections (where they are available) it seems very unlikely that
a NLO calculation would generate a large separation between the
linear and non-linear results. In other words, the error bars associ-
ated with all our curves would not change our conclusion, namely
that they are too close to be interesting from the phenomenologi-
cal point of view.

Let us summarize our results for inclusive observables F A
2 , F A

L

and F c,A
2 , which should be measured in the first run of a future

electron–ion collider. The conclusion that we can draw from the
previous figures is that the two dipole models yield similar pre-
dictions for the structure functions and they fall inside the range
of predictions of the EPS and DS parametrizations. The latter dif-
fer among each other because of the large freedom inherent to
global data analysis. Although these observables are sensitive to
saturation effects, as shown in [23] by the comparison between the
predictions of the full (linear + non-linear contributions) dipole
models and their corresponding purely linear versions, it is not yet
possible to draw any firm conclusion concerning the QCD dynam-
ics from inclusive quantities. This is a pessimistic partial answer
for the question posed on the title, which implies that in order to
discriminate the saturation effects we should consider less inclu-
sive observables.

An alternative can be the study of the logarithmic Q 2 and 1/x
slopes of the structure functions, as already discussed in [23,42].
As pointed out in [42], the logarithmic Q 2 slope of F A

2 can be
useful to address the boundary between the linear and saturation
regimes, due to the A dependence present in the nuclear satura-
tion scale (see also [23]). Another possibility is the study of observ-
ables measured in diffractive deep inelastic scattering (DDIS), since
the total diffractive cross section is much more sensitive to large-
size dipoles than the inclusive one [2,24]. Basically, the saturation
effects screen large-size dipole (soft) contributions, so that a fairly
large fraction of the cross section is hard and hence eligible for a
perturbative treatment. This was the main motivation of Ref. [24],
where we have computed observable quantities like Rσ = σdiff/σtot

and F D(3)
2 in the dipole picture using a naive saturation model. One

of the main conclusions was related to the growth of Rσ with the
atomic number of the target, especially in the small x and low Q 2

region, where the ratio could be as large as 0.3–0.4. Although we
postpone for a future publication a detailed analysis of the diffrac-
tive observables using the b-GCC model discussed in this Letter, it
is important to verify if the diffractive contribution for the total
cross section is still large when estimated using a more realistic
saturation model. The total diffractive cross section is given by:

σdiff = σ D
L + σ D

T and

σ D
L,T = 1

4

∫
d2r dz

∣∣�T ,L
(
r, z, Q 2)∣∣2

∫
d2b

(dσ A
dip

d2b

)2

, (7)

where dσ A
dip/d2b = 2N A(x, r, b), with N A given by Eq. (3).

The above equation is taken from [21] and [22]. In these works
the authors make an adaptation of the usual formula for the
diffractive cross section in the dipole approach to the case where
the impact parameter is explicitly included. In this case one can
trade the usual integration on the momentum transfer variable t
by the integration on the impact parameter. The standard formula
can be found in many papers and its derivation is in Section 11 of
the textbook [28]. It is based on the Good–Walker formalism for
high energy diffraction. Recalling Eqs. (2) and (3) we realize that,
in (7) we first make the average over the matter distribution in
the nucleus and then take the square of the resulting expression.
This corresponds to considering the particular case of coherent
diffraction off the nucleus, also called “no break up” diffraction.
In this process the nucleus stays completely intact and is deflected
to small angles. As shown in [22], in this case the cross section
falls off very rapidly with t . Measuring the intact recoil nucleus
at very small t in a future electron ion collider is challenging. On
the other hand, in these collisions it is also possible to break up
a nucleus into color neutral constituents without filling the ra-
pidity gap between the qq dipole and the nuclear fragmentation
region. This is called incoherent diffraction or “break up” diffrac-
tion. The distinction between coherent and incoherent diffraction
was also discussed in early works, such as [48] and [49]. As one
would expect, the “break up” processes have larger cross sections
than the “no break up” ones, as shown in [21] and [22]. The in-
clusion of “break up” processes would enhance the ratios in Fig. 5.
According to the mentioned works, the difference between the two
kinds of process is larger for larger Q 2, larger x and lighter nuclei,
i.e., the region where saturation effects are less important. Since
we are interested primarily in the saturation region and since we
wish to compare our present results with previous ones [24] (with
no impact parameter dependence) obtained for the “no break up”
processes, we shall use only Eq. (7) and leave a more complete
analysis (with break up processes) for the future.

The ratio Rσ has been measured in e–p diffractive scattering
by the ZEUS Collaboration [43]. They measure DIS events with ra-
pidity gaps. From this they have a procedure to extract the total
diffractive cross section, which involves some assumptions. All this
is described in Section 8 of [43]. In the case of proton targets, it
is observed experimentally a very similar energy dependence of
the inclusive diffractive and the total cross section. The satura-
tion models provides a simple explanation for this finding [2,47].
In contrast, to explain this aspect of the data using a description
based on the collinear factorization is non-trivial. In this case the
energy dependence of the inclusive and diffractive cross sections is
controlled by the x dependence of the ordinary and the diffractive
parton densities, which is not predicted by the theory. Therefore
we keep using the dipole formalism, assuming that it is valid in
e–p collisions (yielding quantities which can be measured) and ex-
trapolate it to nuclear targets. We expect that, repeating the same
experimental analysis for DIS processes with nuclear targets, the
ratio Rσ can be obtained, which can be compared with our pre-
dictions.

In Fig. 5 we present our predictions for the ratio Rσ as a func-
tion of x for two values of Q 2 and the atomic number considering
the b-CGC and GBW models. In comparison with our previous re-
sults [24], we can observe that the inclusion of the impact parame-
ter in the saturation model reduces the ratio in approximately 30%.
However, the values predicted are still large, especially for small
Q 2 and large A. Our new predictions imply that the ratio for ePb
collisions is a factor two larger than observed in ep collisions at
HERA. Consequently, the study of diffractive processes should be
an easy task in an e A collider.

It would be very interesting to compare our predictions for Rσ

with similar ones based on other approaches. Surprisingly, there
are no such predictions in the literature. The only explicit calcu-
lations of Rσ were presented in [2] and [47] and only for the
dipole approach with the inclusion of saturation effects in the
dipole cross section. For DIS off nuclei there are some recent pa-
pers [21,22,25], which also use the dipole formalism and obtain
similar results. The other approach to nuclear diffractive DIS is
the one based on diffractive nuclear parton distribution functions
and leading twist collinear factorization, as, for example, in [48].
However, in this approach the focus is rather on determining the
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Fig. 5. Ratio of diffractive to total cross sections, Rσ , as a function of x with the b-CGC (left) and GBW (right) models. Long dashed and solid lines are for Pb targets at
Q 2 = 5.0 and 1.0 GeV2, respectively. Dot-dot-dash and dot-dash lines are the same for Ca targets.
diffractive nPDF’s and using them to make predictions for other
diffractive processes, like vector meson or heavy quark diffrac-
tive production. Although the ratio Rσ is not calculated in [48],
the authors find that the probability of diffraction in the quark
(gluon) channel reaches about 30% (40%) at large nuclei. It is im-
portant to emphasize that the use of the leading twist formula
for diffractive processes can be inadequate, as discussed in [50],
which proposed a modified expression which includes an estimate
of power-suppressed effects. Moreover, from theoretical considera-
tions, it is clear that for sufficiently large parton densities, dynam-
ics beyond what can be described by leading-twist factorization
and linear DGLAP evolution must become important.

As a summary, in this Letter we have studied the predictions of
saturation physics for electron–ion collisions at high energies, us-
ing a generalization for nuclear targets of the b-CGC model which
describes the ep HERA quite well. We have estimated the nu-
clear structure function F A

2 (x, Q 2), as well as the longitudinal and
charm contributions and compared with the predictions obtained
using collinear factorization and distinct sets of nuclear parton
distributions. The basic idea is to compare the predictions from
non-linear and linear QCD dynamics and verify if the experimen-
tal analysis of these observables in the future electron–ion collider
could reveal the presence of saturation physics, as well as constrain
the behavior of the saturation scale. Our results indicate that the
inclusive observables are not adequate for this purpose due to the
large uncertainty present in the collinear predictions at small x.
On the other hand, it is expected that the collinear factorization
formalism fails to describe diffractive e A processes, while the sat-
uration formalism remains valid. The study of diffractive processes
might help to observe the saturation physics. In this Letter we have
estimated the contribution of these processes for the total cross
section and demonstrated that it is about 20% at large A and small
Q 2, allowing for a detailed study of diffractive observables. Our
results motivate a more detailed study of the diffractive structure
function as well as the leptoproduction of vector mesons in e A
processes. These studies are fundamental in order to get a defini-
tive answer for the question posed on the title.
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