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In the most general case of the Delta exact operator valued generators constructed of an arbitrary 
Fermion operator, we present a closed solution for the transformed master action in terms of the original 
master action in the closed form of the corresponding path integral. We show in detail how that path 
integral reduces to the known result in the case of being the Delta exact generators constructed of an 
arbitrary Fermion function.
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1. Introduction

It is recognized commonly that the field–antifield formalism 
in its present form provides for the most powerful BRST-inspired 
methods for covariant (Lagrangian) quantization as applied to com-
plex relativistic gauge-invariant dynamical systems.

It is well known that the gauge invariant status of the gen-
eral field–antifield formalism is completely under control of the 
quantum master equation. The existence of the Fermion nilpotent 
Delta-operator makes it possible to expect that the transformations 
with Delta exact generators do act transitively on the set of al-
lowed solutions to the quantum master equation. These generators 
have the form of [�, F ], where F is a Fermion operator, in general. 
Usually, one considers a simple case of being the F an arbitrary 
Fermion function F (Z) rather than an operator [1–3]. In the latter 
case the corresponding arbitrariness is a set of finite anticanon-
ical master transformations [1–3]. In the simplest case of being 
F (Z) only quadratic in Z , these linear transformations preserve 
the antisymplectic metric, so that we call them an antisymplectic 
rescaling. We conjecture that the field renormalizations can be in-
cluded naturally into the group of antisymplectic rescaling. In the 
present article, our main purpose is to give a closed description 
to the arbitrariness in resolving the quantum master equation in 
the most general case of being the F an arbitrary Fermion Z P or-
dered operator F (Z , P ), where P is a canonically conjugate for Z . 
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Of course, an explicit solution is impossible in that case. However, 
by making use of the symbol calculus, together with the func-
tional methods [4–6], we express the transformed master action 
in terms of the original master action in the closed form of the 
corresponding path integral. In principle, the latter path integral 
can be calculated, in general, in the form of quasi-classical loop 
expansion. On the other hand, it is an interesting question, how 
the path integral suggested reproduces the explicit solution for the 
transformed master action in the previous simple case of being the 
F an arbitrary Fermion function F (Z). It appears that in the latter 
case, there happens exactly the phenomenon of quantum localiza-
tion of classical mechanics [7], so that the P integration yields the 
delta functional concentrated exactly on the explicit anticanoni-
cally F -transformed Z , which results in precise reconstruction to 
the previous explicit solution.

2. Antisymplectic rescaling to the quantum master equation

Let us proceed with the standard quantum master equation

�exp

{
i

h̄
W

}
= 0, ε(�) = 1, �2 = 0 (2.1)

to be resolved for the quantum action W , ε(W ) = 0. Its natural 
automorphisms are given by the well-known formula [1–3]

exp

{
i

h̄
W

}
→ exp

{
i

h̄
W ′

}
=: exp{[�, F ]}exp

{
i

h̄
W

}
. (2.2)

The form of a supercommutator of two Fermion operators, with 
being at least one of them nilpotent, is rather characteristic for 
the unitarizing Hamiltonian in the generalized Hamiltonian for-
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malism [8–12], especially, in the formulation invariant under time 
reparametrizations [13,14]. That form is also known to yield the 
Heisenberg equations of motion whose right-hand side is propor-
tional to the sum of the two dual quantum antibrackets [15–17]
generated, respectively, by each of the two operators involved.

It seems natural to conjecture that the renormalization can be 
included into the group of antisymplectic rescalings extracted from 
(2.2) by choosing a quadratic ansatz for F ,

F =: 1

2
Z A F AB Z B , (2.3)

F AB = const(Z), ε(F AB) = εA + εB + 1, (2.4)

F AB = F B A(−1)εAεB . (2.5)

Given a constant invertible antisymplectic metric,

E AB = const(Z), ε(E AB) = εA + εB + 1, (2.6)

E AB = −E B A(−1)(εA+1)(εB+1), (2.7)

the Delta-operator is defined as to the case of trivial measure den-
sity, ρ = 1,

� =: 1

2
(−1)εA ∂A E AB∂B . (2.8)

Then a remarkable formula holds

[�, F ] = (�F ) − ad(F ) (2.9)

with F being an arbitrary Fermion function F (Z) (Section 3), as 
well as an arbitrary Z P ordered Fermion operator F (Z , P ), where 
P is canonically conjugate to Z (Section 4).

In terms of E AB and F AB , let us define the antisymplectic gen-
erator [18],

G A
B = −G A

B (−1)(εA+1)εB , (2.10)

where

G A
B =: E AC FC B , G A

B =: F BC EC A . (2.11)

In terms of the G B
A , the right-hand side in (2.2) rewrites as

exp

{
i

h̄
W ′

}
= exp

{
−1

2
G A

A (−1)εA − Z A G B
A

−→
∂B

}
exp

{
i

h̄
W

}
=

= exp

{
−1

2
G A

A (−1)εA + i

h̄
W R

}
, (2.12)

where

W R =: W (Z R), Z A
R =: Z B(exp{−G}) A

B = (exp{G})A
B Z B .

(2.13)

Here in (2.13), the Z A
R is just the antisymplectic rescaling as ap-

plied to Z A . Of course, the matrix

S A
B =: (exp{G})A

B , (2.14)

preserves the antisymplectic metric,

S A
C EC D S B

D(−1)εD (εB+1) = E AB . (2.15)

3. The general case of an arbitrary Fermion function F (Z)

Now, let us describe in short the general case of arbitrary 
Fermion function F (Z) in formula (2.2). Then the formula (2.12)
generalizes as
exp

{
i

h̄
W ′

}
= J 1/2 exp

{
i

h̄
W R

}
, (3.1)

where

W R = W (Z R), Z A
R = exp{−ad(F )}Z A, (3.2)

J =: sDet [(Z A
R

←−
∂B )], J 1/2 = exp{(E(−ad(F ))�F )}, (3.3)

E(X) =:
1∫

0

dt exp{t X} = exp{X} − 1

X
. (3.4)

4. The most general case of an arbitrary Fermion 
operator F (Z, P )

Finally, let us mention in short the case of being the F an op-
erator,

F = F (Z , P ), [Z A, P B ] = ih̄ δA
B 1, (4.1)

with P A being momenta canonically conjugate to Z A ,

P A =: −ih̄
−→
∂A (−1)εA . (4.2)

In terms of the symbol chosen, say Z P symbol, the formula (2.2)
rewrites as

exp

{
i

h̄
W ′(Z)

}

=
(

exp∗{[symbol�, symbolF ]∗} ∗ exp

{
i

h̄
W (Z)

})∣∣∣
symbol P=0

,

(4.3)

where ∗ means the symbol multiplication,

operatorA ↔ symbolA,

operatorA operatorB ↔ symbolA ∗ symbolB, (4.4)

[ , ]∗ means the respective symbol supercommutator, and exp∗
means the symbol exponential. Given the operator F in Z P nor-
mal form, let us denote its Z P symbol in short as F (Z , P ), while 
the respective symbol multiplication is given by

∗ =: exp

{
−ih̄

←−
∂

∂ P A
(−1)εA

−→
∂

∂ Z A

}
. (4.5)

Then, by proceeding with the symbol representation (4.3), and 
using the standard functional methods [4–6], one can derive the 
following path integral solution

exp

{
i

h̄
W ′(Z)

}

=
〈

exp

⎧⎨
⎩− i

h̄

1∫
0

dt H(Z(t), P (t − 0)) + i

h̄
W (Z(0))

⎫⎬
⎭

〉
, (4.6)

H(Z , P ) =: (F (Z , P ), Z A)P A(−1)εA − h̄

i
(�F (Z , P )), (4.7)

where the functional average is defined as

〈(...)〉 =:
∫
DZDP (...)exp

{
i
h̄

∫ 1
0 dt P A Ż A

}
∫
DZDP exp

{
i
h̄

∫ 1
0 dt P A Ż A

} , (4.8)

where the integration trajectory Z A(t) is restricted to satisfy the 
condition

Z A(t + 0 = 1) = Z A . (4.9)
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One can take the latter condition into account explicitly by intro-
ducing the well defined representation

Z A(t) =: Z A −
1∫

t+0

dt′V A(t′). (4.10)

Then one can change for the integration over unrestricted veloci-
ties V A(t), DZ →DV .

Now, let us return temporary to the case of P -independent F , 
F = F (Z). Then the P integration in (4.6) yields the delta func-
tional

δ[ Ż A − (F , Z A)], (4.11)

so that

Z A(t) = exp{−(1 − t)ad(F )}Z A, Z A(0) = exp{−ad(F )}Z A .

(4.12)

Let us represent the Jacobian of the delta functional (4.11) via the 
unrestricted velocity V A(t),

sDet [δA
B δ(t − t′) + (F , Z A)

←−
∂B (Z(t)) θ(t′ − t − 0)]. (4.13)

By expanding the logarithm of the Jacobian (4.13) in powers of the 
second term, one can easily see that all orders are zero due to the 
specific products of the theta functions. For the first order we have

−
1∫

0

dt(�F )(Z(t))θ(−0) = 0. (4.14)

For the second order we get

1∫
0

dt

1∫
0

dt′((F , Z A)
←−
∂B (Z(t)))((F , Z B)

←−
∂A (Z(t′)))(−1)εA

× θ(t′ − t − 0) θ(t − t′ − 0) = 0, (4.15)

and so on (for closed derivation see Appendix A). Thus, the Jaco-
bian (4.13) equals to one. Then, by substituting the solution (4.12), 
we arrive at the formula (3.1). That is a particular case of the phe-
nomenon of quantum localization of classical mechanics [7].

In a purely formal sense, the path integral (4.6) resolves the 
Schrödinger equation

ih̄∂t�(t, Z) = H(Z , P )�(t, Z), (4.16)

with H(Z , P ) being the operator valued Hamiltonian (see (4.2) for 
momenta P A ),

H(Z , P ) = (ih̄)−1[F (Z , P ),
1

2
P A E AB P B(−1)εB ], (4.17)

where F (Z , P ) is assumed Z P ordered,

F (Z , P ) =: F (Z , Y )exp

{ ←−
∂

∂Y A
P A

}∣∣∣
Y =0

. (4.18)

Then we have

�(0, Z) = exp

{
i

h̄
W (Z)

}
, �(1, Z) = exp

{
i

h̄
W ′(Z)

}
. (4.19)

Thus, we see that in the case of being the F (Z , P ) just an operator 
valued quantity, the arbitrariness in resolving the quantum master 
equation can only be described comprehensively by applying the 
quantum-mechanical treatment in its precise form.
Notice that the path integral solution (4.6) rewrites naturally 
into its variation-derivative form,

exp

{
i

h̄
W ′(Z)

}

= exp

⎧⎨
⎩− i

h̄

1∫
0

dt H

(
ih̄

δ

δ J (t)
, ih̄

δ

δK (t − 0)

)⎫⎬
⎭

×exp

{
− i

h̄

1∫
0

dt J A(t)

⎛
⎝Z A −

1∫
t

dt′K A(t′)(−1)εA

⎞
⎠

+ i

h̄
W

⎛
⎝Z −

1∫
0

dt′K (t′)(−1)ε

⎞
⎠}∣∣∣

J=0,K=0
. (4.20)

One can always return back to (4.6) by inserting the factor

1 = const
∫

DV

∫
DP exp

⎧⎨
⎩ i

h̄

1∫
0

dt P A
(

V A − K A(−1)εA
)⎫⎬⎭ ,

(4.21)

to the right of the first exponential in the right-hand side in (4.20). 
Here in (4.21), const is a normalization constant.

In the most general case of a non-constant antisymplectic met-
ric E AB(Z) and a measure density ρ(Z), where the Delta operator 
(2.8) becomes

� =: 1

2
(−1)εA ρ−1∂AρE AB∂B , (4.22)

the Z P symbol (4.7) generalizes as

ih̄ H(Z , P ) =: 	(Z , P̃ )F (Z , P ) + F (Z , P )	( Z̃ , P ), (4.23)

	(Z , P ) = 1

2

(
E AB(Z)P B P A − ih̄(div E)B(Z)P B

)
(−1)εB , (4.24)

where we have denoted

P̃ A =: P A − ih̄

−→
∂

∂ Z A
(−1)εA , Z̃ A =: Z A − ih̄

←−
∂

∂ P A
(−1)εA , (4.25)

(div E)B(Z) =: ρ−1(Z)

(
∂

∂ Z A
ρ(Z)E AB(Z)

)
(−1)εA . (4.26)

In its turn, the operator valued Hamiltonian (4.17) generalizes as

H(Z , P ) = (ih̄)−1[F (Z , P ),	(Z , P )]. (4.27)

In its general features, the above consideration was addressed 
to the case of the Delta operator (4.22) as assumed to be a nilpo-
tent one. However, there exists a bit modified version as to the 
Delta operator [19] (see also the references therein). One cancels 
the nilpotency assumption for the original Delta operator (4.22), 
and then defines a new nilpotent operator by adding a Fermion 
function to the (4.22), so that the new Fermion function is deter-
mined just via the nilpotency condition for the new Delta operator. 
In this way, the measure density becomes independent of the an-
tisymplectic metric. By proceeding with the new Delta operator, 
one can apply the above consideration in a quite similar way. As 
a result, there will be no modifications, being the F (Z) a func-
tion. In the case of being the F (Z , P ) an actual operator, a simple 
new term should be added in the right-hand side in (4.23), that is 
(ih̄)2 ν(Z), with ν(Z) being just the new Fermion function added 
to the (4.22).
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In the case of a non-constant ρ(Z), as the scalar product is 
defined with respect to the invariant integration measure dμ(Z) =:
ρ(Z)dZ , to make the operator (4.2) Hermitian, the latter should be 
transformed:

P A → ρ−1/2 P Aρ1/2 = P A − ih̄

2
(lnρ)

←−
∂A , (4.28)

which results in the same shift as to the P -argument in every Z P
symbol. The latter common shift can be canceled by the opposite 
shift for P in the kinetic exponential in the *nominator* in (4.8). 
As a result, one acquires the factor

ρ1/2(Z(0))

ρ1/2(Z)
(4.29)

in front of the exponential inside the overage in the right-hand 
side in (4.6). Thereby, the equation (4.6) takes the form of a trans-
formation law as formulated for the semi-density exp{ i

h̄ W }ρ1/2. 
Notice that for a symbol F (Z , P ), the above shift (4.28) does *not* 
coincide with the precise form of the symbol transformation

F (Z , P ) → ρ−1/2(Z) ∗ F (Z , P ) ∗ ρ1/2(Z)

= F (Z , P − ih̄

2
(lnρ)

←−
∂A ( Z̃)), (4.30)

with the Z̃ A being given by the second in (4.25). In contrast to 
the latter formula (4.30), the second term in (4.28) is taken at the 
original argument Z A , *not* at the Z̃ A . However, in the integrand 
of the *regularized* functional integral in (4.6), just the above shift 
(4.28) in the symbol H(Z , P ) results, when having been canceled 
via the opposite shift in P A , in appearance of the correct factor 
(4.29) as having it come from the kinetic exponential in the func-
tional integrand in the nominator in (4.8). Notice also that the 
components of the second argument of F in (4.30) do commute 
among themselves.

Let us notice by the way that the above consideration extends 
naturally as to the case of the Sp(2) symmetric quantum master 
equation [20–24],

�a+ exp

{
i

h̄
W

}
= 0, �a+�b+ + (a ↔ b) = 0, (4.31)

where �a± is a pair of the Sp(2)-vector valued Delta operator to-
gether with its transposed,

�a± =: �a ± i

h̄
Va, ε(�a) = ε(Va) = 1, (4.32)

�a =: 1

2
(−1)εA ρ−1∂AρEaAB∂B

= 1

2

(
(−1)εA EaAB∂B∂A + (div Ea)B∂B

)
, (4.33)

(div Ea)B =: (−1)εA ρ−1(∂AρEaAB), (4.34)

Va =: V a + 1

2
div V a, V a =: V aA∂A, div V a =: ρ−1∂A(ρV aA),

(4.35)

with V a being the special vector field. A counterpart to the for-
mula (2.2) has the form [25]

exp

{
i

h̄
W

}
→ exp

{
i

h̄
W ′

}

=: exp

{
ih̄

1

2
εab[�b+, [�a+, B]]

}
exp

{
i

h̄
W

}
, ε(B) = 0.

(4.36)

By making use of the methods quite similar to the above, one can 
derive in a simple way a natural counterpart to the formulae (4.6), 
(4.23).
Of course, the general formula (4.6) remains valid, while the 
formula (4.23) generalizes as to take the form

ih̄ H(Z , P ) = 	b(Z , P̃ )Fb(Z , P ) + Fb(Z , P )	b( Z̃ , P ), (4.37)

where

ih̄ Fb(Z , P ) = 	a(Z , P̃ )B(Z , P )
1

2
εab − B(Z , P )

1

2
εab	

a( Z̃ , P ),

(4.38)

and

	a(Z , P ) = 1

2

[(
EaAB(Z)P B P A + (2V aB(Z) −

− ih̄(div Ea)B(Z))P B
)
(−1)εB − ih̄ div V a(Z)

]
.

(4.39)

In the main body of the present paper, we have used the nor-
mal Z P -symbol, which is the simplest one technically. In principle, 
one could use another type of symbols, say, the Weyl symmetric 
symbol. At least, in the case of being the generator an arbitrary 
Fermion function F (Z), it can be shown that with the use of a 
new symbol one reproduces the same formula (3.3) in new co-
ordinates.
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Appendix A. Closed derivation to the Jacobian (4.13)

Here we present in short a closed derivation to the Jacobian 
(4.13). Let us denote

X A
B(t) =: (F , Z A)

←−
∂B (Z(t)). (A.1)

Then, in short matrix notations, logarithm of the Jacobian (4.13)
reads

ln J =:
1∫

0

dλ

1∫
0

dt

1∫
0

dt′ str (G(t, t′;λ)X(t′))θ(t − t′ − 0), (A.2)

where the Green’s function G(t, t′; λ) is defined by the integral 
equation

1∫
0

dt′[δ(t − t′)1 + λX(t)θ(t′ − t − 0)]G(t′, t′′;λ) = δ(t − t′′)1.

(A.3)

Let us denote

�(t, t′′;λ) =:
1∫

t+0

dt′G(t′, t′′;λ), (A.4)

then the equation (A.3) rewrites in its differential form

[−∂t + λX(t)]�(t, t′′;λ) = δ(t − t′′), �(t + 0 = 1, t′′;λ) = 0,

(A.5)
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which resolves in the form

�(t, t′′;λ) = θ(t′′ − t − 0)U (t, t′′;λ), (A.6)

where the holonomy matrix U is defined by the equation

[−∂t + λX(t)]U (t, t′′;λ) = 0, U (t = t′′, t′′;λ) = 1. (A.7)

At Z A(t) = Z A(t; λ) in (A.1), the latter Cauchy problem (A.7) re-
solves in the form

U (t, t′′;λ) =: U (t;λ)U−1(t′′;λ), U (t;λ) =: Z(t;λ) ⊗
←−
∂

∂ Z
,

(A.8)

where Z A(t; λ) is given by the first in (4.12) with the F being 
λ-rescaled as F → λF .

It follows from (A.4), (A.6) that

G(t, t′;λ) = −∂t�(t, t′;λ)

= δ(t − t′)1 − θ(t′ − t − 0)λX(t)U (t, t′;λ). (A.9)

By inserting (A.9) into (A.2), we arrive at

ln J =
1∫

0

dλ

1∫
0

dt

1∫
0

dt′ str
(
(δ(t − t′)1 −

− θ(t′ − t − 0)λX(t)U (t, t′;λ))X(t′)
)
θ(t − t′ − 0) = 0.

(A.10)

Thus, we have confirmed via closed derivation that J = 1. Notice 
also that (A.2) rewrites directly in terms of (A.4) as

ln J =
1∫

0

dλ

1∫
0

dt′ str (�(t′, t′;λ)X(t′)). (A.11)

On the other hand, it follows from (A.6) together with the second 
in (A.7) that

�(t′, t′;λ) = θ(−0)1 = 0, (A.12)

which, when being substituted into (A.11), confirms (A.10), even in 
a simpler way.

It is worth to mention that the result (A.10) seems a bit para-
doxical, as the Delta functional (4.11) is concentrated on the solu-
tion (4.12) being an anti-canonical transformation as applied to Z A . 
On the other hand, at the level of the Z A -space, an anti-canonical 
transformation is known to yield a nontrivial Jacobian, in general 
(see the formula (3.3)). It appears, however, that at the level of the 
functional space of trajectories Z A(t), the corresponding functional 
Jacobian is trivial, just due to the presence of the theta-functions 
regularized in accordance with the Z P normal ordering chosen.

Finally, let us consider in more details the relation between the 
functional Jacobian (A.11) and the finite-dimensional Jacobian in 
the second in (3.3). Due to (A.12), we have for (A.11), now re-
denoted as ( J ′)−1 for further convenience,

ln J ′ = −θ(−0)

1∫
0

dλ

1∫
0

dt′ str (X(t′)), (A.13)

where X(t) is defined in (A.1) with the Z A(t) given by the first 
in (4.12). Thus, the λ-integral is trivial, and we rewrite (A.13)
in the form

( J ′)1/2 = exp{θ(−0)(E(−ad(F ))�F )}. (A.14)

By comparing the latter to the second in (3.3), we conclude that

J ′ = ( J )θ(−0) = 1. (A.15)

It is just the relation that shows us a miraculous phenomenon 
of the functional Jacobian J ′ , inverse to (A.11), as having gulped 
the finite-dimensional Jacobian J , the second in (3.3). The inverse 
functional Jacobian J ′ just comes to stand in front of the delta 
functional (A.11), and thus the J ′ is a natural candidate to be com-
pared to J in (3.3).

References

[1] I.A. Batalin, K. Bering, P.H. Damgaard, On generalized gauge-fixing in the field–
antifield formalism, Nucl. Phys. B 739 (2006) 389.

[2] I.A. Batalin, P.M. Lavrov, I.V. Tyutin, A systematic study of finite BRST-BV trans-
formations in field–antifield formalism, Int. J. Mod. Phys. A 29 (2014) 1450166.

[3] I.A. Batalin, P.M. Lavrov, I.V. Tyutin, Finite anticanonical transformations in 
field–antifield formalism, Eur. Phys. J. C 75 (2015) 270.

[4] F.A. Berezin, The Method of Second Quantization, Academic Press, New York, 
1966.

[5] F.A. Berezin, M.A. Shubin, The Schrödinger Equation, Kluwer Academic Publish-
ers, Dordrecht/Boston/London, 1991.

[6] E.S. Fradkin, Application of functional methods in quantum field theory and 
quantum statistics (II), Nucl. Phys. 76 (1966) 588.

[7] I.A. Batalin, P.M. Lavrov, Quantum localization of classical mechanics, arXiv:
1603.03990 [hep-th].

[8] E.S. Fradkin, G.A. Vilkovisky, Quantization of relativistic systems with con-
straints, Phys. Lett. B 55 (1975) 224.

[9] I.A. Batalin, G.A. Vilkovisky, Relativistic S-matrix of dynamical systems with 
boson and fermion constraints, Phys. Lett. B 69 (1977) 309.

[10] I.A. Batalin, E.S. Fradkin, A generalized canonical formalism and quantization of 
reducible gauge theories, Phys. Lett. B 122 (1983) 157.

[11] I.A. Batalin, E.S. Fradkin, Operator quantization of dynamical systems with irre-
ducible first and second class constraints, Phys. Lett. B 180 (1986) 157.

[12] I.A. Batalin, E.S. Fradkin, Operatorial quantization of dynamical systems subject 
to second class constraints, Nucl. Phys. B 279 (1987) 514.

[13] R. Marnelius, Time evolution in general gauge theories, Talk at the Interna-
tional Workshop “New Non Perturbative Methods and Quantization on the 
Light Cone”, Les Houches, France, Feb. 24 – March 7, 1997.

[14] R. Marnelius, Time evolution in general gauge theories on inner product spaces, 
Nucl. Phys. B 494 (1997) 346.

[15] I. Batalin, R. Marnelius, General quantum antibrackets, Theor. Math. Phys. 120 
(1999) 1115.

[16] I. Batalin, R. Marnelius, Dualities between Poisson brackets and antibrackets, 
Int. J. Mod. Phys. A 14 (1999) 5049.

[17] I.A. Batalin, P.M. Lavrov, Superfield Hamiltonian quantization in terms of quan-
tum antibrackets, Int. J. Mod. Phys. A 31 (2016) 1650054.

[18] I.A. Batalin, P.M. Lavrov, Does the nontrivially deformed field–antifield formal-
ism exist?, Int. J. Mod. Phys. A 30 (2015) 1550090.

[19] I.A. Batalin, K. Bering, Odd scalar curvature in anti-Poisson geometry, Phys. Lett. 
B 663 (2008) 132.

[20] I.A. Batalin, P.M. Lavrov, I.V. Tyutin, Covariant quantization of gauge theories in 
the framework of extended BRST symmetry, J. Math. Phys. 31 (1990) 1487.

[21] C.M. Hull, The BRST and anti-BRST invariant quantization of general gauge the-
ories, Mod. Phys. Lett. A 5 (1990) 1871.

[22] I.A. Batalin, R. Marnelius, A.M. Semikhatov, Triplectic quantization: a geometri-
cally covariant description of the Sp(2)-symmetric Lagrangian formalism, Nucl. 
Phys. B 446 (1995) 249.

[23] I. Batalin, R. Marnelius, General triplectic quantization, Nucl. Phys. B 465 (1996) 
521.

[24] I.A. Batalin, K. Bering, P.M. Lavrov, A systematic study of finite BRST-BV trans-
formations within W-X formulation of the standard and the Sp(2)-extended 
field–antifield formalism, Eur. Phys. J. C 76 (2016) 101.

[25] I.A. Batalin, P.M. Lavrov, I.V. Tyutin, Remarks on the Sp(2) covariant Lagrangian 
quantization of gauge theories, J. Math. Phys. 32 (1991) 2513.

http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424244s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424244s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C542D4256s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C542D4256s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C542D45504A43s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C542D45504A43s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib42657231s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib42657231s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib425368s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib425368s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib467261646B696Es1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib467261646B696Es1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424Cs1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424Cs1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib46566831s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib46566831s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib425668s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib425668s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib42467231s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib42467231s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424632s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424632s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424631s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424631s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib4D31s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib4D31s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424D32s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424D32s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424D35s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424D35s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C33s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C33s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C32s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C32s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib4242s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib4242s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C54s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C54s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib48756C6Cs1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib48756C6Cs1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424D53s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424D53s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424D53s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424Ds1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424Ds1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib42424Cs1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib42424Cs1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib42424Cs1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C5431s1
http://refhub.elsevier.com/S0370-2693(16)30120-4/bib424C5431s1

	Closed description of arbitrariness in resolving quantum master equation
	1 Introduction
	2 Antisymplectic rescaling to the quantum master equation
	3 The general case of an arbitrary Fermion function F(Z)
	4 The most general case of an arbitrary Fermion operator F(Z,P)
	Acknowledgements
	Appendix A Closed derivation to the Jacobian (4.13)
	References


