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## 1. Introduction and Hopf Theorem

This work is a continuation of the recent research of Hsü and Kazarinoff [3] on the Hopf bifurcation formula and it's application to the Fitzhugh system. In [3], Hsü and Kazarinoff derived a criterion for the stability of bifurcating periodic solutions of the $n$-dimensional autonomous differential system (1.1) below. Their criterion applies if a certain quantity $\mu_{2}$ is not zero. We obtain a new criterion in this paper to determine the direction and stability of periodic solutions of (1.1) if that quantity is zero. We also apply this criterion to Fitzhugh's system. We prove that this system has a family of unstable periodic solutions even if the parameters satisfy the condition $1+\rho b^{2}-2 b=0$.

The general $n$-dimensional autonomous differential system we study is

$$
\begin{equation*}
\dot{x}=A(\mu) x+\hat{F}(x, \mu), \tag{1.1}
\end{equation*}
$$

where $x=\operatorname{col}\left(x_{1}, x_{2}, \ldots, x_{n}\right), \hat{F}=\operatorname{col}\left(\hat{F}_{1}, \ldots, \hat{F}_{n}\right), \hat{F}(0, \mu) \equiv 0$, and $\hat{F}_{x}(0, \mu) \equiv 0$. Suppose the $\hat{F}_{i}$ are real analytic functions on $G \times(\cdots c, c)$, where $G$ is an open connected domain in $R^{n}, c>0$, and $A$ is a real $n \times n$ analytic matrix defined on ( $-c, c$ ) with exactly two purely imaginary eigenvalues at $\mu=0$ whose continuous extensions $\alpha(\mu), \bar{\alpha}(\mu)$ satisfy the conditions:

$$
\alpha(0)=-\bar{\alpha}(0), \quad \operatorname{Re}\left(\alpha^{\prime}(0)\right) \neq 0,
$$

with $\operatorname{Im}(\sim(0))=w_{0}>0$. Under this assumption, the Hopf theorem is
Theorem (E. Hopf). There exists an $\epsilon_{0}>0$ such that for each $\epsilon$ on an interval ( $\epsilon_{0}, \epsilon_{0}$ ) there exists a periodic solution $p(t, \epsilon)$ with period $T(\epsilon)$ of (2.1), where the parameter $\epsilon$ is related to $\mu$ by a functional relation $\mu=\mu(\epsilon)$ such that $\mu(0)=0$, $p(t, 0)=0$, and $p(t, \epsilon) \neq 0$ for all sufficiently small $\epsilon \neq 0$. Moreover, $\mu(\epsilon), p(t, \epsilon)$ and $T(\epsilon)$ are analytic at $\epsilon=0$, and $T(0)=2 \pi / w_{0}$. These periodic solutions exist for one of three cases: either only for $\mu>0$, or only for $\mu<0$, or only for $\mu=0$. Furthermore, for each $L>T(0)$ there exist $a>0, b>0$ such that if $|\mu|<b$, then there is no nonconstant periodic solution with period less than $L$, besides the bifurcating periodic solutions $p(t, \epsilon)$ with $\epsilon>0$, that lies entirely in $\{x: x!<a\}$.
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## 2. General Formula for Direction of Bifurcation

Since $\mathcal{F}(x, \mu)$ is an analytic vector function of $x$ and $\mu$, we may rewrite (1.1) using Taylor's theorem as:
$\dot{x}=A(\mu) x+Q_{\mu}(x, x)+K_{\mu}(x, x, x)+H_{\mu}(x, x, x, x)+M_{\mu}(x, x, x, x, x)+\cdots$,
where the vector functions

$$
Q_{u}(x, x), K_{u}(x, x, x), H_{\mu}(x, x, x, x), M_{\mu}(x, x, x, x, x)
$$

are analytic on $\mu$ and depend linearly on each argument vector. By the Hopf theorem, the periodic solutions $p(t, \epsilon)$ of (2.1), the period $T(\epsilon)$, and the parameter $\mu(\epsilon)$ are analytic functions of $\epsilon$ at $\epsilon=0$ :

$$
\begin{align*}
T(\epsilon) & =T_{0}\left(1+\tau_{1} \epsilon+\tau_{2} \epsilon^{2}+\cdots\right)  \tag{2.2}\\
\mu(\epsilon) & =\mu_{1} \epsilon+\mu_{2} \epsilon^{2}+\mu_{3} \epsilon^{3}+\cdots  \tag{2.3}\\
p(t, \epsilon) & =\epsilon\left(p_{0}(t)+p_{1}(t) \epsilon+p_{2}(t) \epsilon^{2}+\cdots\right) \tag{2.4}
\end{align*}
$$

where the $p_{i}(t)$ are $T(\epsilon)$-periodic functions. The sign of the first nonzero $\mu_{i}$ plays an important role for the stability of the periodic solutions $p(t, \epsilon)$. From the proof of the Hopf theorem, it follows that if $\mu(\epsilon) \neq 0$, then the first nonzero coefficients in $\mu(\epsilon)$ and $T(\epsilon)$ are of even order. In particular, $\mu_{1}=\tau_{1}=0$. Now, suppose $\mu_{2}=0$; then $\mu_{3}=0$. In order to find a formula for $\mu_{4}$, we introduce a new time variable $s$ by

$$
\begin{equation*}
t=s\left(1+\tau_{2} \epsilon^{2}+\tau_{3} \epsilon^{2}+\cdots\right) \tag{2.5}
\end{equation*}
$$

We write $\epsilon y(s, \epsilon)$ for $p(t, \epsilon)$ and $y^{i}(s)$ for $p_{i}(t)$. Then both $y(s, \epsilon)$ and $y^{i}(s)$ are $T_{0}$-periodic functions. Substituting (2.5) and (2.4) into (2.1), we have

$$
\begin{gather*}
\left(1-\tau_{2} \epsilon^{2}-\tau_{3} \epsilon^{3}-\left(\tau_{4}-\tau_{2}^{2}\right) \epsilon^{4}-\cdots\right)\left(\dot{y}^{0}(s)+\epsilon \dot{y}^{1}(s)+\epsilon^{2} \dot{y}^{2}(s)+\cdots\right) \\
\quad=A(\mu) y+\epsilon Q_{\mu}(y, y)+\epsilon^{2} K_{\mu}(y, y, y)  \tag{2.6}\\
\quad+\epsilon^{3} H_{\mu}(y, y, y, y)+\epsilon^{4} M_{\mu}(y, y, y, y, y)+\cdots
\end{gather*}
$$

Since $A(\mu), Q_{\mu}, K_{\mu}, H_{\mu}$, and $M_{\mu}$ are analytic in $\mu$, we may write

$$
\begin{align*}
A(\mu) & =A(0)+\mu A^{\prime}(0)+\left(\mu^{2} / 2\right) A^{\prime \prime}(0)+\cdots,  \tag{2.7}\\
Q_{\mu} & =Q_{0}+\mu Q_{0}^{\prime}+\left(\mu^{2} / 2\right) Q_{0}^{\prime \prime}+\cdots,  \tag{2.8}\\
K_{\mu} & =K_{0}+\mu K_{0}^{\prime}+\left(\mu^{2} / 2\right) K_{0}^{\prime \prime}+\cdots,  \tag{2.9}\\
H_{\mu} & =H_{0}+\mu H_{0}^{\prime}+\left(\mu^{2} / 2\right) H_{0}^{\prime \prime}+\cdots,  \tag{2.10}\\
M_{\mu} & =M_{0}+\mu M_{0}^{\prime}+\left(\mu^{2} / 2\right) M_{0}^{\prime \prime}+\cdots . \tag{2.11}
\end{align*}
$$

We substitute (2.7)-(2.11) and (2.3) into (2.6) with $\mu_{2}=0$ and we compare the coefficients of $\epsilon^{1}(i=0,1,2, .$.$) . We obtain$

$$
\left.\begin{array}{rl}
\dot{y}^{0}= & A(0) y^{0} \\
\dot{y}^{1}= & A(0) y^{1}+Q_{0}\left(y^{0}, y^{0}\right) \\
-\tau^{0} \dot{y}^{0}+\dot{y}^{2}= & A(0) y^{2}+2 Q_{0}\left(y^{0}, y^{1}\right)+K_{0}\left(y^{0}, y^{0}, y^{0}\right) \\
\tau_{3} \dot{y}^{0} & \tau_{2} \dot{y}^{\mathbf{1}} \\
= & A(0) \dot{y}^{3} \\
& +y_{0}\left(y^{0}, y^{0}, y^{0}, y^{0}\right) \\
-\left(\tau_{4}-\tau_{2}^{2}\right) \dot{y}^{0}-\tau_{2} \dot{y}^{2}-\tau_{3} \dot{y}^{1}+\dot{y}^{1} \\
= & A(0) y^{4}+\mu_{4} A^{\prime}(0) y^{0}+2 Q_{0}\left(y^{0}, y^{2}\right)+3 K_{0}\left(y^{0}, y^{0}, y^{1}\right) \\
& +3 K_{0}\left(y^{0}, y^{0}, y^{2}\right) \\
& +3 K_{0}\left(y^{0}, y^{1}, y^{1}\right)+4 H_{0}\left(y^{0}, y^{0}, y^{0}, y^{1}\right)+M_{0}\left(y^{0}, y^{2}\right)  \tag{2.16}\\
0
\end{array}\right)
$$

By using (2.12)-(2.16), we are able to determine $\mu_{4}$ as well as $\tau_{2}, \tau_{3}, \tau_{4}$ and $y^{0}$, $y^{1}, y^{2}, y^{3}, y^{4}$. However, we do need the following lemma, which was introduced in Hopf's paper.

Lemma 1. Suppose $g(t)$ is a $T_{0}$-periodic function. Then the system

$$
\begin{equation*}
\dot{Z}=A(0) Z+g(t) \tag{2.17}
\end{equation*}
$$

has a periodic solution with period $T_{0}$ if and only if

$$
\begin{equation*}
\int_{0}^{T_{0}} g(t) \cdot Z^{*}(t) d t=0 \tag{2.18}
\end{equation*}
$$

for all $T_{0}$-periodic solutions $Z^{*}(t)$ of the adjoint differential equation

$$
\begin{equation*}
\dot{Z}^{*}=-A^{t}(0) Z^{*} \tag{2.19}
\end{equation*}
$$

where $A^{t}(0)$ is the transposed matrix of $A(0)$.
By our assumptions, there are two linearly independent $T_{0}$-periodic solutions $Z_{1}{ }^{*}$ and $Z_{2}{ }^{*}$ of (2.19). We may choose $Z_{1}{ }^{*}$ and $Z_{2}{ }^{*}$ so that

$$
\begin{equation*}
\int_{0}^{T_{0}} y^{0}(s) \cdot Z_{1}^{*}(s) d s=\int_{0}^{T_{0}} \dot{y}^{0}(s) \cdot Z_{2}^{*}(s) d s=1 \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T_{0}} y^{0}(s) \cdot Z_{2}^{*}(s) d s=\int_{0}^{T_{0}} \dot{y}^{0}(s) \cdot Z_{1}^{*}(s) d s=0 \tag{2.21}
\end{equation*}
$$

where $\cdot$ is the inner product and $y^{0}(t)$ is the $T_{0}$-periodic solution of (2.12).

By applying Lemma 1 and Hopf's scheme for deriving the formula for $\mu_{2} \operatorname{Re}\left(\alpha^{\prime}(0)\right)$ to the system (2.12)-(2.16), we easily obtain

Theorem 1. Under the hypotheses of the Hopf theorem, if $\mu_{2}=0$, we have

$$
\begin{align*}
\mu_{4} \operatorname{Re}\left(\alpha^{\prime}(0)\right)= & -\int_{0}^{T_{0}}\left[2 Q_{0}\left(y^{0}, y^{3}\right)+2 Q_{0}\left(y^{1}, y^{2}\right)+3 K_{0}\left(y^{0}, y^{0}, y^{2}\right)\right. \\
& +3 K_{0}\left(y^{0}, y^{1}, y^{1}\right)+4 H_{0}\left(y^{0}, y^{0}, y^{0}, y^{1}\right)  \tag{2.22}\\
& \left.+M_{0}\left(y^{0}, y^{0}, y^{0}, y^{0}, y^{0}\right)+\tau_{3} A(0) y^{1}+\tau_{2} A(0) y^{2}\right] \cdot Z_{1}^{*}(s) d s
\end{align*}
$$

where $y^{0}(s)$ and $y^{1}(s)$ are the $T_{0}$-periodic solutions of (2.12) and (2.13), respectively, $y^{2}(s)$ and $y^{3}(s)$ are $T_{0}$-periodic solutions of
$\dot{y}^{2}=A(0) y^{2}+2 Q_{0}\left(y^{1}, y^{1}\right)+K_{0}\left(y^{0}, y^{0}, y^{0}\right)+\tau_{2} A(0) y^{0}$
and

$$
\begin{align*}
\dot{y}^{3}= & T(0) y^{3}+Q_{0}\left(y^{1}, y^{1}\right)+2 Q_{0}\left(y^{0}, y^{2}\right)+3 K_{0}\left(y^{0}, y^{0}, y^{1}\right) \\
& +H_{0}\left(y^{0}, y^{0}, y^{0}, y^{0}\right)+\tau_{2} A(0) y^{1}+\tau_{2} Q_{0}\left(y^{0}, y^{0}\right)+\tau_{3} A(0) y^{0} \tag{2.24}
\end{align*}
$$

respectively, and

$$
\begin{align*}
\tau_{2}= & -\int_{0}^{T_{0}}\left[2 Q_{0}\left(y^{0}, y^{1}\right)+K\left(y^{0}, y^{0}, y^{2}\right)\right] \cdot Z_{2}^{*}(s) d s  \tag{2.25}\\
\tau_{3}= & -\int_{0}^{T_{0}}\left[Q_{0}\left(y^{1}, y^{1}\right)+2 Q_{0}\left(y^{0}, y^{2}\right)+3 K_{0}\left(y^{0}, y^{0}, y^{1}\right)+H_{0}\left(y^{0}, y^{0}, y^{0}, y^{1}\right)\right. \\
& \left.+\tau_{2} A(0) y^{1}\right] \cdot Z_{2}^{*}(s) d s \tag{2.26}
\end{align*}
$$

To facilitate the computations that arise in applying Theorem 1, we use the method in Hsï and Kazarinoff [3]. We use the system

$$
\begin{equation*}
\dot{y}=L(\mu) y+F(y, \mu) \tag{2.27}
\end{equation*}
$$

instead of the system (1.1), where $L(\mu)=P^{-1} A(\mu) P, y=P^{-1} x, F(y, \mu)=$ $P^{-1} \hat{F}(P y, \mu)$, and

$$
P^{-1} A(0) P=\left(\begin{array}{ccc}
0 & w_{0} & 0  \tag{2.28}\\
-w_{0} & 0 & 0 \\
0 & 0 & D
\end{array}\right)
$$

where $w_{0}=\operatorname{Im} x(0)>0$; see [3, Lemma 2.1] for the form of $D$.

By using the system (2.27), we can easily find $y^{0}(s)$ and $Z_{i}^{*}(s)$ such that (2.20) and (2.21) hold:

$$
\begin{align*}
y^{0}(s) & =\left(\cos \left(w_{0}, s\right),-\sin \left(w_{0} s\right), 0, \ldots, 0\right)^{t}  \tag{2.29}\\
z_{1}{ }^{*}(s) & =\left(1 / T_{0}\right)\left(\cos \left(w_{0} s\right),-\sin \left(w_{0} s\right), 0, \ldots, 0\right)^{t} \tag{2.30}
\end{align*}
$$

and

$$
\begin{equation*}
z_{2}^{*}(s)=-\left(1 /\left(T_{0} w_{0}\right)\right)\left(\sin \left(w_{0} s\right), \cos \left(w_{0} s\right), 0, \ldots, 0\right)^{t} \tag{2.31}
\end{equation*}
$$

By using (2.29)-(2.31) (see [3]), we are able to write down the solutions $y^{1}(s)$ of (2.13) precisely. Similarly, we obtain $y^{2}(s)$ and $y^{3}(s)$, and thus we compute $\mu_{4} \operatorname{Re}\left(\alpha^{\prime}(0)\right)$ by (2.22). We shall not give the details in general. However, we illustrate the computations in Section 4 relative to Fitzhugh's system.

Remark. From the proof of the Hopf theorem, it is easy to see that the "analytic" assumption for $\hat{F}(x, \mu)$ can be reduced to $C^{k+1}$ if we are only interested in the existence of $C^{k}$-periodic solutions; see [5] also. However, in order to obtain the formula (2.22), we do need to assume that $\hat{F}(x, \mu)$ is a $C^{6}$-function.

## 3. Stability of Bifurcating Periodic Solutions

The characteristic exponents of a periodic solution $p(t, \epsilon)$ are well known to be the eigenvalues of the eigenvalue problem

$$
\begin{align*}
\dot{V}(t)+\lambda V(t) & =L(t, \epsilon) V(t), \\
V(0) & =V(T(\epsilon)) \tag{3.1}
\end{align*}
$$

where $V(t)$ has the same period $T(\epsilon)$ as the solution $p(t, \epsilon)$ and the function

$$
\begin{equation*}
L(t, \epsilon)=A(\mu(\epsilon))+\hat{F}_{x}(p(t, \epsilon), \mu(\epsilon)) \tag{3.2}
\end{equation*}
$$

is periodic in $t$ with period $T(\epsilon)$ and is analytic in $t$ and $\epsilon$ at $\epsilon=0$. The characterstic exponents depend continuously upon $\epsilon$ and are determined only $\bmod (2 \pi i / T(\epsilon))$. As $\epsilon \rightarrow 0$, the exponents tend $\bmod \left(2 \pi i / T_{0}\right)$ to the exponents of the stationary solution of (1.1) with $\mu=0$. According to our assumptions, there are exactly two exponents that tend to the imaginary axis as $\epsilon \rightarrow 0$. One of them is the one which vanishes identically, the other $\beta=\beta(\epsilon)$ must be real and analytic at $\epsilon=0$ and $\beta(0)=0$. We may write

$$
\begin{equation*}
\beta=\beta_{1} \epsilon+\beta_{2} \epsilon^{2}+\beta_{3} \epsilon^{3}+\beta_{4} \epsilon^{4}+\cdots \tag{3.3}
\end{equation*}
$$

By the conclusions of the Hopf theorem, $\beta_{1}=0$ and

$$
\begin{equation*}
\beta_{2}=-2 \mu_{2} \operatorname{Re}\left(\alpha^{\prime}(0)\right) \tag{3.4}
\end{equation*}
$$

We may use the same scheme without any difficulty to derive

$$
\begin{equation*}
\beta_{3}=-2 \mu_{3} \operatorname{Re}\left(\alpha^{\prime}(0)\right) \quad \text { if } \quad \mu_{2}=0 \tag{3.5}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\beta_{4}=-2 \mu_{4} \operatorname{Re}\left(\alpha^{\prime}(0)\right) \tag{3.6}
\end{equation*}
$$

if $\mu_{2}=0$ (since $\mu_{3}=0$ ). Thus we have the following analog to [3, Theorem 3.1]:
Theorem 2. Under the assumptions of Hopf's theorem, if $A(0)$ has exactly two pure imaginary eigenvalues and the other $n-2$ have negative real parts and if $\mu_{2}=0$ and $\mu_{4} \operatorname{Re}\left(\alpha^{\prime}(0)\right)>0$, then a bifurcating periodic solution whose existence is asserted by Hopf's theorem is asymptotically orbitally stable with asymptotic phase; however, if $\mu_{4} \operatorname{Re}\left(\alpha^{\prime}(0)\right)<0$ or if any one of the other $n-2$ eigenvalues has a positive real part, then the bifurcating periodic solutions are orbitally unstable.

## 4. Periodic Solutions of the Fitzhugh Equations

In this section we apply the results of Sections 2 and 3 to the system of Fitzhugh which was recently studied by Hsü and Kazarinoff [3] and Troy [4]. The Fitzhugh system is

$$
\begin{align*}
& \dot{x}_{1}=\alpha+x_{2}+x_{1}-\frac{1}{3} x_{1}^{3},  \tag{4.1}\\
& \dot{x}_{2}=\rho\left(a-x_{1}-b x_{2}\right),
\end{align*}
$$

where $\alpha \in(-\infty, \infty), 0<b<1, \quad a \in(-\infty, \infty)$, and $\rho \in(0,1)$. Hsui and Kazarinoff [3] and Troy [4] have proved that if $b \in\left(0, \frac{1}{2}\right], \rho \in(0,1)$, and $a \in(-\infty, \infty)$, there exist $\alpha_{1}$ and $\alpha_{2}$ such that the Fitzhugh system (4.1) has an asymptotical, periodic solution for each $\alpha \in\left(\alpha_{1}, \alpha_{1}+\epsilon\right)$ or $\alpha \in\left(\alpha_{2}-\epsilon, \alpha_{2}\right)$ for some $\epsilon>0$. However, if $b \in\left(\frac{1}{2}, 1\right), \rho \in(0,1), a \in(-\infty, \infty)$, and $1+\rho b^{2}-2 b=0$, they were unable to determine the direction of bifurcation and stability of bifurcating periodic solutions. We determine them under these conditions.

By Hsü and Kazarinoff [3], the system (4.1) can be rewritten as

$$
\begin{equation*}
\dot{y}=L(\mu) y+\binom{-2 x_{1}(\alpha) y_{1}^{2}-\frac{4}{3} y_{1}^{3}}{\frac{-2 \rho b}{w_{0}} x_{1}(\alpha) y_{1}{ }^{2}-\frac{4 \rho b}{3 w_{0}} y_{1}^{3}}, \tag{4.2}
\end{equation*}
$$

where $\alpha=\alpha_{j}+\mu(j=1,2),\left(x_{1}(\alpha), x_{2}(\alpha)\right)$ is the unique steady state $\left(x_{1}\left(\alpha_{1}\right)=\right.$ $\left.-(1-\rho b)^{1 / 2}, x_{1}\left(\alpha_{2}\right)=(1-\rho b)^{1 / 2}\right), L(\mu)=P^{-1} A(\mu) P$ with

$$
A(\mu)-\left(\begin{array}{cc}
1-x_{1}{ }^{2}(\alpha) & 1  \tag{4.3}\\
-\rho & -\rho b
\end{array}\right)
$$

which is the linearized matrix of (4.1), and

$$
P=\left(\begin{array}{cc}
2 & 0  \tag{4.4}\\
-2 \rho b & 2 w_{0}
\end{array}\right), \quad P^{-1}=\left(\begin{array}{cc}
\frac{1}{2} & 0 \\
\frac{\rho b}{2 w_{0}} & \frac{1}{2 w_{0}}
\end{array}\right)
$$

Here $\pm w_{0} i= \pm\left(\rho-\rho^{2} b^{2}\right)^{1 / 2} i$ are the purely imaginary eigenvalues of $A(0)$. Writing $F(y, \mu)$ for the nonlinear part of (4.3), we have

$$
\begin{align*}
F_{11}^{\mathbf{1}} & =\frac{\partial^{2} F^{1}(0,0)}{\partial y_{1}^{2}}=-4 x_{1}\left(\alpha_{j}\right), \\
F_{11}^{2} & =\frac{\partial^{2} F^{2}(0,0)}{\partial y_{1}^{2}}=\frac{-4 \rho b}{w_{0}} x_{1}\left(\alpha_{j}\right), \\
F_{111}^{1} & =\frac{\partial^{3} F^{1}(0,0)}{\partial y_{1}^{3}}=-8,  \tag{4.5}\\
F_{111}^{2} & =\frac{\partial^{3} F^{2}(0,0)}{\partial y_{1}^{3}}=-\frac{8 \rho b}{w_{0}}
\end{align*}
$$

and all other $F_{i j}^{l}$ and $F_{i j h}^{l}$ and any higher derivatives are zero. From [3, Lemma 2.2], we see directly that

$$
\begin{align*}
y_{1}^{1}(s)= & \frac{1}{6 w_{0}}\left\{F_{11}^{1}\left[\sin \left(w_{0} s\right)+2 \sin \left(w_{0} s\right) \cos \left(w_{0} s\right)\right]\right. \\
& \left.+F_{11}^{2}\left[1+2 \cos \left(w_{0} s\right)+\sin ^{2}\left(w_{0} s\right)\right]\right\}  \tag{4.6}\\
y_{2}^{1}(s)= & \frac{1}{6 w_{0}}\left\{F_{11}^{1}\left[-2+\cos \left(w_{0} s\right)+\cos ^{2}\left(w_{0} s\right)\right]\right. \\
& +F_{\left.11\left[-2 \sin \left(w_{0} s\right)+2 \sin \left(w_{0} s\right) \cos \left(w_{0} s\right)\right]\right\}} . \tag{4.7}
\end{align*}
$$

By $(2,25)$, we have

$$
\begin{aligned}
\tau_{2}= & \frac{1}{T_{0} w_{0}} \int_{0}^{T}\left[F_{11}^{1} y_{1}^{1}(s) \cos \left(w_{0} s\right) \sin \left(w_{0} s\right)+\frac{1}{6} F_{111}^{1} \cos ^{2}\left(w_{0} s\right) \sin \left(w_{0} s\right)\right. \\
& \left.+F_{11}^{2} y_{1}^{1}(s) \cos ^{2}\left(w_{0} s\right)+\frac{1}{6} F_{111}^{2} \cos ^{4}\left(w_{0} s\right)\right] d s \\
= & \frac{1}{24 v_{0}^{2}}\left(F_{11}^{1}\right)^{2}+\frac{5}{48 w^{2}}\left(F_{11}^{2}\right)^{2}+\frac{1}{16 w} F_{111}^{2}
\end{aligned}
$$

For the system (4.3), the differential equation (2.23) becomes

$$
\begin{align*}
\binom{\dot{y}_{1}{ }^{2}}{\dot{y}_{2}{ }^{2}}= & \left(\begin{array}{cc}
0 & w_{0} \\
-w_{0} & 0
\end{array}\right)\binom{y_{1}{ }^{2}}{y_{2}{ }^{2}}  \tag{4.9}\\
& +\binom{F_{11}^{1} y_{1}{ }^{1}(s) \cos \left(w_{0} s\right)+\frac{1}{6} F_{111}^{1} \cos ^{3}\left(w_{0} s\right)-\tau_{2} w_{0} \sin \left(w_{0} s\right)}{F_{11}^{2} y_{1}{ }^{1}(s) \cos \left(w_{0} s\right)+\frac{1}{6} F_{111}^{2} \cos ^{2}\left(w_{0} s\right)-\tau_{2} w_{0} \cos \left(w_{0} s\right)}
\end{align*}
$$

It is not difficult to find the unique $T_{0}$-periodic solution $y^{2}(s)$ of (4.9) which satisfies the initial conditions

$$
\begin{equation*}
\dot{y}^{2}(0) \cdot e=0 \quad \text { and } \quad \dot{y}^{2}(0) \cdot e=0 \tag{4.10}
\end{equation*}
$$

where $e=\left(0,-1 / 2 w_{0}\right)$ was introduced in [3]:

$$
\begin{align*}
y_{1}^{2}(s)= & -\tau_{2} \cos \left(w_{0} s\right) \\
& +\frac{\left(F_{11}^{1}\right)^{2}}{6 w_{0}{ }^{2}}\left[\frac{1}{3}+\frac{1}{3} \cos \left(w_{0} s\right)-\frac{2}{3} \cos ^{2}\left(w_{0} s\right)+\frac{3}{4} \sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)\right] \\
& +\frac{\left(F_{11}^{2}\right)^{2}}{6 w_{0}{ }^{2}}\left[\frac{4}{3}+\frac{7}{3} \cos \left(w_{0} s\right)-\frac{2}{3} \cos ^{2}\left(w_{0} s\right)-\frac{1}{8} \sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)\right] \\
& +\frac{F_{11}^{1} F_{11}^{2}}{6 w_{0}{ }^{2}}\left[\sin \left(w_{0} s\right) \cos \left(w_{0} s\right)+2 \sin \left(w_{0} s\right)-\sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \\
& +\frac{F_{111}^{2}}{48 w_{0}}\left[\sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)+8 \cos \left(w_{0} s\right)\right] \tag{4.11}
\end{align*}
$$

$$
\begin{align*}
y_{2}{ }^{2}(s)= & \tau_{2} \sin \left(w_{0} s\right)+\frac{F_{11}^{1} F_{11}^{2}}{6 w_{0}{ }^{2}}\left[-1+\cos \left(w_{0} s\right)+\sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)\right] \\
& +\frac{\left(F_{11}^{1}\right)^{2}}{6 w_{0}{ }^{2}}\left[-\frac{5}{6} \sin \left(w_{0} s\right)+\frac{1}{3} \sin \left(w_{0} s\right) \cos \left(w_{0} s\right)+\frac{1}{4} \sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \\
& +\frac{\left(F_{11}^{2}\right)^{2}}{6 w_{0}{ }^{2}}\left[-\frac{3}{4} \sin \left(w_{0} s\right)+\frac{4}{3} \sin \left(w_{0} s\right) \cos \left(w_{0} s\right)-\frac{3}{8} \sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \\
& +\frac{F_{111}^{2}}{6 w_{0}}\left[-\frac{3}{4} \sin \left(w_{0} s\right)+\frac{3}{8} \sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \tag{4.12}
\end{align*}
$$

Now, we are ready to compute $\tau_{3}$ by (2.26). We obtain:

$$
\begin{align*}
\tau_{3}= & \frac{1}{T_{0} w_{0}}\left\{\int _ { 0 } ^ { T _ { 0 } } \left[\frac{1}{2} F_{11}^{1}\left(y_{1}^{1}(s)\right)^{2}+F_{11}^{1} y_{1}^{2}(s) \cos \left(w_{0} s\right)\right.\right. \\
& \left.+\frac{1}{2} F_{111}^{1} y_{1}^{1}(s) \cos ^{2}\left(w_{0} s\right)+\tau_{2} w_{0} y_{2}^{1}(s)\right] \sin \left(w_{0} s\right) d s \\
& +\int_{0}^{T_{0}}\left[\frac{1}{2} F_{11}^{2}\left(y_{1}^{1}(s)\right)^{2}+F_{11}^{2} y_{1}^{2}(s) \cos \left(w_{0} s\right)\right.  \tag{4.13}\\
& \left.\left.+\frac{1}{2} F_{111}^{2} y_{1}^{1}(s) \cos ^{2}\left(w_{0} s\right)-\tau_{2} w_{0} y_{11}(s)\right] \cos w_{0} s d s\right\} \\
= & \frac{1}{72 w_{0}^{3}}\left[5\left(F_{11}^{2}\right)^{3}+2\left(F_{11}^{1}\right)^{2} F_{11}^{2}+3 w_{0} F_{111}^{2} F_{11}^{2}\right] .
\end{align*}
$$

With $\tau_{2}$ and $\tau_{3}$ determined, the differential equation (2.24) is well defined. It becomes

$$
\begin{gather*}
\binom{\dot{y}_{2}{ }^{3}}{\dot{y}_{1}{ }^{3}}=\binom{w_{0} y_{2}{ }^{3}+\frac{1}{2} F_{11}^{1}\left(y_{1}{ }^{1}(s)\right)^{2}+F_{11}^{1} y_{1}{ }^{2}(s) \cos \left(w_{0} s\right)}{-w_{0}{y_{1}}^{3}+\frac{1}{2} F_{11}^{2}\left(y_{1}{ }^{1}(s)\right)^{2}+F_{11}^{2}{y_{1}}^{2}(s) \cos \left(w_{0} s\right)} \\
+\binom{\frac{1}{2} F_{111}^{1} y_{1}^{1}(s) \cos ^{2}\left(w_{0} s\right)-\tau_{3} w_{0} \sin \left(w_{0} s\right)}{\frac{1}{2} F_{111}^{2} y_{1}{ }^{1}(s) \cos ^{2}\left(w_{0} s\right)-\tau_{3} w_{0} \cos \left(w_{0} s\right)}  \tag{4.14}\\
+\binom{+\tau_{2} w_{0} y_{2}{ }^{1}(s)+\frac{1}{2} \tau_{2} F_{11}^{1} \cos ^{2}\left(w_{0} s\right)}{-\tau_{2} w_{0} y_{1}{ }^{1}(s)+\frac{1}{2} \tau_{2} F_{11}^{2} \cos ^{2}\left(w_{0} s\right)}
\end{gather*}
$$

We can find a unique $T_{0}$-periodic solution $y^{3}(s)$ of (4.14) which satisfies the initial conditions

$$
\begin{equation*}
y^{3}(0) \cdot e=0 \quad \text { and } \quad \dot{y}^{3}(0) \cdot e=0 \tag{4.15}
\end{equation*}
$$

namely,

$$
\begin{align*}
& y_{1}^{3}(s)=\cos \left(w_{0} s\right)[1]+\sin \left(w_{0} s\right)[2] \\
& y_{2}^{3}(s)=-\sin \left(w_{0} s\right)[1]+\cos \left(w_{0} s\right)[2] \tag{4.16}
\end{align*}
$$

where

$$
\begin{aligned}
{[1]=} & \frac{1}{72 w_{0}^{3}}\left\{( F _ { 1 1 } ^ { 1 } ) ^ { 3 } \left[2 \sin \left(w_{0} s\right)-\sin \left(2 w_{0} s\right)+4 \sin ^{3}\left(w_{0} s\right)\right.\right. \\
& \left.-\frac{3}{8} \sin \left(4 w_{0} s\right)-\frac{13}{5} \sin ^{5}\left(w_{0} s\right)\right] \\
& +F_{11}^{1}\left(F_{11}^{2}\right)^{2}\left[26 \sin \left(w_{0} s\right)+\sin \left(2 w_{0} s\right)-\frac{93}{6} \sin ^{3}\left(w_{0} s\right)\right. \\
& \left.-\frac{3}{16} \sin \left(4 w_{0} s\right)-\frac{3}{2} \sin ^{5}\left(w_{0} s\right)\right] \\
& +\left(F_{11}^{1}\right)^{2} F_{11}^{2}\left[\frac{35}{6}-\frac{22}{3} \cos ^{3}\left(w_{0} s\right)-5 \cos ^{4}\left(w_{0} s\right)+3 \cos ^{5}\left(w_{0} s\right)-\sin ^{4}\left(w_{0} s\right)\right] \\
& +\left(F_{11}^{2}\right)^{3}\left[-\frac{1019}{60}+\frac{3}{2} \cos \left(w_{0} s\right)-2 \sin ^{2}\left(w_{0} s\right)\right. \\
& \left.\left.+\frac{19}{3} \cos ^{3}\left(w_{0} s\right)-\sin ^{4}\left(w_{0} s\right)+\frac{1}{5} \cos ^{5}\left(w_{0} s\right)\right]\right\} \\
& +\frac{F_{111}^{2}}{48 w_{0}^{2}}\left\{F_{11}^{1}\left[-\frac{13}{3} \sin ^{3}\left(w_{0} s\right)+\frac{7}{5} \sin ^{5}\left(w_{0} s\right)+\frac{1}{8} \sin \left(4 w_{0} s\right)+6 \sin \left(w_{0} s\right)\right]\right. \\
& \left.+F_{11}^{2}\left[-\frac{35}{6}+5 \cos ^{3}\left(w_{0} s\right)-\cos \left(w_{0} s\right)+2 \cos ^{4}\left(w_{0} s\right)-\cos ^{5}\left(w_{0} s\right)\right]\right\}
\end{aligned}
$$

It is not difficult to find the unique $T_{0}$-periodic solution $y^{2}(s)$ of (4.9) which satisfies the initial conditions

$$
\begin{equation*}
\dot{y}^{2}(0) \cdot e=0 \quad \text { and } \quad \dot{y}^{2}(0) \cdot e=0 \tag{4.10}
\end{equation*}
$$

where $e=\left(0,-1 / 2 w_{0}\right)$ was introduced in [3]:

$$
\begin{align*}
y_{1}^{2}(s)= & -\tau_{2} \cos \left(w_{0} s\right) \\
& +\frac{\left(F_{11}^{1}\right)^{2}}{6 w_{0}^{2}}\left[\frac{1}{3}+\frac{1}{3} \cos \left(w_{0} s\right)-\frac{2}{3} \cos ^{2}\left(w_{0} s\right)+\frac{3}{4} \sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)\right] \\
& +\frac{\left(F_{11}^{2}\right)^{2}}{6 w_{0}^{2}}\left[\frac{4}{3}+\frac{7}{3} \cos \left(w_{0} s\right)-\frac{2}{3} \cos ^{2}\left(w_{0} s\right)-\frac{1}{8} \sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)\right] \\
& +\frac{F_{11}^{1} F_{11}^{2}}{6 w_{0}^{2}}\left[\sin \left(w_{0} s\right) \cos \left(w_{0} s\right)+2 \sin \left(w_{0} s\right)-\sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \\
& +\frac{F_{111}^{2}}{48 w_{0}}\left[\sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)+8 \cos \left(w_{0} s\right)\right] \tag{4.11}
\end{align*}
$$

$$
\begin{align*}
y_{2}{ }^{2}(s)= & \tau_{2} \sin \left(w_{0} s\right)+\frac{F_{11}^{1} F_{11}^{2}}{6 w_{0}{ }^{2}}\left[-1+\cos \left(w_{0} s\right)+\sin ^{2}\left(w_{0} s\right) \cos \left(w_{0} s\right)\right] \\
& +\frac{\left(F_{11}^{1}\right)^{2}}{6 w_{0}^{2}}\left[-\frac{5}{6} \sin \left(w_{0} s\right)+\frac{1}{3} \sin \left(w_{0} s\right) \cos \left(w_{0} s\right)+\frac{1}{4} \sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \\
& +\frac{\left(F_{11}^{2}\right)^{2}}{6 w_{0}^{2}}\left[-\frac{3}{4} \sin \left(w_{0} s\right)+\frac{4}{3} \sin \left(w_{0} s\right) \cos \left(w_{0} s\right)-\frac{3}{8} \sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \\
& +\frac{F_{111}^{2}}{6 w_{0}}\left[-\frac{3}{4} \sin \left(w_{0} s\right)+\frac{3}{8} \sin \left(w_{0} s\right) \cos ^{2}\left(w_{0} s\right)\right] \tag{4.12}
\end{align*}
$$

Now, we are ready to compute $\tau_{3}$ by (2.26). We obtain:

$$
\begin{align*}
\tau_{3}= & \frac{1}{T_{0} w_{0}}\left\{\int _ { 0 } ^ { T _ { 0 } } \left[\frac{1}{2} F_{11}^{1}\left(y_{1}^{1}(s)\right)^{2}+F_{11}^{1} y_{1}^{2}(s) \cos \left(w_{0} s\right)\right.\right. \\
& \left.+\frac{1}{2} F_{111}^{1} y_{1}^{1}(s) \cos ^{2}\left(w_{0} s\right)+\tau_{2} w_{0} y_{2}^{1}(s)\right] \sin \left(w_{0} s\right) d s \\
& +\int_{0}^{T_{0}}\left[\frac{1}{2} F_{11}^{2}\left(y_{1}^{1}(s)\right)^{2}+F_{11}^{2} y_{1}^{2}(s) \cos \left(w_{0} s\right)\right.  \tag{4.13}\\
& \left.\left.+\frac{1}{2} F_{111}^{2} y_{1}^{1}(s) \cos ^{2}\left(w_{0} s\right)-\tau_{2} w_{0} y_{11}(s)\right] \cos w_{0} s d s\right\} \\
= & \frac{1}{72 w_{0}^{3}}\left[5\left(F_{11}^{2}\right)^{3}+2\left(F_{11}^{1}\right)^{2} F_{11}^{2}+3 w_{0} F_{111}^{2} F_{11}^{2}\right] .
\end{align*}
$$

Substituting the quantities of (4.5) into (4.17), we find

$$
\begin{equation*}
\mu_{4} \operatorname{Re}\left(\alpha^{\prime}(0)\right)<0 \tag{4.18}
\end{equation*}
$$

By using Theorem 2, we obtain
Theorem 3. For any given $b \in\left(\frac{1}{2}, 1\right), \rho \in(0,1)$, and $a \in(0, \infty)$, there exist $\alpha_{1}$ and $\alpha_{2}$ and two positive numbers $\epsilon_{1}$ and $\epsilon_{2}$ such that: (1) If $1+\rho b^{2}-2 b>0$, then the Fitzhugh system (4.1) has a periodic solution for each $\alpha \in\left(\alpha_{1}, \alpha_{1}+\epsilon_{1}\right)$ and each $\alpha \in\left(\alpha_{2}-\epsilon_{2}, \alpha_{2}\right)$, and these bifurcating periodic solutions are asymptotically, orbitally stable with asymptotic phase. (2) If $1+\rho b^{2}-2 b \leqslant 0$, then (4.1) has a periodic solution for each $\alpha \in\left(\alpha_{1}-\alpha_{1}, \epsilon_{1}\right)$ and each $\alpha \in\left(\alpha_{2}, \alpha_{2}+\epsilon_{2}\right)$, and these periodic solutions are orbitally unstable. The $\alpha_{i}$ and $\epsilon_{i}$ depend on $a, b, \rho$, and $\alpha_{1}<\alpha_{2}$.
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